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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747–4502

Editor’s Note: Readers of this journal are encouraged to submit news items on awards, appointments,
and other activities about themselves or their colleagues. Deadline dates for news and notices are 2
months prior to publication.

The 149th meeting of the Acoustical Society
of America held in Vancouver, Canada

The 149th meeting of the Acoustical Society of America �ASA� was
held 16–21 May at the Hyatt Regency Vancouver Hotel in Vancouver, Brit-
ish Columbia, Canada. The meeting was jointly sponsored by the Canadian
Acoustical Association. This is the first time that the Society has met in this
city and the fifth time the Society has met in Canada. Previous meetings in
Canada were held in Ottawa in 1959, 1968, 1981, and 1993.

The meeting drew a total of 1362 registrants, including 252 nonmem-
bers and 327 students. Attesting to the international ties of our organization,
223 of the registrants �that is, 16%� were from outside North America. There
were 41 registrants from the United Kingdom, 33 from Japan, 25 from
Germany, 21 from France, 12 from Denmark, 10 each from Korea and
Taiwan, 7 each from China and the Netherlands, 6 from Australia, 4 from
Singapore, 5 each from Italy, Russia, and Spain, 3 each from Belgium,
Brazil, Hong Kong, New Zealand, and Norway, 2 each from Croatia, Cy-
prus, Finland, Sweden, and Switzerland, and 1 each from Austria, Czech
Republic, Greece, Iceland, India, South Africa, and Turkey. North American
countries, Canada, Mexico and the United States, accounted for 218, 2, and
841, respectively.

A total of 1068 papers, organized into 100 sessions, covered the areas
of interest of all 13 Technical Committees. The meeting also included 17
meetings dealing with standards. The Monday evening tutorial lecture series
was continued by Carol Espy-Wilson, University of Maryland. Her tutorial
“Automatic Speech Recognition” was presented to an audience of about
140.

The Society’s 13 Technical Committees held open meetings during the
Vancouver meeting where they made plans for special sessions at upcoming
ASA meetings, discussed topics of interest to the attendees and held infor-
mal socials after the end of the official business. These are working, colle-
gial meetings and all people attending Society meetings are encouraged to
attend and to participate in the discussions. More information about Tech-
nical Committees, including minutes of meetings, can be found on the ASA
Website �http://asa.aip.org/committees.html� and in the Acoustical News
USA section of JASA in the September issue.

The ASA Student Council hosted a Student Reception with 125 people
in attendance.

The Technical Committee on Signal Processing in Acoustics sponsored
its seventh Gallery of Acoustics at the Vancouver meeting. The winning
entry titled “Surf Infrasound” was submitted by Milton Garces, University
of Hawaii, who received the $350 prize.

The Technical Committee on Architectural Acoustics sponsored a Stu-
dent Design Competition which involved the design of a drama theater
complex located within an urban mixed-use development. The entries were
judged by a panel of architects and acoustical consultants. The first prize
winner will receive a cash award of $1000 and entries selected for “com-
mendation” awards will receive $500 each. Announcement of the award
winners had not yet been made at the time this report was written.

The Technical Committee on Musical Acoustics sponsored an Instru-
ment Builders Workshop on Friday which drew about 20 participants includ-
ing musical instrument builders who displayed their crafts and demonstrated
their instruments.

The meeting was preceded by the 1st ASA Workshop on Second Lan-
guage Speech Learning which drew over 115 participants. The workshop
was held at Simon Fraser University and included lectures and poster pre-
sentations.

Social events included the two social hours held on Tuesday and
Thursday, a reception for students, the Fellows Luncheon, and the morning
coffee breaks.

These social events provided the settings for participants to meet in
relaxed settings to encourage social exchange and informal discussions. A
special program for students to meet one-on-one with members of the ASA
over lunch, which is held at each meeting, was organized by the Committee
on Education in Acoustics.

Garry C. Rogers, Research Scientist at the Pacific Geoscience Center,
Geological Survey of Canada, was the speaker at the Fellows luncheon,
which was attended by over 120 people. The Fellows luncheon is now open
to all meeting attendees.

The Women in Acoustics Luncheon was held on Wednesday afternoon
and was attended by over 95 people.

The plenary session included a business meeting of the Society, an-
nouncements, acknowledgment of the members and other volunteers who
organized the meeting, the presentation of society awards, and presentation
certificates to newly-elected Fellows.

FIG. 1. Svein Vagle, recipient of the 2005 Medwin Prize in Acoustical
Oceanography.

FIG. 2. ASA President William Kuperman �r� presents the Silver Medal in
Psychological and Physiological Acoustics to H. Steven Colburn �l�.

SOUNDINGS

J. Acoust. Soc. Am. 118 �5�, November 2005 © 2005 Acoustical Society of America 27410001-4966/2005/118�5�/2741/4/$22.50



The 2003 Medwin Prize in Acoustical Oceanography was presented to
Svein Vagle “for development of experimental techniques to probe the upper
ocean boundary layer” �see Fig. 1�. Dr. Vagle presented the Acoustical
Oceanography Prize Lecture titled “Acoustic Explorations of the Upper
Ocean Boundary Layer” earlier in the meeting.

The Silver Medal in Psychological and Physiological Acoustics was
presented to H. Steven Colburn of Boston University “for contributions to
psychological and physiological aspects of binaural hearing” �see Fig. 2�.
The R. Bruce Lindsay Award was presented to Lily M. Wang, University of
Nebraska, “for contributions to room and musical acoustics” �see Fig. 3�.
The Helmholtz-Rayleigh Interdisciplinary Silver Medal in Noise and Physi-
cal Acoustics was presented to Gilles A. Daigle, National Research Council
of Canada, “for contributions to understanding the effects of micrometeo-
rology, topography and ground properties on outdoor sound propagation”
�see Fig. 4�. The Gold Medal was presented to Allan D. Pierce, Boston
University, “for contributions to physical, environmental, and structural
acoustics, acoustics education, and leadership as Editor-in-Chief of the
Society” �see Fig. 5�.

Election of five members to Fellow grade was announced and fellow-
ship certificates were presented. New fellows are: Catherine T. Best, Bennett
M. Brooks, Michael G. Brown, Charles F. Gaumond, and Murray R. Hodg-
son �see Fig. 6�.

ASA William Kuperman expressed the Society’s thanks to the Local
Committee for the excellent execution of the meeting, which clearly evi-
denced meticulous planning. He introduced Murray R. Hodgson �see Fig. 7�,
Chair of the Vancouver meeting, who acknowledged the contributions of the
members of his committee including: Stan E. Dosso, Technical Program
Chair, Bernadette Duffy, Coordination/Food Service; Mark Cheng and Fred
Twefik, Audio-Visual; Claudio Bulfone, Social Events; Wonyoung Yang,
Zohreh Razavi, and Katrina Scherebynyj, Signs; Ian Wilson, Student Issues;
Nahal Namdaran, Poster Sessions; Bryan Gick, Green Meeting; Herman Li
and Connie So, Registration/ASA Office; and Doug Wilson, Promotions/

Sightseeing. He also expressed thanks to the members of the Technical
Program Organizing Committee: Stan E. Dosso, Technical Program Chair;
Michael Wolfson, Acoustical Oceanography; Kathleen M. Stafford, Animal
Bioacoustics; Kerrie G. Standlee, Lily M. Wang, Architectural Acoustics;
Michael R. Bailey, Biomedical Ultrasound/Bioresponse to Vibration; James
P. Cottingham, Education in Acoustics and Musical Acoustics; Stephen C.
Thompson, Engineering Acoustics; Jerry G. Lilly, Noise; Thomas J. Matula,
Physical Acoustics; Neal F. Viemeister, Psychological and Physiological
Acoustics; David I. Havelock, Signal Processing in Acoustics; Terrance M.
Nearey, Speech Communication; Claudio Bulfone, Structural Acoustics and
Vibration; and Peter H. Dahl, Underwater Acoustics.

A special presentation was held at this plenary, the awarding of a
“Telly Award” to the ASA for its 75th Anniversary Film. The “Telly Awards”
was founded in 1978 to honor excellence in local, regional and cable tele-
vision commercials and programs, as well as the finest video and film pro-
ductions. The presentation of the silver statuette was made to ASA President
William Kuperman by Patricia Kuhl and Lawrence Crum who worked with
Carol Geertsma of Twisp River Films to produce the video �see Fig. 8�.

FIG. 3. ASA President William Kuperman �r� presents the 2005 R. Bruce
Lindsay Award to Lily M. Wang �l�.

FIG. 4. ASA President William Kuperman �l� presents the 2005 Helmholtz-
Rayleigh Interdisciplinary Silver Medal to Gilles A. Daigle �r�.

FIG. 5. ASA President William Kuperman �l� presents the Gold Medal to
Allan D. Pierce �r�.

FIG. 6. ASA Vice President Mark Hamilton �far left� and ASA President
William Kuperman �far right� with new Fellows of the ASA.

FIG. 7. Murray R. Hodgson, Chair of the 149th Meeting.

SOUNDINGS

2742 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Acoustical News—USA



The Plenary Session concluded with the presentation of the Vice Presi-
dent’s gavel to Mark Hamilton and the President’s Tuning Fork to William
Kuperman, in recognition of their service to the Society during the past year
�see Figs. 9 and 10�.

The full technical program and award encomiums can be found in
the April 2005 issue of the printed meeting program or online at
�scitation.aip.org/JASA� for readers who wish to obtain further informa-
tion about the Vancouver meeting. We hope that you will consider attending
a future meeting of the Society to participate in the many interesting tech-
nical events and to meet with colleagues in both technical and social set-
tings. Information about future meetings can be found in the Journal and on
the ASA Home Page at �http://asa.aip.org�.

WILLIAM A. KUPERMAN
President 2004–2005

Dissertation Abstract

The interaction of complex harmonic elastic waves with periodi-
cally corrugated surfaces and with anisotropic viscoelastic and/or piezo-
electric layered media, �43.20.�f, 43.20.Bi, 43.20.El, 43.20.Fn, 43.25.Dc,
43.28.En, 43.30.Gv, 43.30.Hw, 43.30.Ma, 43.55.�n�—Nico F. Declercq, So-
ete Laboratory, Department of Mechanical Construction and Production,
Ghent University, 12th May 2005 (Ph.D., 717 pages).

The dissertation describes different aspects of the numerical modeling
of ultrasonics, which were encountered when aiming at a quantitative char-
acterization of layered and composite material systems. These aspects in-
clude the use of the inhomogeneous wave theory, of complex harmonic
waves, and of the radiation mode theory. As an example the characterization
of liquids inside containers is described by means of the Schoch effect on
the container skin.

The theory of the diffraction of ultrasound on one-dimensional and
two-dimensional periodically rough surfaces resulted in an explanation of
the backward beam displacement on corrugated surfaces as well as in a
physical clarification of the Quetzal echo at the great pyramid of Chichen
Itza in Mexico. Part of the dissertation tackles the numerical and experimen-
tal use of so-called ultrasonic polar scans for the characterization of layered
and anisotropic materials. Previous studies are extended to the propagation
in laminates with finite dimensions and in piezoelectric materials subjected
to bias fields, such as residual stress. Related to this topic, the interaction of
sound with continuously varying mud layers is described, and a study is
performed on new techniques to reveal the nautical bottom in rivers and
harbors. A last chapter is devoted to acoustic microscopy and to bulk imag-
ing of fiber reinforced composite laminates.

Contact information: Nico F. Declercq, Soete Laboratory, Department
of Mechanical Construction and Production, Ghent University, Sint Pieter-
snieuwstraat 41, B-9000 Gent, Belgium. Electronic mail:
NicoF.Declercq@Ugent.be or declercq@ieee.org or declercq@mailaps.org
Advisors: Joris Degrieck and Oswald Leroy

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the United States in the near future.

2006
9–12 Feb. 46th Annual Convention, Illinois Speech-Language-

Hearing Association, Rosemont, IL �ISHA, 230 E. Ohio
St., Suite 400, Chicago, IL 60611-3265; Tel.:
312-644-0828; Fax: 315-644-8557; Web:www.aishil.org�.

16–18 Feb. 31st Annual Conference, National Hearing Conservation
Association, Tampa, FL �NHCA, 7995 E. Prentice Ave.,
Suite 100 East, Greenwood Village, CO 80111-2710; Tel:
303-224-9022; Fax: 303-770-1614; electronic mail:
nhca@gwami.com; WWW:
www.hearingconservation.org�.

6–9 June 151st Meeting of the Acoustical Society of America,
Providence Rhode Island �Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; electronic mail: asa@aip.org; WWW:
http://asa.aip.org�. Deadline for receipt of abstracts: 24
January 2006.

17–21 Sept. INTERSPEECH 2006 �ICSLP 2006�, Pittsburgh, PA
�www.interspeech2006.org
�http://www.interspeech2006.org/��

28 Nov—2 Dec 152nd Meeting of the Acoustical Society of America
joint with the Acoustical Society of Japan, Honolulu,
Hawaii �Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; electronic mail:
asa@aip.org; WWW: http://asa.aip.org�. Deadline for
receipt of abstracts: 30 June 2006

FIG. 8. Patricia Kuhl �r� and Lawrence Crum �l� present the ‘Telly Award’
to ASA President William Kuperman �c�.

FIG. 9. Donna Neff, ASA Vice President-Elect �r� presents gavel to Mark
Hamilton, Vice President �l�.

FIG. 10. President-Elect William Yost �r� presents Presidents’ Tuning Fork
to William Kuperman �l�.
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2008
28 July–1
Aug—9th

International Congress on Noise as a Public Health
Problem �Quintennial meeting of ICBEN, the
International Commission on Biological Effects of
Noise�. Foxwoods Resort, Mashantucket, CT �Jerry V.
Tobias, ICBEN 9, Post Office Box 1609, Groton, CT
06340-1609, Tel. 860-572-0680; Web: www.icben.org;
electronic mail: icben2008@att.net.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
United States funds drawn on a United States bank or by Mastercard, Visa,
or American Express credit cards. Send orders to Circulation and Fulfillment
Division, American Institute of Physics, Suite 1NO1, 2 Huntington Quad-
rangle, Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add
$11 per index.

Some indexes are out of print as noted below.

Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author, pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor, pp. 395, Out of
Print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor, pp. 952, Price:
ASA members $20; Nonmembers $75.

Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor, pp. 1140, Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor, pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by subject
and indexed by author, pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor, pp. 540. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor, pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor, pp. 624. Price: ASA members $25 �paper-
bound�; Nonmembers $75 �clothbound�.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor, pp. 625. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor, pp. 736. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor, pp. 632, Price: ASA members $40 �paper-
bound�; Nonmembers $90 �clothbound�.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject and
indexed by author and inventor, pp. 616, Price: ASA members $50; Non-
members $90 �paperbound�.
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ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager
ASA Standards Secretariat, Acoustical Society of America, 35 Pinelawn Rd., Suite 114E, Melville, NY
11747 �Tel.: �631� 390-0215; Fax: �631� 390-0217; e-mail: asastds@aip.org�

George S. K. Wong
Acoustical Standards, Institute for National Measurement Standards, National Research Council,
Ottawa, Ontario K1A 0R6, Canada �Tel.: �613� 993-6159; Fax: �613� 990-8765; e-mail:
george.wong@nrc.ca�

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
S3, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes Catalogs of Acoustical Standards, both National and International. To receive copies of the
latest Standards Catalogs, please contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page: http://asa.aip.org.

Standards Meetings Calendar—National
At the 151st ASA Meeting, Providence, RI, 5–9 June 2006, the ASA

Committee on Standards �ASACOS�, ASACOS STEERING Committees,
and Accredited Standards Committees S1 Acoustics, S2 Mechanical Vibra-
tion and Shock, S3 Bioacoustics, and S12 Noise, and the Standards Plenary
Group will meet. Times and dates will be published in the January edition.

International Standard Committee Meetings
12–16 December 2005

ISO/TC 108/SC 5 Condition monitoring and diagnostics of machines
This committee and its working groups will meet at the SeaTech Cam-

pus of the Florida Atlantic University Graduate School of Ocean Engineer-
ing, in Dania Beach, Florida.

ISO/TC 108 Meetings
During the week of 29 August to 2 September 2005, ISO/TC 108 and

three of its subcommittees met in Mississauga, Canada at the offices of the
Canadian Standards Association. The new CSA building is perfectly de-
signed to host standards meetings, and the 18 working groups that met
during the week found the environment to be conducive to their standards
development work. The committees that met during this week were ISO/TC
108 Mechanical vibration and shock; ISO/TC 108/SC 2 Measurement and
evaluation of mechanical vibration and shock as applied to machines ve-
hicles and structures; ISO/TC 108/SC 3 Use and calibration of mechanical
vibration and shock measuring instruments; and ISO/TC 108/SC 6 Vibration
and shock generating systems.

The official host of the meeting was the Standards Council of Canada,
the Canadian member body of ISO. The meeting was organized by George
Wong and funded, in part, by contributions received from the ASA Technical
Council, as well as contributions from industry and Canadian government
sources. Earlier this summer, Canada also hosted the meetings of IEC/TC 29
Electroacoustics; ISO/TC 43 Acoustics, ISO/TC 43/SC 1 Noise; and ISO/TC
43/SC 2 Building acoustics.

The U.S. was represented at each of these meetings by a delegation of
experts chosen from the U.S. Technical Advisory Group �U.S. TAG� to each
committee, which is led by the U.S. TAG Chair. Over the next several
months members of the U.S. Technical Advisory Groups to ISO/TC 108 and
its subcommittees can expect to review and provide input on the revised
editions of the documents that were discussed at the meeting, as they are
issued for voting by the ISO member bodies.

There are a few subject areas, however, where additional expertise is
needed, in particular “Ground borne noise and vibration from rail systems”
and “Vibration of stationary structures.” If you would like to find out how
you can participate in the development of these or other standards under TC
108, please call the Secretariat.

Photos of a Few of the Working Group
Meetings Mississauga

Photo Caption 1: U.S. TAG Chair for ISO/TC 108 and ISO/TC 108/SC 3,
David J. Evans �right� is also the convenor of WG 26, “Signal processing
methods for the analysis of mechanical vibration and shock.” Left to right:
Akira Sone �Japan�, Torben Licht �Denmark�, David Evans �U.S.�.
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Photo Caption 2: Bruce Douglas, Chairman of ISO/TC 108, and Charles
Gaumond, Chair of ASA’s Technical Committee on Signal Processing, dis-
cuss signal processing standards in the WG. Left to right: Kjell Ahlin �Swe-
den�, Mike Gellatley �U.K.�, Charles Gaumond �U.S.�, Bruce Douglas
�U.S.�.

Photo Caption 3: WG 24 “Condition assessment of structural systems from
dynamic force measurements.” Left to right: Mike Gellatley �U.K.�, Talaat
Tantawy, WG Convenor �France�, Koki Shiohata �Japan�, Macinissa
Mezache �U.S.�.

Photo Caption 4: WG 28, “Vibration materials.” Left to right: Kwang Jon
Kim �Korea�, Walter Madigosky, WG Convenor, Minoru Kato �Japan�.

Photo Caption 5: WG 31 “Balancing.” Left to right: Hatto Schneider �Ger-
many, back to camera�, Macinissa Mezache �U.S.�, Rob Herbert, WG Con-
venor �U.K.�, Alan Wattling �U.K.�, William Foiles �U.S.�, Andrew Hub-
bard �U.K.�, Mike McGuire �U.K.�.

Photo Caption 6: ASA Standards Manager, Susan Blaeser, presents a plaque
to Arthur Kilcullen, Chair of S2/WG 11, “Measurement and evaluation of
mechanical vibration of vehicles,” for his leadership in the development of
ANSI S2.25-2004 American National Standard Guide for the Measurement,
Reporting, and Evaluation of Hull and Superstructure Vibration in Ships.
Dr. Kilcullen is also the Co-Chair of the U.S. TAG for ISO/TC 108/SC 2.

Accredited Standards Committee on
Acoustics, S1
�J. P. Seiler, Chair; G. S. K. Wong, Vice Chair�

Scope: Standards, specifications, methods of measurement and test, and
terminology in the field of physical acoustics including architectural
acoustics, electroacoustics, sonics and ultrasonics, and underwater sound,
but excluding those aspects which pertain to biological safety, tolerance,
and comfort.

S1 Working Groups

S1/Advisory —Advisory Planning Committee to S1 �G.S.K. Wong�;
S1/WG1 —Standard Microphones and their Calibration �V. Nedzelnitsky�;
S1/WG5 —Band Filter Sets �A. H. Marsh�;
S1/WG17 —Sound Level Meters and Integrating Sound Level Meters �B.

M. Brooks�;
S1/WG19 —Insertion Loss of Windscreens �A. J. Campanella�;
S1/WG20 —Ground Impedance �K. Attenborough, Chair; J. Sabatier, Vice

Chair�;
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S1/WG22 —Bubble Detection and Cavitation Monitoring �Vacant�;
S1/WG25 —Specification for Acoustical Calibrators �P. Battenberg�;
S1/WG26 —High Frequency Calibration of the Pressure Sensitivity of Mi-

crophones �A. Zuckerwar�;
S1/WG27 —Acoustical Terminology �J. Vipperman�;
S1/WG28 —Passive Acoustic Monitoring for Marine Mammal Mitigation

for Seismic Surveys �A. Thode�.

S1 Inactive Working Groups

S1/WG16 —FFT Acoustical Analyzers �R. J. Peppin, Chair�.

S1 Standards on Acoustics
ANSI S1.1-1994 (R 2004) American National Standard Acoustical Termi-

nology.
ANSI S1.4-1983 (R 2001) American National Standard Specification for

Sound Level Meters.
ANSI S1.4A-1985 (R 2001) Amendment to ANSI S1.4-1983.
ANSI S1.6-1984 (R 2001) American National Standard Preferred Frequen-

cies, Frequency Levels, and Band Numbers for Acoustical Measurements.
ANSI S1.8-1989 (R 2001) American National Standard Reference Quanti-

ties for Acoustical Levels.
ANSI S1.9-1996 (R 2001) American National Standard Instruments for the

Measurement of Sound Intensity.
ANSI S1.11-2004 American National Standard Specification for Octave-

Band and Fractional-Octave-Band Analog and Digital Filters.
ANSI S1.13-2005 American National Standard Measurement of Sound

Pressure Levels in Air.
ANSI S1.14-1998 (R 2003) American National Standard Recommendations

for Specifying and Testing the Susceptibility of Acoustical Instruments to
Radiated Radio-Frequency Electromagnetic Fields, 25 MHz to 1 GHz.

ANSI S1.15-1997/Part 1 (R 2001) American National Standard Measure-
ment Microphones, Part 1: Specifications for Laboratory Standard Micro-
phones.

ANSI S1.15-2005/Part 2 American National Standard Measurement Micro-
phones, Part 2: Primary Method for Pressure Calibration of Laboratory
Standard Microphones by the Reciprocity Technique.

ANSI S1.16-2000 (R 2005) American National Standard Method for Mea-
suring the Performance of Noise Discriminating and Noise Canceling Mi-
crophones.

ANSI S1.17/1-2000/Part 1 American National Standard Microphone
Windscreens- Part 1: Measurements and Specification of Insertion Loss in
Still or Slightly Moving Air.

ANSI S1.18-1999 (R 2004) American National Standard Template Method
for Ground Impedance.

ANSI S1.20-1988 (R 2003) American National Standard Procedures for
Calibration of Underwater Electroacoustic Transducers.

ANSI S1.22-1992 (R 2002) American National Standard Scales and Sizes
for Frequency Characteristics and Polar Diagrams in Acoustics.

ANSI S1.24 TR-2002 ANSI Technical Report Bubble Detection and Cavi-
tation Monitoring.

ANSI S1.25-1991 (R 2002) American National Standard Specification for
Personal Noise Dosimeters.

ANSI S1.26-1995 (R 2004) American National Standard Method for Cal-
culation of the Absorption of Sound by the Atmosphere.

ANSI S1.40-1984 (R 2001) American National Standard Specification for
Acoustical Calibrators.

ANSI S1.42-2001 American National Standard Design Response of Weight-
ing Networks for Acoustical Measurements.

ANSI S1.43-1997 (R 2002)American National Standard Specifications for
Integrating-Averaging Sound Level Meters.

Accredited Standards Committee on
Mechanical vibration and Shock, S2
�R. J. Peppin, Chair; D. J. Evans, Vice Chair�

Scope: Standards, specifications, methods of measurement and test, and
terminology in the field of mechanical vibration and shock, and condition
monitoring and diagnostics of machines, including the effects of mechani-

cal vibration and shock on humans, including those aspects which pertain
to biological safety, tolerance, and comfort.

S2 Working Groups

S2/WG1 —S2 Advisory Planning Committee �D. J. Evans�;
S2/WG2 —Terminology and Nomenclature in the Field of Mechanical Vi-

bration and Shock and Condition Monitoring and Diagnostics of Machines
�D. J. Evans�;

S2/WG3 —Signal Processing Methods �T. S. Edwards�;
S2/WG4 —Characterization of the Dynamic Mechanical Properties of Vis-

coelastic Polymers �W. M. Madigosky, Chair; J. Niekiec, Vice Chair�;
S2/WG5 —Use and Calibration of Vibration and Shock Measuring Instru-

ments �D. J. Evans, Chair; B. E. Douglas, Vice Chair�;
S2/WG6 —Vibration and Shock Actuators �G. Booth�;
S2/WG7 —Acquisition of Mechanical Vibration and Shock Measurement

Data �B. E. Douglas�;
S2/WG8 —Analysis Methods of Structural Dynamics �B. E. Douglas�;
S2/WG9 —Training and Accreditation �R. Eshleman, Chair;�;
S2/WG10 —Measurement and Evaluation of Machinery for Acceptance and

Condition �R. Eshleman, Chair; H. Pusey, Vice Chair�;
S2/WG10/Panel 1 —Balancing �R. Eshleman�;
S2/WG10/Panel 2 —Operational Monitoring and Condition Evaluation �R.

Bankert�;
S2/WG10/Panel 3 —Machinery Testing �R. Eshleman�;
S2/WG10/Panel 4 —Prognosis �R. Eshleman�;
S2/WG10/Panel 5 —Data Processing, Communication, and Presentation

�K. Bever�;
S2/WG11 —Measurement and Evaluation of Mechanical Vibration of Ve-

hicles �A. F. Kilcullen�;
S2/WG12 —Measurement and Evaluation of Structures and Structural Sys-

tems for Assessment and Condition Monitoring �B. E. Douglas, Chair; R.
J. Peppin, Vice Chair�;

S2/WG13 —Shock Test Requirements for Commercial Electronic Systems
�P. D. Loeffler�;

S2/WG39 (S3) —Human Exposure to Mechanical Vibration and Shock —
Parallel to ISO/TC 108/SC 4 �D. D. Reynolds, Chair; H. E. von Gierke,
Vice Chair�.

S2 Inactive Working Group

S2/WG54 —Atmospheric Blast Effects �J. W. Reed�.

S2 Standards on Mechanical Vibration and
Shock
ANSI S2.1-2000 ISO 2041:1990 Nationally Adopted International Standard

Vibration and Shock — Vocabulary.
ANSI S2.2-1959 (R 2001) American National Standard Methods for the

Calibration of Shock and Vibration Pickups.
ANSI S2.4-1976 (R 2004) American National Standard Method for Speci-

fying the Characteristics of Auxiliary Analog Equipment for Shock and
Vibration Measurements.

ANSI S2.7-1982 (R 2001) American National Standard Balancing Termi-
nology.

ANSI S2.8-1972 (R 2004) American National Standard Guide for Describ-
ing the Characteristics of Resilient Mountings.

ANSI S2.9-1976 (R 2001) American National Standard Nomenclature for
Specifying Damping Properties of Materials.

ANSI S2.13-1996/Part 1 (R 2001) American National Standard Mechanical
Vibration of Nonreciprocating Machines — Measurements on Rotating
Shafts and Evaluation Part 1: General Guidelines.

ANSI S2.16-1997 (R 2001) American National Standard Vibratory Noise
Measurements and Acceptance Criteria of Shipboard Equipment.

ANSI S2.17-1980 (R 2004)American National Standard Techniques of Ma-
chinery Vibration Measurement.

ANSI S2.19-1999 (R 2004) American National Standard Mechanical Vibra-
tion — Balance Quality Requirements of Rigid Rotors, Part 1: Determi-
nation of Permissible Residual Unbalance, Including Marine Applications.

ANSI S2.20-1983 (R 2001) American National Standard Estimating Air-
blast Characteristics for Single-Point Explosions in Air, with a Guide to
Evaluation of Atmospheric Propagation and Effects.
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ANSI S2.21-1998 (R 2002) American National Standard Method for Prepa-
ration of a Standard Material for Dynamic Mechanical Measurements.

ANSI S2.22-1998 (R 2002) American National Standard Resonance Method
for Measuring the Dynamic Mechanical Properties of Viscoelastic Mate-
rials.

ANSI S2.23-1998 (R 2002) American National Standard Single Cantilever
Beam Method for Measuring the Dynamic Mechanical Properties of Vis-
coelastic Materials.

ANSI S2.24-2001 American National Standard Graphical Presentation of
the Complex Modulus of Viscoelastic Materials.

ANSI S2.25-2004 American National Standard Guide for the Measurement,
Reporting, and Evaluation of Hull and Superstructure Vibration in Ships.

ANSI S2.26-2001 American National Standard Vibration Testing Require-
ments and Acceptance Criteria for Shipboard Equipment.

ANSI S2.27-2002 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Ship Propulsion Machinery.

ANSI S2.28-2003American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Shipboard Machinery.

ANSI S2.29-2003 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Marine Shafts on Shipboard Machin-
ery.

ANSI S2.31-1979 (R 2004)American National Standard Method for the
Experimental Determination of Mechanical Mobility, Part 1: Basic Defi-
nitions and Transducers.

ANSI S2.32-1982 (R 2004)American National Standard Methods for the
Experimental Determination of Mechanical Mobility, Part 2: Measure-
ments Using Single-Point Translational Excitation.

ANSI S2.34-1984 (R 2005) American National Standard Guide to the Ex-
perimental Determination of Rotational Mobility Properties and the Com-
plete Mobility Matrix.

ANSI S2.41-1985 (R 2001) American National Standard Mechanical Vibra-
tion of Large Rotating Machines with Speed Range from 10 to 200 rev/s
— Measurement and Evaluation of Vibration Severity in situ.

ANSI S2.42-1982 (R 2004)American National Standard Procedures for Bal-
ancing Flexible Rotors.

ANSI S2.43-1984 (R 2005)American National Standard Criteria for Evalu-
ating Flexible Rotor Balance.

ANSI S2.46-1989 (R 2005)American National Standard Characteristics to
be Specified for Seismic Transducers.

ANSI S2.47-1990 (R 2001) American National Standard Vibrations of
Buildings — Guidelines for the Measurements of Vibrations and Evalua-
tion of their Effects on Buildings.

ANSI S2.48 -1993 (R 2001) American National Standard Servo-Hydraulic
Test Equipment for Generating Vibration — Methods of Describing Char-
acteristics.

ANSI S2.60 -1987 (R 2005) American National Standard Balancing Ma-
chines — Enclosures and Other Safety Measures.

ANSI S2.61 -1989 (R 2005) American National Standard Guide to the Me-
chanical Mounting of Accelerometers.

Accredited Standards Committee on
Bioacoustics, S3
�R. F. Burkard, Chair; C. Champlin, Vice Chair�

Scope: Standards, specifications, methods of measurement and test, and
terminology in the fields of psychological and physiological acoustics,
including aspects of general acoustics, which pertain to biological safety,
tolerance, and comfort.

S3 Working Groups

S3/Advisory—Advisory Planning Committee to S3 �R. F. Burkard�;
S3/WG35—Audiometers �R. L. Grason�;
S3/WG36—Speech Intelligibility �R. S. Schlauch�;
S3/WG37—Coupler Calibration of Earphones �B. Kruger�;
S3/WG43—Method for Calibration of Bone Conduction Vibrator �J. Dur-

rant�;
S3/WG48—Hearing Aids �D. A. Preves�;
S3/WG51—Auditory Magnitudes �R. P. Hellman�;
S3/WG56—Criteria for Background Noise for Audiometric Testing �J.

Franks�;

S3/WG59—Measurement of Speech Levels �Vacant�;
S3/WG60—Measurement of Acoustic Impedance and Admittance of the

Ear �Vacant�;
S3/WG62—Impulse Noise with Respect to Hearing Hazard �J. H. Patter-

son�;
S3/WG67—Manikins �M. D. Burkhard�;
S3/WG72—Measurement of Auditory Evoked Potentials �R. F. Burkhard�;
S3/WG76—Computerized Audiometry �A. J. Miltich�;
S3/WG78—Thresholds �W. A. Yost�;
S3/WG79—Methods for Calculation of the Speech Intelligibility Index �C.

V. Pavlovic�;
S3/WG81—Hearing Assistance Technologies �L. Thibodeau and L. A. Wil-

ber, Co-Chairs�;
S3/WG82—Basic Vestibular Function Test Battery �C. Wall III�;
S3/WG83—Sound Field Audiometry �T. R. Letowski�;
S3/WG84—Otoacoustic Emission �G. R. Long�;
S3/WG86—Audiometric Data Structures �W. A. Cole and B. Kruger, Co-

Chairs�;
S3/WG87—Human Response to Repetitive Mechanical Shock �N. Alem�;
S3/WG88—Standard Audible Emergency Evacuation and Other Signals �I.

Mande�;
S3/WG89—Spatial Audiometry in Real and Virtual Environments �J. Be-

sing�;
S3/WG90—Animal Bioacoustics �A. E. Bowles�;
S3/WG91—Text-to-Speech Synthesis Systems �A. K. Syrdal and C. Bick-

ley, Co-Chairs�;
S2/WG39 (S3)—Human Exposure to Mechanical Vibration and Shock —

Parallel to ISO/TC 108/SC 4 �D. D. Reynolds�.

S3 Liaison Group

S3/L-1 S3 U.S. TAG Liaison to IEC/TC 87 Ultrasonics �W. L. Nyborg�.

S3 Inactive Working Groups

S3/WG71 Artificial Mouths �R. L. McKinley�;
S3/WG80 Probe-tube Measurements of Hearing Aid Performance �W. A.

Cole�;
S3/WG58 Hearing Conservation Criteria.

S3 Standards on Bioacoustics
ANSI S3.1-1999 (R 2003) American National Standard Maximum Permis-

sible Ambient Noise Levels for Audiometric Test Rooms.
ANSI S3.2-1989 (R 1999) American National Standard Method for Mea-

suring the Intelligibility of Speech over Communication Systems.
ANSI S3.4-2005 American National Standard Procedure for the Computa-

tion of Loudness of Steady Sound.
ANSI S3.5-1997 (R 2002) American National Standard Methods for Calcu-

lation of the Speech Intelligibility Index.
ANSI S3.6-2004American National Standard Specification for Audiometers.
ANSI S3.7-1995 (R 2003)American National Standard Method for Coupler

Calibration of Earphones.
ANSI S3.13-1987 (R 2002) American National Standard Mechanical Cou-

pler for Measurement of Bone Vibrators.
ANSI S3.14-1977 (R 1997) American National Standard for Rating Noise

with Respect to Speech Interference.
ANSI S3.18 – 2002 ISO 2631-1:1997 Nationally Adopted International

Standard Mechanical Vibration and Shock — Evaluation of Human Expo-
sure to Whole-Body Vibration — Part 1: General Requirements.

ANSI S3.18-2003 ISO 2631-4: 2001 Nationally Adopted International Stan-
dard Mechanical Vibration and Shock — Evaluation of Human Exposure
to Whole-Body Vibration — Part 4: Guidelines for the Evaluation of the
Effects of Vibration and Rotational Motion on Passenger and Crew Com-
fort in Fixed-Guideway Transport Systems.

ANSI S3.20 -1995 (R 2003) American National Standard Bioacoustical Ter-
minology.

ANSI S3.21 -2004 American National Standard Methods for Manual Pure
-Tone Threshold Audiometry.

ANSI S3.22-2003 American National Standard Specification of Hearing Aid
Characteristics.
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ANSI S3.25 -1989 (R 2003) American National Standard for an Occluded
Ear Simulator.

ANSI S3.29 -1983 (R 2001) American National Standard Guide to the
Evaluation of Human Exposure to Vibration in Buildings.

ANSI S3.34 -1986 (R 1997) American National Standard Guide for the
Measurement and Evaluation of Human Exposure to Vibration Transmit-
ted to the Hand.

ANSI S3.35 - 2004 American National Standard Method of Measurement of
Performance Characteristics of Hearing Aids under Simulated Real-Ear
Working Conditions.

ANSI S3.36-1985 (R 2001) American National Standard Specification for a
Manikin for Simulated in situ Airborne Acoustic Measurements.

ANSI S3.37-1987 (R 2002) American National Standard Preferred Earhook
Nozzle Thread for Postauricular Hearing Aids.

ANSI S3.39-1987 (R 2002) American National Standard Specifications for
Instruments to Measure Aural Acoustic Impedance and Admittance �Aural
Acoustic Immittance�.

ANSI S3.40-2002 ISO 10819:1996 Nationally Adopted International Stan-
dard Mechanical Vibration and Shock — Hand-Arm Vibration — Method
for the Measurement and Evaluation of the Vibration Transmissibility of
Gloves at the Palm of the Hand.

ANSI S3.41-1990 (R 2001) American National Standard Audible Emer-
gency Evacuation Signal.

ANSI S3.42-1992 (R 2002) American National Standard Testing Hearing
Aids with a Broad-Band Noise Signal.

ANSI S3.44-1996 (R 2001) American National Standard Determination of
Occupational Noise Exposure and Estimation of Noise-Induced Hearing
Impairment.

ANSI S3.45-1999 American National Standard Procedure for Testing Basic
Vestibular Function.

ANSI S3.46-1997 (R 2002)American National Standard Methods of Mea-
surement of Real-Ear Performance Characteristics of Hearing Aids.

Accredited Standards Committee on Noise,
S12
�R. D. Hellweg, Chair; W. J. Murphy, Vice Chair�

Scope: Standards, specifications, and terminology in the field of acoustical
noise pertaining to methods of measurement, evaluation, and control, in-
cluding biological safety, tolerance, and comfort and physical acoustics as
related to environmental and occupational noise.

S12 Working Groups

S12/Advisory—Advisory Planning Committee to S12 �R. D. Hellweg�;
S12/WG3—Measurement of Noise from Information Technology and Tele-

communications Equipment �K. X. C. Man�;
S12/WG11—Hearing Protector Attenuation and Performance �E. H.

Berger�;
S12/WG12—Evaluation of Hearing Conservation Programs �J. D. Royster,

Chair; E. H. Berger, Vice Chair�;
S12/WG13—Method for the Selection of Hearing Protectors that Optimize

the Ability to Communicate �D. Byrne�;
12/WG14—Measurement of the Noise Attenuation of Active and/or Passive

Level-Dependent Hearing Protective Devices �J. Kalb, Chair; W. J. Mur-
phy, Vice Chair�;

S12/WG15—Measurement and Evaluation of Outdoor Community Noise
�P. D. Schomer�;

S12/WG18—Criteria for Room Noise �R. J. Peppin�;
S12/WG23—Determination of Sound Power �R. J. Peppin and B. M.

Brooks, Co-Chairs�;
S12/WG31—Predicting Sound-Pressure Levels Outdoors �R. J. Peppin�;
S12/WG32—Revision of ANSI S12.7-1986 Methods for Measurement of

Impulse Noise �A. H. Marsh�;
S12/WG33—Revision of ANSI S5.1-1971 Test Code for the Measurement

of Sound from Pneumatic Equipment �B. M. Brooks�;
S12/WG36—Development of Methods for Using Sound Quality �G. L.

Ebbit and P. Davies, Co-Chairs�;
S12/WG37—Measuring Sleep Disturbance Due to Noise �K. S. Pearsons�;
S12/WG38—Noise Labeling in Products �R. D. Hellweg and J. Pope, Co-

Chairs�;

S12/WG40—Measurement of the Noise Aboard Ships �S. Antonides, Chair;
S. Fisher, Vice Chair�;

S12/WG41—Model Community Noise Ordinances �L. Finegold, Chair; B.
M. Brooks, Vice Chair�;

S12/WG43—Rating Noise with Respect to Speech Interference �M. Alex-
ander�.

S12 Liaison Groups

S12/L-1 IEEE 85 Committee for TAG Liaison — Noise Emitted by Rotat-
ing Electrical Machines �parallel to ISO/TC 43/SC 1/WG 13� �R. G. Bar-
theld�;

S12/L-2 Measurement of Noise from Pneumatic Compressors Tools and
Machines �parallel to ISO/TC 43/SC 1/WG 9� �Vacant�;

S12/L-3 SAE Committee for TAG Liaison on Measurement and Evaluation
of Motor Vehicle Noise �parallel to ISO/TC 43/SC 1/WG 8� �R. F. Schu-
macher and J. Johnson�;

S12/L-4 SAE Committee A-21 for TAG Liaison on Measurement and
Evaluation of Aircraft Noise �J. Brooks�;

S12/L-5 ASTM E-33 on Environmental Acoustics �to include activities of
ASTM E33.06 on Building Acoustics, parallel to ISO/TC 43/SC 2 and
ASTM E33.09 on Community Noise� �K. P. Roy�;

S12/L-6 SAE Construction-Agricultural Sound Level Committee �I.
Douell�;

S12/L-7 SAE Specialized Vehicle and Equipment Sound Level Committee
�T. Disch�;

S12/L-8 ASTM PTC 36 Measurement of Industrial Sound �R. A. Putnam,
Chair; B. M. Brooks, Vice Chair�.

S12 Inactive Working Groups

S12/WG27 Outdoor Measurement of Sound-Pressure Level �G. Daigle�;
S12/WG8 Determination of Interference of Noise with Speech Intelligibility

�L. Marshall�;
S12/WG9 Annoyance Response to Impulsive Noise �L. C. Sutherland�;
S12/WG19 Measurement of Occupational Noise Exposure �J. P. Barry/R.

Goodwin, Co-Chairs�
S12/WG29 Field Measurement of the Sound Output of Audible Public-

Warning Devices �Sirens� �P. Graham�;
S12/WG34 Methodology for Implementing a Hearing Conservation Pro-

gram �J. P. Barry�.

S12 Standards on Noise
ANSI S12.1-1983 (R 2001) American National Standard Guidelines for the

Preparation of Standard Procedures to Determine the Noise Emission from
Sources.

ANSI S12.2-1995 (R 1999) American National Standard Criteria for Evalu-
ating Room Noise.

ANSI S12.3-1985 (R 2001) American National Standard Statistical Methods
for Determining and Verifying Stated Noise Emission Values of Machin-
ery and Equipment.

ANSI S12.5-1990 (R 1997) American National Standard Requirements for
the Performance and Calibration of Reference Sound Sources.

ANSI S12.6-1997 (R 2002) American National Standard Methods for Mea-
suring the Real-Ear Attenuation of Hearing Protectors.

ANSI S12.7-1986 (R 1998) American National Standard Methods for Mea-
surements of Impulse Noise.

ANSI S12.8-1998 (R 2003) American National Standard Methods for De-
termining the Insertion Loss of Outdoor Noise Barriers.

ANSI S12.9-1988 Part 1 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 1.

ANSI S12.9-1992 Part 2 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 2: Measurement of Long-Term, Wide-Area Sound.

ANSI S12.9-1993 Part 3 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 3: Short-Term Measurements with an Observer Present.

ANSI S12.9-1996 Part 4 (R 2001) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
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Sound, Part 4: Noise Assessment and Prediction of Long-Term Commu-
nity Response.

ANSI S12.9-1998 Part 5 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 5: Sound Level Descriptors for Determination of Compatible
Land Use.

ANSI S12.9-2000 Part 6 American National Standard Quantities and Pro-
cedures for Description and Measurement of Environmental Sound Part 6:
Methods for Estimation of Awakenings Associated with Aircraft Noise
Events Heard in Homes.

ANSI S12.10-2002 ISO 7779:1999 Nationally Adopted International Stan-
dard Acoustics — Measurement of Airborne Noise Emitted by Informa-
tion Technology and Telecommunications Equipment.

ANSI S12.11-2003/Part 1 ISO 10302: 1996 (MOD) American National
Standard Acoustics — Measurement of Noise and Vibration of Small Air-
Moving Devices — Part 1: Airborne Noise Emission.

ANSI S12.11-2003/Part 2 American National Standard Acoustics — Mea-
surement of Noise and Vibration of Small Air-Moving Devices — Part 2:
Structure-Borne Vibration.

ANSI S12.12-1992 (R 2002) American National Standard Engineering
Method for the Determination of Sound Power Levels of Noise Sources
using Sound Intensity.

ANSI S12.13 TR-2002 ANSI Technical Report Evaluating the Effectiveness
of Hearing Conservation Programs through Audiometric Data Base Analy-
sis.

ANSI S12.14-1992 (R 2002) American National Standard Methods for the
Field Measurement of the Sound Output of Audible Public Warning De-
vices Installed at Fixed Locations Outdoors.

ANSI S12.15-1992 (R 2002) American National Standard For Acoustics B
Portable Electric Power Tools, Stationary and Fixed Electric Power Tools,
and Gardening Appliances — Measurement of Sound Emitted.

ANSI S12.16-1992 (R 2002) American National Standard Guidelines for
the Specification of Noise of New Machinery.

ANSI S12.17-1996 (R 2001) American National Standard Impulse Sound
Propagation for Environmental Noise Assessment.

ANSI S12.18-1994 (R 2004) American National Standard Procedures for
Outdoor Measurement of Sound-Pressure Level.

ANSI S12.19-1996 (R 2001) American National Standard Measurement of
Occupational Noise Exposure.

ANSI S12.23-1989 (R 2001) American National Standard Method for the
Designation of Sound Power Emitted by Machinery and Equipment.

ANSI S12.30-1990 (R 2002) American National Standard Guidelines for
the Use of Sound Power Standards and for the Preparation of Noise Test
Codes.

ANSI S12.35-1990 (R 2001) American National Standard Precision Meth-
ods for the Determination of Sound Power Levels of Noise Sources in
Anechoic and Hemi-Anechoic Rooms.

ANSI S12.42-1995 (R 2004) American National Standard Microphone-in-
Real-Ear and Acoustic Test Fixture Methods for the Measurement of In-
sertion Loss of Circumaural Hearing Protection Devices.

ANSI S12.43-1997 (R 2002) American National Standard Methods for
Measurement of Sound Emitted by Machinery and Equipment at Worksta-
tions and other Specified Positions.

ANSI S12.44-1997 (R 2002) American National Standard Methods for Cal-
culation of Sound Emitted by Machinery and Equipment at Workstations
and other Specified Positions from Sound Power Level.

ANSI S12.50-2002 ISO 3740:2000 Nationally Adopted International Stan-
dard Acoustics — Determination of Sound Power Levels of Noise Sources
— Guidelines for the use of Basic Standards.

ANSI S12.51-2002 ISO 3741:1999 Nationally Adopted International Stan-
dard Acoustics — Determination of Sound Power Levels of Noise Sources
using Sound Pressure — Precision Method for Reverberation Rooms.

ANSI S12.53/1-1999 (R 2004) ISO 3743-1:1994 Nationally Adopted Inter-
national Standard Acoustics — Determination of Sound Power Levels of
Noise Sources — Engineering Methods for Small, Movable Sources in
Reverberant Fields — Part 1: Comparison Method for Hard-Walled Test
Rooms.

ANSI S12.53/2-1999 (R 2004) ISO 3743-2:1994 Nationally Adopted Inter-
national Standard Acoustics — Determination of Sound Power Levels of
Noise Sources using Sound Pressure — Engineering Methods for Small,

Movable Sources in Reverberant Fields — Part 2: Methods for Special
Reverberation Test Rooms.

ANSI S12.54-1999 (R 2004) ISO 3744:1994 Nationally Adopted Interna-
tional Standard Acoustics — Determination of Sound Power Levels of
Noise Sources using Sound Pressure — Engineering Method in an Essen-
tially Free Field over a Reflecting Plane.

ANSI S12.56-1999 ISO 3746:1995 Nationally Adopted International Stan-
dard Acoustics — Determination of Sound Power Levels of Noise Sources
using Sound Pressure — Survey Method using an Enveloping Measure-
ment Surface over a Reflecting Plane.

ANSI S12.57-2002 ISO 3747:2000 Nationally Adopted International Stan-
dard Acoustics — Determination of Sound Power Levels of Noise Sources
using Sound Pressure — Comparison Method in situ.

ANSI S12.60-2002 American National Standard Acoustical Performance
Criteria, Design Requirements, and Guidelines for Schools.

ASA Committee on Standards „ASACOS…
ASACOS �P. D. Schomer, Chair and ASA Standards Director�.

U.S. Technical Advisory Groups „TAGS… for
International Standards Committees
ISO/TC 43 Acoustics, ISO/TC 43/SC 1 Noise �P. D. Schomer, U.S. TAG

Chair�.
ISO/TC 108 Mechanical Vibration and Shock �D. J. Evans, U.S. TAG

Chair�.
ISO/TC 108/SC2 Measurement and Evaluation of Mechanical Vibration

and Shock as Applied to Machines, Vehicles, and Structures �A. F. Kil-
cullen, and R. F. Taddeo U.S. TAG Co-Chairs�.

ISO/TC 108/SC3 Use and Calibration of Vibration and Shock Measuring
Instruments �D. J. Evans, U.S. TAG Chair�.

ISO/TC 108/SC4 Human Exposure to Mechanical Vibration and Shock �D.
D. Reynolds, U.S. TAG Chair�.

ISO/TC 108/SC5 Condition Monitoring and Diagnostic Machines �D. J.
Vendittis, U.S. TAG Chair; R. F. Taddeo, U.S. TAG Vice Chair�.

ISO/TC 108/SC6 Vibration and Shock Generating Systems �G. Booth, U.S.
TAG Chair�.

IEC/TC 29 Electroacoustics �V. Nedzelnitsky, U.S. Technical Advisor�.

Standards News from the United States
�Partially derived from ANSI Reporter, and ANSI Standards Action, with

appreciation.�

American National Standards Call for
Comment on Proposals Listed

This section solicits comments on proposed new American National
Standards and on proposals to revise, reaffirm, or withdrawal approval of
existing standards. The dates listed in parenthesis are for information only.

ASA „ASC S12… „Acoustical Society of
America…

National Adoptions
BSR S12.5-200X/ISO 6926:1999 Acoustics — Requirements for the Per-

formance and Calibration of Reference Sound Sources Used for the De-
termination of Sound Power Levels �17 October 2005�

This is a proposed national adoption of ISO 6926 that defines im-
portant physical and performance characteristics of reference sound
sources and specifies procedures for their calibration, primarily to deter-
mine the sound power level of other sound sources. The modification adds
an informative guideline to remind those who wish to have their reference
sound source calibrated in the 63-Hz and 16-kHz octave bands to specify
the need for that requirement.

BSR S12.55-200x/ISO 3745:2003 Acoustics — Determination of sound
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power levels of noise sources using sound pressure — Precision methods
for anechoic and hemi-anechoic rooms �17 October 2005�

Specifies methods for measuring the sound-pressure levels on a mea-
surement surface enveloping a noise source in anechoic and hemi-
anechoic rooms, in order to determine the sound power level or sound
energy level produced by the noise source. Gives requirements for the test
environment and instrumentation, as well as techniques for obtaining the
surface sound-pressure level from which the sound power level or sound
energy level is calculated, leading to results which have a grade 1 accu-
racy. The methods specified are suitable for measurements of all types of
noise.

WITHDRAWALS

BSR S12.35-1990 American National Standard Precision Methods for the
Determination of Sound Power Levels of Noise Sources in Anechoic and
Hemi-Anechoic Rooms �17 October 2005�

This standard describes a precision method for determination of the
sound power levels of noise sources in laboratory anechoic or hemi-
anechoic rooms. The standard contains information on instrumentation,
installation, and operation of the source; methods for determination of the
sound-pressure level on the measurement surface; procedures for the cal-
culation of sound power level, directivity index, and directivity factor; and
techniques that may be used to qualify the laboratory facilities used for the
measurements.

REVISIONS

BSR S12.9-200X/Part 4 Quantities and Procedures for Description and
Measurement of Environmental Sound — Part 4: Noise Assessment and
Prediction of Long-Term Community Response �Revision of ANSI S12.9-
1996/Part 4� �7 November 2005�

Specifies methods to assess environmental sounds and to predict the
annoyance response of communities to long-term noise from any and all
types of environmental sounds produced by one or more distinct or dis-
tributed sound sources. The sources may be separate or in various combi-
nations. Application of the method is limited to areas where people reside
and related long-term land uses.

BSR S12.2-200X Criteria for Evaluating Room Noise �Revision of ANSI
S12.2-1995� �7 November 2005�.

This Standard provides three primary methods for evaluating room
noise: a survey method that employs the A-weighted sound level; an en-
gineering method that employs expanded noise criteria �NC� curves; and a
precision method that employs room noise criterion �RNC� curves.

Final Actions on American National Standards
The standards actions listed below have been approved by the ANSI

Board of Standards Review �BSR� or by an ANSI-Audited Designator, as
applicable.

ASA „ASC S1… „Acoustical Society of America…
BSR S1.13-2005 American National Standard Measurement of Sound-

Pressure Levels in Air. Specifies requirements and describes procedures
for the measurement of sound-pressure levels in air at a single point in
space. These apply primarily to measurements performed indoors but may
be utilized in outdoor measurements under specified conditions. This is a
fundamental standard applicable to a wide range of measurements and to
sounds that may differ widely in temporal and spectral characteristics;
more specific ANS complement its requirements. A classification is given
of the types of sound generally encountered, and the preferred descriptor
for each type is identified.

ASA „ASC S2… „Acoustical Society of America…

WITHDRAWALS

BSR S2.45-1983 American National Standard Electrodynamic Test Equip-
ment for Generating Vibration — Methods of Describing Equipment Char-
acteristics �30 June 2005�

This standard provides a method for specifying the characteristics of
electrodynamic test equipment for generating vibration and serves as a
guide to the selection of such equipment. It applies to electrodynamic
vibration generators and power amplifiers, both individually and in com-
bination. The standard provides means to assist a prospective user to cal-
culate and compare the performance of equipment provided by two or
more manufacturers, even if the vibration generator and the power ampli-
fier are from different manufacturers.

BSR S2.58-1983 American National Standard Auxiliary Tables for Vibration
Generators — Methods of Describing Equipment Characteristics �30 June
2005�

This standard provides a method for specifying the characteristics of
eight types of auxiliary tables for vibration generators. It serves as a guide
to the prospective user of auxiliary tables to assist him to objectively
compare the performance of auxiliary tables available from differing
manufacturers.

ASA „ASC S3… „Acoustical Society of America…

REVISIONS

ANSI S3.4-2005 American National Standard Procedure for the Computa-
tion of Loudness of Steady Sounds �1 June 2005�

Specifies a procedure for calculating the loudness of steady sounds
as perceived by a typical group of listeners with normal hearing, based on
the spectra of the sounds. The possible sounds include simple and complex
tones �both harmonic and inharmonic� and bands of noise. The spectra can
be specified exactly, in terms of the frequencies and levels of individual
spectral components, or approximately, in terms of the levels in 1/3-octave
bands covering center frequencies from 50 to 16 000 Hz. Sounds can be
presented in free field with frontal incidence, in a diffuse field, or via
headphones.

Project Initiation Notification System „PINS…
ANSI Procedures require notification of ANSI by ANSI-accredited

standards developers of the initiation and scope of activities expected to
result in new or revised American National Standards. This information is
a key element in planning and coordinating American National Standards.

The following is a list of proposed new American National Standards
or revisions to existing American National Standards that have been re-
ceived from ANSI-accredited standards developers that utilize the periodic
maintenance option in connection with their standards. Directly and ma-
terially affected interests wishing to receive more information should con-
tact the standards developer directly.

ASA „ASC S3… „Acoustical Society of America…
BSR S1.17/Part 1 — 200X Microphone Windscreens — Part 1: Measure-

ments and Specification of Insertion Loss in Still or Slightly Moving Air.

This document underwent limited revision in 2004. Improvement
Comments unrelated to the ballot were received and deemed to justify a
new work item proposal. This revision will open the document for im-
provement.

ASA „ASC S3… „Acoustical Society of America…
BSR S3.47-200X, Hearing Assistance Device Systems �new standard�.

Hearing Assistive Devices provide amplification to persons with
hearing impairment and need to be verified using standardized procedures
so that professionals will know performance characteristics.
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ITSDF „Industrial Truck Standards
Development Foundation, Inc.…

REVISIONS

BSR/ITSDF B56.11.5–200X, Measurement of Sound Emitted by Low Lift,
High Lift, and Rough Terrain Powered Industrial Trucks �revision and
redesignation of ANSI/ASME B56.11.5–1992 �R2000��

This standard establishes the conditions, test procedures, environ-
ment, and instrumentation for the determination and reporting of the
A-weighted sound pressure level of electric battery and internal combus-
tion powered, low lift, high lift, and rouhg terrian industrial trucks. It
excludes earthmoving machinery, industrial cranes, and vehicles intended
primarily for use on public roads.

EIA „Electric Industries Alliance…

REAFFIRMATIONS

BSR/EIA 364-28D-1999 (R200X), Vibration Test Procedure for Electrical
Connectors and Sockets �reaffirmation of ANSI/EIA 364-28D-1999�

Details a method to access the ability of electrical connector compo-
nents to withstand specified severities of vibration.

Newly Published ISO and IEC Standards
Listed here are new and revised standards recently approved and

promulgated by ISO — the International Organization for Standardization.

ISO Standards

Mechanical Vibration and Shock „TC 108…
ISO 7919-5:2005 Mechanical vibration — Evaluation of machine vibration

by measurements on rotating shafts — Part 5: Machine sets in hydraulic
power generating and pumping plants.

ISO 13373-2:2005 Condition monitoring and diagnostics of machines —
Vibration condition monitoring — Part 2: Processing, analysis, and pre-
sentation of vibration data.

ISO 14835-1:2005 Mechanical vibration and shock — Cold provocation
tests for the assessment of peripheral vascular function — Part 1: Mea-
surement and evaluation of finger skin temperature.

ISO 14835-2:2005 Mechanical vibration and shock — Cold provocation
tests for the assessment of peripheral vascular function — Part 2: Mea-
surement and evaluation of finger systolic blood pressure.

ISO 14837-1:2005 Mechanical vibration — Ground-borne noise and vibra-
tion arising from rail systems — Part 1: General guidance.

ISO 18437-2:2005 Mechanical vibration and shock — Characterization of
the dynamic mechanical properties of visco-elastic materials — Part 2:
Resonance method.

ISO 18437-3:2005 Mechanical vibration and shock — Characterization of
the dynamic mechanical properties of visco-elastic materials — Part 3:
Cantilever shear beam method.

ISO 16063-22:2005 Methods for the calibration of vibration and shock
transducers — Part 22: Shock calibration by comparison to a reference
transducer.

Noise „ISO/TC 43/SC 1…
ISO 3095:2005 Railway applications — Acoustics — Measurement of noise

emitted by railbound vehicles.
ISO 33812005 Railway applications — Acoustics — Measurement of noise

inside railbound vehicles.

ISO 17201-1:2005 Acoustics — Noise from shooting ranges — Part 1:
Determination of muzzle blast by measurement.

Performance of Household Electrical
Appliances „TC 59…
IEC 60704-2-3 Amd.1 Ed. 2.0 b:2005, Amendement 1–Household and

similar electrical appliances — Test code for the determination of airborne
acoustical noise — Part 2–3: Particular requirements for dishwashers.

IEC 60704-2-5 Ed. 2.0 b:2005, Household and similar electrical appliances
— Test code for the determination of airborne acoustical noise — Part 2-5:
Particular requirements for electric thermal storage room heaters.

ISO Draft Standards

Mechanical Vibration and Shock „TC 108…
ISO/10326-1:1992/DAmd1 Mechanical vibration — Laboratory method for

evaluating vehicle seat vibration — Part 1: Basic requirements.
ISO/DIS 13374-2 Condition monitoring and diagnostics of machines —

Data processing, communication and presentation — Part 2: Data-
processing.

ISO/DIS 8568.2 Mechanical shock — Testing machines — Characteristics
and performance.

Acoustics „TC 43…
ISO/DIS 389-5 Acoustics B Reference zero for the calibration of audiomet-

ric equipment B Part 5: Reference equivalent threshold sound-pressure
levels for pure tones in the frequency range 8 kHz to 16 kHz.

ISO/FDIS 389-7 Acoustics B Reference zero for the calibration of audio-
metric equipment B Part 7: Reference threshold of hearing under free-field
and diffuse-field listening conditions.

Noise „TC 43/SC 1…
ISO/DTS 4869-5 Acoustics — Hearing protectors — Part 5: Method for

estimation of noise reduction using fitting by inexperienced test subjects
�Renumbered from 4869 Part 7�.

Sieves, Sieving and Other Sizing Methods
„TC24…
ISO/DIS 20998-1, Particle characterization by acoustic methods — Part 1:

Ultrasonic attenuation spectroscopy �14 October 2005�.

IEC Draft Standards

Electroacoustics „IEC/TC 29…
29/584/FDIS IEC 60118-8 Electroacoustics — Hearing aids - Part 8: Meth-

ods of measurement of performance characteristics of hearing aids under
simulated in situ working conditions.

29/585/FDIS IEC 60118-7 Electroacoustics — Hearing aids — Part 7:
Measurement of the performance characteristics of hearing aids for pro-
duction, supply, and delivery quality assurance purposes.

14/505/FDIS, IEC 60076-10-1 Ed.1: Power transformers — Part 10–1:
determination of sound levels — Application guide �2 September 2005�.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

High Frequency Ocean Acoustics
„AIP Conference Proceedings…

Edited by Mike Porter,
Martin Siderius, and Bill Kuperman

American Institute of Physics, 2004. 549 pp. Price: $165
(hardcover). ISBN: 0735402108

Let me admit immediately that I was favorably disposed towards this
volume long before it was sent to me to review. To me, conference proceed-
ings volumes, which give a snapshot overview of a significant part of a
technical field �the high frequency component of ocean acoustics in this
case�, are enormously useful guides and references. We work day to day
with our snail’s eye view of our own research, augmented by a few of the
more relevant references to the problem at hand, and this is certainly ad-
equate and appropriate for detailed research. However, as good researchers,
teachers, technical businessmen, etc., we need breadth as well as depth, and
the question becomes, “how do we acquire the eagle’s eye view of our
technical area,” as opposed to our more mundane view? There are a few
avenues to acquiring such an overview, such as listening to talks at large
conferences �which provide the latest view, but often don’t provide the hard
copy we would like at our fingertips�, special issues of various journals
�which provide sets of detailed research papers, but very often don’t provide
a complete overview of the activity in a technical area�, 25–30 years of
experience in the field �a good avenue for us older folk, but not so good for
beginners or students�, or conference proceeding volumes such as the one
being reviewed. The conference proceeding volume tends to be especially
useful if the conference is well attended by the community and if the edi-
torial standards are kept high. Thanks to the spectacular beauty of La Jolla
and Scripps, and the vast expertise and professionalism of the three editors,
this volume is both complete and of very high quality. So even before I
venture into the technical description of the book, let me just make a simple
statement: obtain this book if you can. It gives an excellent overview of a
major portion of ocean acoustics, and will be a worthy addition to your
technical reference library. That having been said, let me proceed to some
details.

Let me first address, as the book’s editors do in the foreword, just what
“high frequency” means in the context of ocean acoustics. To most physi-
cists, high frequency is operationally defined as being the band in which ray
theory is the most appropriate description of the propagation or scattering.
This is taken as 3 kHz or above by the book’s editors. On the other hand,
low frequency is operationally defined as the band in which “full wave”
theories such as normal modes, parabolic equations �PE�, wave number
integration, etc., are the most useful descriptors of the physics. This is usu-
ally taken to be 1 kHz or below by ocean acousticians, leaving an interesting
“no man’s land” between one and three kilohertz where ray theory starts to
break down, but where modes, PE, and the like also become very awkward
to use. This “medium frequency” band, while presenting some computa-
tional challenge, is routinely used in the real world by both man and marine

animals, and is also welcomed with no discrimination into this volume,
which might more appropriately be labeled, “Mostly High Frequency, A
Good Deal of Medium Frequency, and Even a Smattering of Low Frequency
Ocean Acoustics.” The editors have wisely chosen to open their bandwidth
in this book beyond the strictly high frequencies, which makes good sense,
as many processes and studies routinely cover bands from low to high
frequency, and chopping the band arbitrarily would make little sense physi-
cally.

The contents of the book are also very broad, as is evidenced by the
six overview categories that are needed just to cover the technical areas.
These are: �1� sediment acoustics, �2� acoustic communications, �3� bound-
ary scattering and volume fluctuations, �4� marine mammals, �5� experimen-
tal and measurement techniques, and �6� target modeling, systems, and ap-
plications. Indeed, as the editors state in the foreword, while the propagation
physics for high frequency ocean acoustics may be based in good old, plain-
vanilla ray theory, the field itself is anything but mundane. Remote sensing
of the ocean and seabed, high-speed acoustic communications, the effects of
sound on marine mammals, scattering and reverberation in a wildly inho-
mogeneous medium, time reversal mirrors, advanced naval and civilian
sensing applications, state-of-the-art ocean instrumentation, and much more
are covered in this 549-page volume. Sixty-one different papers are pre-
sented, and the quality of them is uniformly high.

As I mentioned, conference proceedings volumes can be useful intro-
ductions to an area, and in that vein I personally most enjoyed reading the
articles in the areas of acoustic communications and marine mammal acous-
tics. These areas are not my particular specialties, but they are ones about
which I would like to learn more. T. C. Yang’s articles on how environmen-
tal variables affect acoustic communications were especially interesting to
me in the former category, whereas Whitlow Au’s overview of the dolphin’s
“mediocre” sonar was both informative and entertaining. In addition, the
volume also allowed a “low frequency” acoustician like me to catch up on
what my colleagues a little higher up in the frequency band have been up to.
There is often a considerable difference in the physical processes that affect
low and high frequencies, and so this volume was anything but the “same
old stuff” to me.

Again, I would strongly advise any ocean acousticians who read this
review to get a copy of “High Frequency Ocean Acoustics” for their library.
The price, at $165, may be high, but it is well worth the cost. There is a lot
of great material in this volume, which is a tribute both to the contributors
and the editors. As an ocean acoustician, I can only hope to see similar
volumes published in the future on shallow water acoustics and long-range
acoustics, the two other main research areas of ocean acoustics.

JIM LYNCH

Woods Hole Oceanographic Institution
Woods Hole, MA 02543
(508)289-2230
jlynch@whoi.edu
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Structure-Borne Sound: Structural Vibrations
and Sound Radiation at Audio Frequencies
„3rd Edition…

L. Cremer, M. Heckl, and B. A. T. Petersson

Springer, Berlin, 2005. 607 pp. Price: $199.00 (hardcover),
ISBN: 3540226966.

This book, originally published in German in 1966, under the title
Körperschall, was based on a monograph prepared by Lothar Cremer on
propagation of structure-borne sound in structures to which Manfred Heckl
added chapters in the areas of transducers, wave types, damping, imped-
ances, attenuation, and radiation. The first English translation by Eric Ungar,
which appeared in 1972, was very close to the original German edition, and
Ungar took special care to, as he said, “preserve not only the meaning, but
also the ‘flavor,’ of the original text.” The second edition in English ap-
peared in 1987. The second edition was nearly identical to the first with the
exception of new information on plates, shells, and orthotropic plates. This
third edition is a significant reorganization of the material in the earlier
editions plus new material, including an expanded list of references usefully
grouped at the end of each chapter. There are two new chapters, reflecting
the reorganization of the book, that contain some new material, and much
new material can be found in the original chapters. The book does have a
few shortcomings. When the author deviates from the original translation,
the English lacks the smooth elegance of Ungar’s prose and often sounds
somewhat awkward. A number of graphs that appeared in the earlier editions
have been reduced in size, which may make them more difficult to use to
obtain numerical information. In addition there are a disturbing number of
typographical errors that, hopefully, will be corrected in future editions. On
the other hand, the reorganization of the book was sorely needed, has im-
proved the book considerably, and has made the material much more acces-
sible than in the earlier editions.

After a brief introduction the book begins with Chap. 2 under the title
“A Little Dynamics.” This chapter is new and begins with an elementary
discussion of simple oscillators followed by an extension to more compli-
cated systems using Lagrange’s equations and Hamilton’s principle. This
discussion of energy methods is a useful addition to the book and is a theme
that continues through many of the subsequent chapters.

Chapter 3 has the same title as Chap. II in the earlier editions, namely
“Survey of Wave Types and Characteristics,” and much of the material is
unchanged. The chapter discusses longitudinal, shear, and bending waves in
finite systems and systems of infinite length. It also discusses elastic waves
in infinite media and waves in elastic half spaces, including Rayleigh waves.
Much of this material has been considerably reorganized and the book ben-
efits from the reorganization. New additions to the chapter include a section
on the derivation of the plate equations of motion using Hamilton’s principle
and a section on structure-borne sound intensity into which all information
on power transmission in plates and shells has been gathered.

Chapter 4, “Damping,” corresponds to Chap. III of the same name in
the earlier editions. It closely follows the material in earlier editions with
some new material added. The chapter begins with a discussion of damping
mechanisms followed by some new material on damping models. Resonant
shear, longitudinal, and bending vibrations of damped beams are discussed
followed by descriptions of a number of experimental techniques for obtain-
ing complex moduli of damped materials along with some data on common
materials such as metals, plastics, and building materials. Means for esti-
mating the loss factor for plates with a free visco-elastic layer or a con-
strained visco-elastic layer are provided, including the case of a segmented
constraining layer. A new section uses Hamilton’s principle to derive the
equations of motion of plates with multi-layer damping treatments. Some

new material is provided on damping at joints including damping due to
both normal and tangential motion relative to the interface.

Chapter 5, “Impedance and Mobility,” corresponds to Chap. IV, “Im-
pedances,” in earlier editions and contains much of the previous material
plus some new material. It begins with the derivation of the point mobility
of rods, beams, and plates. It then goes on to a derivation of wave imped-
ances for a number of different structures including orthotropic plates, elas-
tic half spaces, thick plates, strips, and tubes. A very useful table of drive-
point impedance formulas is provided that is an expanded version of that
table in earlier editions. The chapter concludes with a discussion of point
excitation of finite systems with a number of examples, some of which are
new, such as excitation from roughness, parametric excitation, and excita-
tion from a sudden release of potential energy.

“Attenuation of Structure-Borne Sound” is the title of Chap. 6, the
same as Chap. V in earlier editions. While containing much of the same
material as in the earlier editions, this chapter has been totally reorganized
with new material interspersed throughout. The material is directed at com-
puting reflection and transmission of longitudinal and bending waves at
beam and plate junctions, where the junction may be at a cross-sectional
change, a right angle bend, a blocking mass, an elastic layer, or the junction
of multiple plates or beams. There is a new section on the use of Hamilton’s
principle for transmission problems, a section on the transmission of vibra-
tion between parallel plates, and a short section on statistical energy analy-
sis.

Chapter 7, “Sound Radiation from Structures,” contains similar mate-
rial and is organized similarly to Chap. VI of the same name in the earlier
editions. The chapter contains sections on radiation efficiency, radiation loss
factors, and elementary radiators �spheres, cylinders, infinite plates, and im-
pulsive sources� with some new material on force dipole radiators. There are
also sections on radiation from baffled finite plates, structural response to
sound, and a discussion of the relationship between structural response,
radiation, and reciprocity. The chapter concludes with an example of the
application of statistical energy analysis to the transmission of sound be-
tween acoustic spaces, a somewhat more in depth example than in the earlier
editions.

Chapter 8, “Generation and Measurement of Structure-borne Sound,”
the final chapter, is a new chapter that is the repository for most of the
material from Chap. I in the earlier editions. The author was right in placing
this material at the end of the book. The chapters now flow together much
more logically than before. As with other chapters in the book, this one
contains most of the material from the earlier editions but has been thor-
oughly reorganized and new material added. There are sections that deal
with general sensor application issues as well as with specific transducers
such as electro-dynamic, electro-magnetic electro-static, and piezo-electric
units with some new material on optical and magnetostrictive transducers.

The book has a list of variables at the end and a fairly short �10 pages�
index. A more comprehensive index to a book of over 600 pages would be
a valuable addition.

When Structure-Borne Sound first appeared it filled a void in that no
similar collection of material was available in English. While this new edi-
tion has a few shortcomings, it is a well-organized work filled with clearly
presented, valuable information on the science of structural acoustics.
Whether used as a text book by the student or a handbook by the practicing
engineer it will continue to fill an important niche in the technical literature
and would be a valuable addition to the library of any engineer who has an
interest in this technical area.

PAUL J. REMINGTON, Principal Engineer
BBN Technologies,
Cambridge, Massachusetts 02138
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Echolocation in Bat and Dolphins

Jeanette A. Thomas,
Cynthia F. Moss, and Marianne Vater

The University of Chicago Press, Chicago, 2004. 631 pp.
Price: $45.00 (softcover). ISBN: 0226795993

This edited volume had its origins from a five-day meeting held at
Carvoeior, Portugal between 27 May and 2 June 1998. Many may remark
that the delay between the meeting and the subsequent publication of the
book poses a problem in that the material has become dated. That initial
concern should be put to rest by an inspection of the reference sections and
readings of the various papers in the volume. The editors have put the time
between the meeting and the publication of the book to good use and most
of the papers have been updated to reflect the state of science at the 2004
publication data.

This volume is from the last of the six Biosonar meetings, five of
which have produced edited works. The Biosonar meetings started in 1966
with the first meeting in Frascati, Italy with 75 registered attendees, many of
whom continued to attend the next five meetings. The second meeting was
held 12 years later on the Isle of Jersey in April 1978. A third was held in
1986 in Helsingor, Denmark, and the fourth meeting was held in 1991 in
Moscow, Russia. A fifth meeting held in 1994 at SPAWARSYSCEN, San
Diego, California did not produce a edited volume, but this last meeting in
Carvoeior, Portugal produced this nicely edited work.

These meetings all had the same aim and basic agenda—to bring to-
gether the leading experts in the fields of bat and dolphin echolocation to
share their newest work and �more importantly� foster interdisciplinary un-
derstanding of the echolocation systems of these animals. The six volumes
together summarize the past 40 years of research and investigation of bio-
logical based sonar systems of bats and dolphins. This volume will bring the
interested student and professional up to date on the general state of the
science.

The book is a large format �8.5�11 in.�, softcover volume divided
into six parts representing selected topics, each with a separate introduction.
This basic design has been used successfully in the past for several books
from biosonar conferences and works for this book as well. In this volume
the six major topic areas presented are �1� Echolocation Signal Production,
Feedback, and Control Systems; �2� Auditory Systems in Echolocating
Mammals; �3� Performance and Cognition in Echolocating Mammals; �4�
Ecological and Evolutionary Aspects of Echolocating Mammals; �5�
Echolocation Theory, Analysis Techniques, and Applications; and �6� Pos-
sible Echolocation Abilities in Other Mammals. Whitlow Au leads off the
volume with an updated comparison of bat and dolphin biosonar, a theme
continued throughout various parts of the book.

This is a handsome book. At first blush, that may seem an odd com-
ment; however, if one looks over the full text of the volume, it is consistent
in typeface, article style, and readability of figures. Many past edited vol-
umes arising from the Biosonar conferences tended to suffer from faults in
these areas; however, modern electronic word processing and editorial over-
sight limit these problems. It is obvious that these editors have maintained
an overall high quality look and feel of this book. One interesting arrange-
ment, and one that is quite helpful, is the collection of references from each
individual section into one reference source located at the end of that sec-
tion’s topic. This will assist the reader in that it tends to reduce repeated
citations to the same work after each article. In addition, the interested
student will no doubt find that combining references into topic areas makes
further literature searches much easier.

Each of the six parts begins with an introductory article followed by
selected submissions that follow the theme of the section. An attempt is
made to cover both bats and dolphins equally under each part, but due to the
vast differences in the accessibility, cost, and regulatory issues, some topics
like neuroanatomy and ecology of echolocating mammals are dominated by
bat research whereas work on signal production and analysis tends to be
more equal.

Part one, “Echolocation Signal Production, Feedback, and Control
Systems,” provides a good overview of both bat and dolphin sound produc-
tion systems and bat neuroanatomy. Generally, the take away message is that
these animal systems are more plastic than once believed. Concluding re-
marks discuss the fine adjustments of the system for both bats and dolphins.
The ability of bats to develop a plan of attack just before prey capture, the
discovery of signal differences between individual Pacific white-sided dol-
phins, and an elegant model of the click production mechanism in dolphins

from Dubrovskiy and Giro are a few of the items addressed. The last article
by Goodson, Flint, and Cranford is a testament to Goodson’s application of
transmission line modeling to the acoustic pathways of signal propagation in
the dolphin.

Part two, “The Ears of Whales and Bats,” moves through the architec-
ture of the ears of these two echo-locaters. This section clearly displays the
degree of understanding that has been achieved of bat neuroanatomy and
neurophysiology relative to that of the dolphin. This advanced state of
knowledge can be directly related to the number and types of ethical and
legal constraints placed upon dolphin researchers that limit their ability to
perform the types of research necessary to obtain similar information. The
application of behavioral based psychoacoustic studies, and more recently
evoked-potential studies, have helped advance the understanding of auditory
functions in dolphin research and indicate a new approach to studies of
dolphin hearing.

Part three, “Performance and Cognition in Echolocating Mammals,”
has the fewest number of papers. The introduction by Masters and Harley is
quite readable and presents a good overview for the remaining papers. Bat
research concerning the ecological significance of echolocation clearly sur-
passes what is known about the dolphin, whereas studies of cognition are
mostly related to dolphins. In “Object Recognition by Dolphins” Roitblat
considers the complexity and difficulty of the processes of object recogni-
tion and explores the role of context in echolocation, arguing that the com-
plexity of the recognition problem evades simple algorithmic expression.

Part four, “Ecological and Evolutionary Aspects of Echolocating
Mammals,” considers the results of both bat and dolphin studies of the
functional ecology of these echolocating animals. This is where the reader
will find the greatest difference in the understanding of the functional sig-
nificance of echolocation and the environment for bats versus dolphins.
Clearly, the role of echolocation in bat ecology is better understood than in
dolphin. The reason for this can be explained; bats can be seen flying about
using both the aided and unaided eye, whereas dolphins lurk in the deep and
mostly turbid littorals of the coastal zone. Only a few hardy researchers have
opted to attempt to study these animals in the wild since they are often faced
with daunting obstacles of logistics, water clarity, and instrumentation. Part
four offers suitable coverage of the subject for both animals.

Part five, “Echolocation Theory, Analysis Techniques, and Applica-
tions,” considers the signal processing aspects of echolocation. This reflects
a more engineering approach to the study of echolocation, an aspect of the
science that has traditionally seen less attention than the more biologically
based approaches. This part deals with the mathematical model development
and computational bases of biosonar. The introduction discusses a multi-
element model of the FM bat auditory system. Papers include coverage of
the basics of recording and analysis of bat signals, and the development and
implementation of standard approaches for the collection and analysis of bat
signals. Altes discusses his biologically inspired synthetic aperture sonar
approach �now called BioSAS� using multi-aspect echo “snippets” to recon-
struct an “image” of the target. Other papers consider biomimetic sonar
�transmitter and multiple receivers� combined with computational models
based on bats and the use of computer-simulated targets for exploring dol-
phin echolocation.

Part six, “Possible Echolocation Abilities in Other Mammals,” covers
the requisite papers which discuss echolocation abilities in other mammals
�meaning not bats or dolphins�. The introduction deals with what has be-
come a cyclic issue of pinniped echolocation and sets the reader for the
remaining papers. Other parts of the section deal with the use of echoloca-
tion in rodents and the proposal that baleen whales may use low-frequency
sound to probe their environment. These papers draw the reader into the
complex notions of what may or may not be considered “echolocation” in
other species. Most of the confusion surrounding just what constitutes a
dedicated echolocation system comes from the inability to draw a definitive
�and rather subjective� line separating the auditory continuum into active
echolocation, as used by dolphins and bats, from more passive localization
phenomena as demonstrated by humans, pinnipeds, and whales. The papers
in this section provide a good background on echolocation issues surround-
ing pinnipeds and whales that may help the beginning student develop a
better understanding as to what is and what is not considered an active
echolocation system.
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Although the old adage that “science marches on” still holds true, this
book provides a “snap-shot” of the recent science of echolocation along with
some in-depth discussion of the leading areas of research. At such a reason-
able price, this book should be a part of every marine mammal scientist
library as well as that of the serious student.

PATRICK W. MOORE

SPAWARSYSCEN-San Diego
53560 Hull St.,
San Diego, California
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6,892,674

43.28.Ra VARIABLE SOUND-EMITTING TOY FOR
A PET

Dmitrijs V. Dubinins and Kenneth A. Jellico, assignors to N’Gen
New Generation Innovations LLC

17 May 2005 „Class 119Õ707…; filed 12 May 2003

In the interest of entertaining pets that like chewing, the inventors
propose a toy that uses air compressed by an elastomeric body 101. The flow
is through the aperature 308 and through the sliding whistle 304 �also see

United States Patent 5,590,875� and output aperature 307. The addition of
the end cap 302 �shaded� should permit rolling, thereby enticing the poten-
tial abuser.—MK

6,906,982

43.30.Ma MARINE TIME-LAPSE SEISMIC
SURVEYING

Rodney William Calvert, assignor to Shell Oil Company
14 June 2005 „Class 367Õ21…; filed 14 April 2003

This patent discusses a procedure for conducting an at-sea, time-lapse,
seismic survey that is designed to eliminate multiple surface reflections and
changes in the sea state. The seismic sources and receivers are positioned at
predetermined locations to record an initial set of data. At a much later point
in time, with the sources and receivers at the same locations as before, a
second set of monitor signals is recorded. A mathematical model is devel-
oped for these first and second data sets that includes the subsurface signal,

changes therein, and the effect of multiple reflections within the water chan-
nel. A set of filter functions is then developed to filter out multiple reflec-
tions. These filter functions, combined with the first and second seismic data
sets, are used to calculate any differences in the subsurface layers them-
selves that are associated with the elapsed time between the measurements
of the two data sets.—WT

6,901,029

43.30.Yj TOWED LOW-FREQUENCY UNDERWATER
DETECTION SYSTEM

Louis Raillon et al., assignors to Thales
31 May 2005 „Class 367Õ106…; filed in France 30 March 2001

A towed linear array comprises a number of projectors in the form of
cylindrical, flextensional, piezoelectric transducers. By means of appropriate
time delays of the excitation signals, a number of radiated beams steered to
various directions is formed. A linear array of hydrophones is also incorpo-
rated within the same array as the projectors.—WT

6,904,188

43.35.Sx ACOUSTO-OPTIC TUNABLE FILTER
HAVING IMPROVED WAVE-DAMPING CAPABILITY

Seok-Hyun Yun et al., assignors to Novera Optics, Incorporated
7 June 2005 „Class 385Õ7…; filed 5 February 2002

This acousto-optical tunable filter, of the same kind as described in
United States Patent 6,266,461, consists of an optical fiber with two portions
fastened securely to mounts at spaced locations on a support, a filtering
section between the two mounted portions, a signal generator to generate a
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periodic signal, an acoustic transducer that has a terminal connected to the
signal generator, and an actuating portion. The electrical signal causes the
actuating segment to vibrate. The actuating segment is connected to the
interaction length so that the vibration generates an acoustic wave traveling
along the interaction length. The filter is said to have the capability of
reducing the amplitude of one or more selected wavelengths of light as it
travels through the interaction length.—DRR

6,901,802

43.38.Ar ACOUSTIC SENSORS USING
MICROSTRUCTURES TUNABLE WITH ENERGY
OTHER THAN ACOUSTIC ENERGY

Panagiotis G. Datskos, assignor to UT-Battelle, LLC
7 June 2005 „Class 73Õ651…; filed 30 September 2003

This patent proposes the use of micro-elements with tines that resonate
at specific frequencies as a means of detecting very small levels of vibration.

Such devices may be more sensitive, and cost less, than conventional broad-
band microphones.—JME

6,906,807

43.38.Ar MEMBRANE TYPE OPTICAL
TRANSDUCERS PARTICULARLY USEFUL AS
OPTICAL MICROPHONES

Alexander Paritsky and Alexander Kots, assignors to Phone-Or
Limited

14 June 2005 „Class 356Õ601…; filed 22 March 2002

The patent describes an integral optical transducer in which a light
beam is reflected by a moving diaphragm and impinges on a receiver. Sen-

sitivity is maximized by having all reflections take place from the high
mobility central portion of the reflective diaphragm.—JME

6,901,180

43.38.Bs MEMS OPTICAL SWITCH ON A SINGLE
CHIP AND METHOD

Nan Zhang and Hong Zhang, assignors to ADC
Telecommunications, Incorporated

31 May 2005 „Class 385Õ18…; filed 24 January 2001

This patent discloses several embodiments of a MEMS optical switch.
The construction does not describe the novelties in such designs as pictured

and this reviewer has seen many other designs like it predating this by five
or more years.—JAH

6,901,204

43.38.Bs MICROELECTROMECHANICAL SYSTEM
„MEMS… VARIABLE OPTICAL ATTENUATOR

Yoon Shik Hong et al., assignors to Samsung Electro-Mechanics
Company, Limited

31 May 2005 „Class 385Õ140…; filed in the Republic of Korea
26 December 2002

This patent describes an electrically actuated slider to be used as a
beam stop for a fiber optic system. This is a rather standard application of a
comb-drive actuator and levers for displacement amplification. There is little
that is novel about this arrangement, and practical application of the device
would be difficult due to the precise alignment required.—JAH

SOUNDINGS
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6,897,601

43.38.Fx PIEZOELECTRIC ELEMENT AND AN
OSCILLATION TRANSDUCER WITH A
PIEZOELECTRIC ELEMENT

Michael Birth et al., assignors to Holmberg GmbH & Company
Kg

24 May 2005 „Class 310Õ334…; filed in Germany 27 July 2001

This patent describes an application of porous PZT to airborne sound
transduction. The novel claims are primarily those for the use of a flexible
rubber coating to seal the porous sensor surface against air, and the disclo-
sure of a certain optimal elasticity and thickness for the flexible coating.
This patent is difficult to read and ignores prior work on the use of porous
ceramics dating back to the 1960s.—JAH

6,892,850

43.38.Ja SURROUND FOR SPEAKER SYSTEM AND
MANUFACTURING METHOD THEREOF

Takashi Suzuki and Masatoshi Sato, assignors to Pioneer
Corporation

17 May 2005 „Class 181Õ171…; filed in Japan 1 April 2002

Half-roll outer suspensions commonly used for woofers must be suf-
ficiently compliant to allow a low resonant frequency and large enough to
accomodate long cone excursions. This patent argues that such a suspension
can be deformed �‘‘sucked inwards’’� by negative air pressure inside the

enclosure. A new composite material is described, consisting of a woven
fabric impregnated with thermosetting resin 1B, embedded in molded butyl
rubber 1A or the like. The patent also describes several methods for manu-
facturing such a suspension.—GLA

6,895,099

43.38.Ja COMPACT SPEAKER FOR PORTABLE
PHONE

Chun-Hee Lee and Je-Hyuk Lee, assignors to Samsung Electro-
Mechanics Company, Limited

17 May 2005 „Class 381Õ396…; filed in the Republic of Korea 31
August 2001

Minature loudspeakers used in mobile telephones and the like are usu-
ally assembled using tooling jigs and adhesives. According to this patent,
such an assembly method is not only difficult to carry out, but the speaker’s
performance is affected by the amount and placement of adhesive used. An

alternative design is proposed in which grill plate 10 is pressed down to
secure diaphragm 30 and held in place by serrations 18. The patent includes
response curves demonstrating that a lower resonant frequency and extended
high-frequency output can be achieved.—GLA

6,904,157

43.38.Ja STRUCTURE AROUND A SPEAKER UNIT
AND APPLIED ELECTRIC OR ELECTRONIC
APPARATUS THEREOF

Yoshiharu Shima, assignor to Shima System Company, Limited
7 June 2005 „Class 381Õ388…; filed in Japan 10 August 2000

This device is described as a ‘‘compact lightweight speaker system
without a resonance box that can reproduce the original sound with high
fidelity.’’ After studying the 16 illustrations, reading the text twice, and

plodding through all 20 claims, this reviewer still does not understand ex-
actly what the author is trying to patent. It appears to be a variant of a pillow
speaker in which the speaker assembly is held in place by resilient
mountings.—GLA
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6,901,150

43.38.Ja PERMANENT MAGNET ACTUATOR WITH
ELECTRIC EXCITATION COIL, ESPECIALLY
LOUDSPEAKER AND MOBILE TELEPHONE

Marc Anciant, assignor to Sagem, SA
31 May 2005 „Class 381Õ401…; filed in France 19 October 1999

In this unusual speaker design, the motion of voice coil 2 is partially
counteracted by the effect of fixed coil 18. The main goal is to minimize

‘‘burst noise’’ induced into the voice coil from adjacent rf circuitry. How-
ever, it is also possible to connect the two coils in various combinations to
differentiate between normal and ‘‘hands free’’ operation.—GLA

6,905,001

43.38.Ja SOUNDERS FOR FIRE ALARM SYSTEMS

Dunstan Walter Runciman, assignor to GSBS Development
Corporation

14 June 2005 „Class 181Õ188…; filed in South Africa 7 May 1999

Essentially, this is a dual horn transducer with a common diaphragm.
The diaphragm 16 has two aperatures 34 and 64. A lamp 22 is also provided.

The inventor notes that the length of the air columns should be half the
wavelength of the frequency of the vibrating membrane.—MK

6,907,121

43.38.Ja IMPEDANCE MATCHED HORN HAVING
IMPEDANCE MATCHED TO IMPEDANCE
OF AN EAR

Jonas Andersson, assignor to Telefonaktiebolaget L M Ericsson
„publ…

14 June 2005 „Class 379Õ433.02…; filed 16 June 2000

Instead of a conventional miniature loudspeaker, the housing of this
mobile telephone contains a tiny horn 27 and an even tinier horn driver 25.
Since the horn mouth 29 is loosely coupled to the user’s ear, it can be much
smaller than a horn designed for use in free air. The patent claims are quite
specific about certain dimensions: ‘‘the acoustic horn is about 5 mm in
length from the small end to the large end and is about 4 mm wide at the

large end.’’ This seems to be at odds with the description of preferred em-
bodiments, which sets forth dimensions, ‘‘preferably on the order of 5 mm
tall, 1 mm thick, and 34 mm wide at its widest dimension.’’ Visualizing such
a device is not easy, but since the driver diaphragm is ‘‘preferably on the
order of 1 mm or less in diameter,’’ any relation to the real world is ques-
tionable anyway.—GLA

6,898,291

43.38.Md METHOD AND APPARATUS FOR USING
VISUAL IMAGES TO MIX SOUND

David A. Gibson, Palo Alto, California
24 May 2005 „Class 381Õ119…; filed 30 June 2004

The idea of using colors or images to represent sound is an established
graphical technique. Here, the idea is extended to include a 3-D space,
where sounds are spheres �music of the spheres?�, with textures generated
by spectral analysis via the FFT. It is very idiosyncratic.—MK

SOUNDINGS
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6,893,317

43.38.Md STORYBOOK LANTERN

James Vlodek, La Grange, Illinois
17 May 2005 „Class 446Õ147…; filed 19 December 2003

The novelty is the physical design: a lantern is combined with ‘‘planar
members’’ �a.k.a. pages� that turn under motor control via a microprocessor.
Naturally this microprocessor can also provide audio entertainment, such as
nighttime story telling. The diassembly diagram tells all: the power switch

30 and mode switch 32 are connected to the microprocessor PCB 52, which
in turn controls the motor and gears 60, 62 and the speaker 49. The ‘‘planar
members’’ 22, 23, and 24 are mounted in concentric rings 42 and 44. The
upper cap 34 holds the pages in place.—MK

6,901,146

43.38.Vk ALL-DIGITAL FM STEREO DEMODULATOR
AND DEMODULATION METHOD

Kenichi Taura et al., assignors to Mitsubishi Denki Kabushiki
Kaisha

31 May 2005 „Class 381Õ3…; filed in Japan 21 December 1999

FM stereo demodulation in radio receivers has over the years been
largely an analog art. This patent describes in detail the application of digital
techniques in carrying out the multiple operations involved in this discipline.

The advantages are reduced costs and space as well as a high level of
performance.—JME

6,901,148

43.38.Vk AUTOMATIC SOUND FIELD CORRECTING
DEVICE

Hajime Yoshino and Kazuya Tsukada, assignors to Pioneer
Corporation

31 May 2005 „Class 381Õ103…; filed in Japan 27 April 2001

Today, there are many systems available �and many more in develop-
ment� that enable the loudspeakers in a surround sound home system to be
automatically aligned with respect to arrival times, levels, and broadband

channel equalization, at a predetermined listening position. The patent ex-
tends this ‘‘palette’’ to include detailed phase relationships among
loudspeakers.—JME

SOUNDINGS
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6,904,152

43.38.Vk MULTI-CHANNEL SURROUND SOUND
MASTERING AND REPRODUCTION TECHNIQUES
THAT PRESERVE SPATIAL HARMONICS IN
THREE DIMENSIONS

James A. Moorer, assignor to Sonic Solutions
7 June 2005 „Class 381Õ18…; filed 19 April 2000

The patent broadly describes record/playback processes in which spa-
tial harmonics of various orders are used to define the original source direc-
tions independent of playback loudspeaker locations. The patent is thorough,

informative, and recommended reading for anyone interested in advanced
surround sound technology.—JME

6,894,586

43.40.Dx RADIAL BULK ANNULAR RESONATOR
USING MEMS TECHNOLOGY

Brian L. Bircumshaw et al., assignors to The Regents of the
University of California

17 May 2005 „Class 333Õ133…; filed 21 May 2003

This patent describes an interesting radial/annular resonator that is
electrostatically driven. Design formulas for the resonant frequencies are
given, but the scaling laws are not completely described. The discussion is
useful as a description of the devices and principles but not as a design
guide. Values of resonant frequencies for some different materials of signifi-
cance to the semiconductor industry are given.—JAH

6,897,744

43.40.Dx LONGITUDINALLY-COUPLED MULTI-
MODE PIEZOELECTRIC BULK WAVE FILTER AND
ELECTRONIC COMPONENT

Akihiro Mitani et al., assignors to Murata Manufacturing
Company, Limited

24 May 2005 „Class 333Õ189…; filed in Japan 21 May 2002

This patent teaches the construction of a bulk acoustic wave bandpass
filter having a linear array of interdigitated electrodes. There seems to be
little that is novel about this, and the authors do not seem to acknowledge
this in the references. The patent is long and full of construction details.—
JAH

6,903,489

43.40.Dx PIEZOELECTRIC RESONATOR,
PIEZOELECTRIC RESONATOR COMPONENT AND
METHOD OF MAKING THE SAME

Toshiyuki Suzuki and Nobuyuki Miki, assignors to TDK
Corporation

7 June 2005 „Class 310Õ320…; filed in Japan 25 July 2000

This patent describes a way of mounting and electroding very small
fundamental-mode piezo resonators so that the mounting does not spoil the

Q or create frequency shifts with aging. The choice and disposition of ma-
terials for mounting and electroding is clearly explained and detailed. The
techniques described probably have wider applicability, as the broad claims
suggest.—JAH

6,903,498

43.40.Dx PIEZOELECTRIC DEVICE, LADDER TYPE
FILTER, AND METHOD OF PRODUCING THE
PIEZOELECTRIC DEVICE

Toshihiko Unami and Jiro Inoue, assignors to Murata
Manufacturing Company, Limited

7 June 2005 „Class 310Õ366…; filed in Japan 28 August 2001

This patent describes the concept of bulk bending wave bandpass fil-
ters using interdigitated electrodes. The basic longitudinally periodic struc-
ture described is not new, but there are some tricks being played with the
cross section in the interest of simplifying fabrication and packaging of the
devices.—JAH

6,903,629

43.40.Dx ELECTRODE-FREE RESONATOR
STRUCTURES FOR FREQUENCY CONTROL,
FILTERS AND SENSORS

Arthur Ballato et al., assignors to The United States of America as
represented by the Secretary of the Army

7 June 2005 „Class 333Õ187…; filed 24 September 2003

This patent describes an interesting GHz-frequency, thickness-shear-
mode resonant structure that features wells or indentations which have been
designed to trap the vibrational energy in an electrode-free region. There are
three configurations shown with measurements of mode splittings and cut-
offs as a function of the resonator length-to-thickness ratio. The information
is useful to those searching for a usable design, but little information is
provided on how to extend the energy trapping design to other electrode
configurations.—JAH

6,899,197

43.40.Ph METHOD AND APPARATUS FOR
ABSORBING ACOUSTIC ENERGY

Abbas Arian et al., assignors to Dresser Industries, Incorporated
31 May 2005 „Class 181Õ102…; filed 23 September 2002

This patent describes improvements to an oil well acoustic logging
tool covered by United States Patent 6,564,899 . It is used to determine the
acoustic properties of geologic formations as they are traversed by the tool.
The device has an elongated body housing one or more acoustic transmitters
and receivers. In this upgrade, a variety of cavities and elements are ar-
ranged to further attenuate coupling between transmitters and receivers.—
GLA

6,892,758

43.40.Tm CHECK VALVE WITH VIBRATION
PREVENTION FUNCTION FOR VALVE BODY

Shozo Inage et al., assignors to Advics Company, Limited
17 May 2005 „Class 137Õ539.5…; filed in Japan 12 June 2002

In this check valve design, as in many such designs, the flow in one
direction is stopped by a sphere that is pressed against a circular opening by
a spring. Here, however, the spring force is made to act on the sphere via a
hemispherical body that contacts the sphere off the opening’s axis. Thus,
when the valve is open, the sphere is forced laterally against a suitably
shaped portion of the housing, so that the sphere’s tendency to vibrate is
reduced.—EEU
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6,896,109

43.40.Tm MAGNETORHEOLOGICAL FLUID
VIBRATION ISOLATOR

Shawn P. Kelso and Jason E. Lindler, assignors to CSA
Engineering, Incorporated

24 May 2005 „Class 188Õ267.1…; filed 7 April 2003

This compact isolator is in the shape of a squat cylinder, the outer
circumference of which consists of a metal flexure with relatively high
stiffness. Within this cylindrical shape there is provided what amounts to a
piston/cylinder arrangement, with a gap between the piston and the cylinder
wall that allows a magnetorheological fluid to flow between the two vol-
umes into which the piston divides the total cylinder volume. An electro-
magnet mounted in the cylinder near this gap permits the viscocity of the
fluid to be controlled over a relatively wide range, resulting in desired
changes in the stiffness and damping of the isolator.—EEU

6,898,501

43.40.Vn APPARATUS FOR FACILITATING
REDUCTION OF VIBRATION IN A WORK VEHICLE
HAVING AN ACTIVE CAB SUSPENSION
SYSTEM

William L. Schubert, assignor to CNH America LLC
24 May 2005 „Class 701Õ50…; filed 15 July 1999

This patent describes active vibration control systems for the cabs of
vehicles such as tractors, bulldozers, and backhoes. These systems, in es-
sence, consist of sensors and of controllers that cause actuators to generate
appropriate forces and motions. The suspension system may be integrated
via a data bus with systems related to positioning, tool height, steering
control, four-wheel-drive control, speed control, and others. Sensors that
may be used include conventional vibration sensors, radar that detects ter-
rain irregularities ahead of the vehicle, and global positioning systems.—
EEU

6,904,344

43.40.Vn SEMI-ACTIVE SHOCK ABSORBER
CONTROL SYSTEM

John A. LaPlante and William T. Larkins, assignors to
ActiveShock, Incorporated

7 June 2005 „Class 701Õ37…; filed 4 May 2004

The shock absorber described here consists in essence of a spring and
a piston-type damper. The patent presents a methodology that includes de-
fining a number of operating zones based on system parameters �such as
relative displacement and velocity� and user-definable or preset inputs, as
well as consideration of motion limits. The methodology in general pro-
duces a number of valve settings, selection among valve control signals, and
applying the selected valve control signal to the valve in a closed-loop
feedback system.—EEU

6,892,851

43.50.Gf ACOUSTIC ATTENUATOR

Peng Lee, assignor to Acoustic Horizons, Incorporated
17 May 2005 „Class 181Õ224…; filed 22 October 2003

This device is an acoustical reflective and dissipative attenuation sys-
tem designed to reduce broadband noise in the air intake duct of a HVAC
heat-exchange system. It is said that a significant broadband noise reduction
is achieved by positioning a noise-reflecting panel with an appropriate
amount of padding at a strategic location. The reflecting panel confines the

noise to the intake air duct, thus greatly reducing the amount of noise that
will exit the intake duct filter and enter the occupied area of the building.—
DRR

6,899,200

43.50.Gf SOUND BARRIER

John Kenneth Roberts, Annandale, and Kenneth James Arcus,
Crows Nest, both of New South Wales, Australia

31 May 2005 „Class 181Õ285…; filed in Australia 8 January 1999

This highway sound barrier uses light-weight plastic panels to make a
hollow shell that can be filled with a sound attenuating liquid �e.g., water�.

The panels are held in place by vertical posts.—CJR

6,893,711

43.55.Ev ACOUSTICAL INSULATION MATERIAL
CONTAINING FINE THERMOPLASTIC FIBERS

Bruce Scott Williamson and Nina Frazier, assignors to Kimberly-
Clark Worldwide, Incorporated

17 May 2005 „Class 428Õ297.1…; filed 5 August 2002

A nonwoven web of thermoplastic fibers, with carefully specified size,
thickness, and density, provides sound absorption. Contrary to normal sound
insulation materials, this web is not very thick or dense. The material can be
used in vehicles, appliances, and other locations.—CJR

6,871,545

43.58.Gn SYSTEM AND METHOD FOR MEASURING
STIFFNESS IN STANDING TREES

Chin-Linn Huang, assignor to Weyerhaeuser Company
29 March 2005 „Class 73Õ597…; filed 20 June 2003

This portable, electronic tree tester transmits an impact impulse
through the wood of a live tree to determine the condition of the wood prior
to harvesting the tree. A special spike, outfitted with a microphone, is driven
into the tree. A second spike with pickup is also driven into the wood at a
distance of several feet from the first. When the first spike is struck with a
hammar blow, both mics pick up signals, which are recorded by an analyzer.
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A frequency response of at least 3000 Hz is recommended. The description
of the device and its use has much more detail about the nails and the mic
pickups than about the analysis procedure.—DLR

6,888,455

43.58.Gn METHOD OF DETECTING FIREARM
SHOT

George H. Lerg, assignor to Traptec Corporation
3 May 2005 „Class 340Õ517…; filed 30 July 2003

This gunshot detector analyzes its light and audio inputs for three
separate events which, taken together, indicate that a gun has been fired in
the area. Audio detectors monitor for the gunpowder explosion and the sonic
boom of an object exceeding the speed of sound. A visual detector would
note the flash of gunpowder from the barrel. The presence and exact timing

of these events would trigger a gunshot alert, which could then lead to a
number of different actions. Deployments 610 may include being mounted
on a patrol car or worn on an officer’s clothing. The patent would also apply
similar technology to other types of event detection, such as the acts of
graffiti writers.—DLR

6,894,212

43.58.Hp WRIST MUSICAL INSTRUMENT TUNER

David Capano, Greenfield Center, New York
17 May 2005 „Class 84Õ454…; filed 22 January 2003

If Dick Tracy had been a musician, then Chester Gould would’ve
beaten this inventor to the punch. Simply put, it’s a microprocessor pitch
detector wrapped around the wrist. The pitch detector is a simple zero cross-
ing detector so the time domain waveform better be nicely periodic.—MK

6,897,743

43.58.Hp ELECTRONIC APPARATUS WITH TWO
QUARTZ CRYSTAL OSCILLATORS UTILIZING
DIFFERENT VIBRATION MODES

Hirofumi Kawashima, assignor to Piedek Technical Laboratory
24 May 2005 „Class 333Õ187…; filed in Japan 6 March 2002

This patent discloses the use of a quartz crystal as an oscillator element
with two different modes of operation, apparently intended to be operated
simultaneously. This is said to result in a more compact structure with a
higher quality factor than normal clock crystals. The patent gives many
details of the construction that are useful for design purposes and the analy-
sis is quite clearly written.—JAH

6,903,618

43.58.Hp QUARTZ CRYSTAL UNIT, AND QUARTZ
CRYSTAL OSCILLATOR HAVING QUARTZ
CRYSTAL UNIT

Hirofumi Kawashima, assignor to Piedek Technical Laboratory
7 June 2005 „Class 331Õ158…; filed in Japan 6 March 2002

This patent describes the use of holes, slots, and channels in a quartz
tuning fork as used in clock crystals. The claim is made that the resulting
frequency-determining elements can be made smaller with good stability
than they could otherwise be made. Modifications and fabrication processes
are described in detail, but evidence of their superiority is not given. It
seems to this reviewer that the extra costs of all the proposed cuts will not
appeal to many.—JAH

6,874,366

43.58.Kr SYSTEM TO DETERMINE AND ANALYZE
THE DYNAMIC INTERNAL LOAD IN
REVOLVING MILLS, FOR MINERAL GRINDING

Luis Alberto Magne Ortega et al., assignors to FFE Minerals
Corporation

5 April 2005 „Class 73Õ649…; filed in Chile 31 January 2003

Large mills used to crush rock prior to mineral separation and refining
are subject to rapid wear. The rate and nature of the deterioration can be
controlled to some extent, however, by careful monitoring of loading, load
composition, and other factors. A system of wireless acoustic sensors de-
scribed here would be attached to the outer surface of the mill casing and
would transmit the needed parameter data to a receiver and control unit
stationed nearby.—DLR
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6,880,403

43.58.Kr STRUCTURE INSPECTION DEVICE

Takashi Shimada and Kanji Matsuhashi, assignors to Mitsubishi
Denki Kabushiki Kaisha

19 April 2005 „Class 73Õ652…; filed 28 August 2000

This portable concrete tester includes a signal excitation generator in
the same device as the signal analyzer unit. In operation, the unit is placed
in physical contact with the concrete structure to be tested. A striker 141,
driven by pressurized gas 144, produces a fairly repeatable elastic wave in

the concrete structure. The sensor 147 consists of a spring-loaded weight
having a resonance within the expected range of the return signal, in the
range of ‘‘several kHz or less.’’ The unit is said to be able to determine the
type of a defect, as a crack, a surface peel-off, or a ‘‘honeycomb,’’ etc., as
well as to determine the depth of such a feature.—DLR

6,895,095

43.60.Bf METHOD OF ELIMINATING
INTERFERENCE IN A MICROPHONE

Hans-Jörg Thomas, assignor to DaimlerChrysler AG
17 May 2005 „Class 381Õ94.7…; filed in Germany 3 April 1998

Adaptive equalization, which is widely used in two-way remote con-
ferencing systems to remove noise and other interference components, is put
to use here in an automated communication system. The patent is well

written and includes a variety of design options as well as numerous mea-
surements validating the techniques discussed.—JME

6,897,651

43.60.Bf METHOD FOR ELIMINATING EFFECTS OF
ACOUSTIC EXCITATIONS IN NMR DATA

Arcady Reiderman et al., assignors to Baker Hughes Incorporated
24 May 2005 „Class 324Õ303…; filed 15 May 2003

A disclosure is made for a method of signal determination in nuclear
magnetic resonance �NMR� well logging. Improvement in the signal deter-
mination is asserted for this method, directed toward elimination of spurious
effects of magneto-acoustic ringing from detected resonance signals. The
method entails the application of at least one excitation pulse and also at
least one refocusing pulse. The obtained signal is used to numerically con-
struct a synthetic ringing signal sequence. This constructed signal can then
be subtracted from an NMR echo signal to lessen the effects of ringing.—
DRR

6,901,362

43.60.Bf AUDIO SEGMENTATION AND
CLASSIFICATION

Hao Jiang and Hongjiang Zhang, assignors to Microsoft
Corporation

31 May 2005 „Class 704Õ214…; filed 19 April 2000

It is not clear what is novel in this patent, as a number of well-known
acoustic representations �including linear predictive models and frequency-
band periodicity metrics� are cobbled together into Gaussian models stored

as a codebook, to yield ad hoc thresholds for classifying audio signal frames
into categories such as ‘‘speech,’’ ‘‘non-speech,’’ ‘‘silence,’’ and ‘‘music.’’—
SAF
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6,895,094

43.60.Mn ADAPTIVE IDENTIFICATION METHOD
AND DEVICE, AND ADAPTIVE ECHO CANCELLER
IMPLEMENTING SUCH METHOD

Pascal Scalart and Franck Bouteille, assignors to France Telecom
17 May 2005 „Class 381Õ66…; filed in France 26 March 1999

The objective here is one encountered before, viz. to adaptively iden-
tify a linear system as characterized by its impulse response to an input
signal. After the customary steps of acquiring the input and observed signals
and then determining an error signal in terms of some initial identification
filter, a novel equation is proposed by which said identification filter’s co-
efficients are to be adaptively updated. Unfortunately, the equation is quite
ad hoc; no rationale is provided relating to the mentioned prior art for it or
its necessary empirically adjusted parameters, nor is there any evaluation in
support of the effectiveness of the proposal. The technique is promised to
converge faster than prior art methods, which it clearly would, since it is
simpler, but it remains mysterious.—SAF

6,907,349

43.60.Rw ACOUSTIC SIGNAL PROCESSING
METHOD USING ARRAY COHERENCY

Batakrishna Mandal, assignor to Halliburton Energy Services,
Incorporated

14 June 2005 „Class 702Õ14…; filed 20 April 2004

In geological acoustics, a number of acoustic pickups in a borehole can
provide information about the surrounding geology by suitable analysis of
sound received by them from a multicomponent wave generator. This patent
proposes a ‘‘coherence method’’ �see figure� to compute the ‘‘semblance’’
function E(t ,s) correlating time delay �or ‘‘slowness’’� of component waves

to index time without data windowing. The latter is the novel achievement
claimed, by which means truncation errors inherent to windowing are prom-
ised to be eliminated. A related method for computing the phase semblance
E( f ,s) is also described, and these quantities are known to be useful to
geology from the prior art.—SAF

6,882,959

43.66.Ba SYSTEM AND PROCESS FOR TRACKING
AN OBJECT STATE USING A PARTICLE
FILTER SENSOR FUSION TECHNIQUE

Yong Rui and Yunqiang Chen, assignors to Microsoft Corporation
19 April 2005 „Class 702Õ179…; filed 2 May 2003

This model for a machine perception system puts a special emphasis
on the ability to fuse the percepts between different modalities, such as
auditory and visual inputs. A specific application is the tracking of a par-
ticular talker during a conference or other such meeting. Individual sensor
modules extract measures of specific interest. For example, a microphone
array module would feed source position information to the higher levels of
analysis. The fusion module uses particle filtering methods to combine in-
formation from the various sensor modules and produce the desired output
signals, such as camera controls to track a talker. A detailed technical dis-
cussion appears to be quite readable.—DLR

6,895,098

43.66.Ts METHOD FOR OPERATING A HEARING
DEVICE, AND HEARING DEVICE

Sylvia Allegro and Michael Büchler, assignors to Phonak AG
17 May 2005 „Class 381Õ312…; filed 5 January 2001

Features of an acoustic signal are extracted and identified at regular or
irregular intervals using hidden Markov models and auditory scene analysis.
Parameters required for identification are generated in an off-line training
session.—DAP

6,898,293

43.66.Ts HEARING AID

Thomas Kaulberg, assignor to Topholm & Westermann ApS
24 May 2005 „Class 381Õ318…; filed 23 December 2003

Some hearing aid acoustic feedback cancellers have a problem with
generation of undesirable audio artifacts. To avoid this, a first parameter of
the acoustic feedback loop is determined to control the adaptation rate of a
set of filter bank coefficients. In one embodiment, the more rapid adaptation

rate of a second filter bank responds to rapid changes in the feedback path
and is also used to adjust the adaptation rate of the first adaptive filter bank.
In a multichannel implementation, different channels in the filter banks may
have different adaptation rates.—DAP
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6,904,156

43.66.Ts SYSTEM AND METHOD FOR REDUCING
HEARING AID SQUEAL

Remi LeReverend, assignor to Zarlink Semiconductor „U.S.…
Incorporated

7 June 2005 „Class 381Õ312…; filed 3 August 2001

This patent assumes that during continuous acoustic feedback oscilla-
tion, the hearing aid battery voltage will drop to a lower value. Once it
reaches a first predetermined threshold, the amplifier output to the hearing

aid receiver is disabled. Hysteresis is provided via an additional load on the
battery when the battery voltage reaches a second predetermined
threshold.—DAP

6,895,345

43.66.Yw PORTABLE HEARING-RELATED
ANALYSIS SYSTEM

Gordon J. Bye et al., assignors to Micro Ear Technology,
Incorporated

17 May 2005 „Class 702Õ57…; filed 31 October 2003

A hearing aid programmer, audiometer, and real ear probe microphone
measurement system are packaged in a portable host computer on PCMCIA

cards. Communication to the hearing aids may be via wireless means.—
DAP

6,907,398

43.72.Bs COMPRESSING HMM PROTOTYPES

Harald Hoege, assignor to Siemens Aktiengesellschaft
14 June 2005 „Class 704Õ265…; filed in Germany 6 September 2000

For speech recognition using hidden Markov models �HMMs�, many
prototypes and a large amount of storage space are required. To reduce the
amount of memory needed, especially in mobile devices, a neural network is
used as an encoder to map prescribed HMM prototypes onto compressed
HMM prototypes which are then stored. A second neural network functions
as a decoder.—DAP

6,889,182

43.72.Ew SPEECH BANDWIDTH EXTENSION

Harald Gustafsson, assignor to Telefonaktiebolaget L M Ericsson
„publ…

3 May 2005 „Class 704Õ205…; filed 20 December 2001

Standard telephony bandwith is 0.3–3.4 kHz. This patent proposes a
number of methods for ‘‘fake’’ bandwidth expansion by a telephone re-
ceiver, upon receiving a standard narrow-band signal. By means of upsam-
pling, copying the �flattened� narrow-band harmonic spectrum into the range
above 3.4 kHz, bandpass filtering the high range signal, and then combining
the high-range signal with the upsampled original, a version of the received
speech signal with artificial treble can be produced. By means of pitch
tracking, additive sine wave synthesis can add missing harmonics from the
fundamental up to 300 Hz, with the amplitude of the sine waves adjusted to
match a detected first formant amplitude. These can be combined with the
original received signal to yield a version with artificial bass.—SAF

6,895,375

43.72.Ew SYSTEM FOR BANDWIDTH EXTENSION
OF NARROW-BAND SPEECH

David Malah and Richard Vandervoort Cox, assignors to AT&T
Corporation

17 May 2005 „Class 704Õ219…; filed 4 October 2001

A parametric technique is proposed for developing a broadband speech
signal from a received narrow-band telephony signal. The idea goes back to
the theory of linear predictive coding, by which LPC coefficients obtained
from the received signal are used to compute the related reflection coeffi-
cients describing a concatenated tube model of the vocal tract. To get a

broadband spectrum that extends the original, the calculated tube model
�solid line in figure� is interpolated to twice the number of tubes �dashed
line�. Synthesis involves exciting the resulting interpolated LPC model but
eliminating its low band in favor of the original narrow-band signal—
thereby only the ‘‘fake’’ part of the signal spectrum is synthesized.—SAF
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6,895,376

43.72.Fx EIGENVOICE RE-ESTIMATION
TECHNIQUE OF ACOUSTIC MODELS FOR SPEECH
RECOGNITION, SPEAKER IDENTIFICATION
AND SPEAKER VERIFICATION

Florent Perronnin et al., assignors to Matsushita Electric
Industrial Company, Limited

17 May 2005 „Class 704Õ250…; filed 4 May 2001

This patent is related to other work by these inventors under the rubric
of their ‘‘eigenvoice method,’’ which uses an eigenspace representation of
the training speaker population to separate speaker-specific acoustic param-
eters of phonemes from speaker-independent parameters during training on
multiple speakers. With this in hand, standard decision-tree identification of
allophone models can be employed in a speaker-independent setting using
‘‘speaker-adjusted’’ training data. The methodology is well documented, and
context-independent, speaker-dependent phone models are said to be deter-
minable from as little as 20 minutes of training speech from each speaker.
Applications to speaker identification tasks are also described.—SAF

6,895,374

43.72.Gy METHOD FOR UTILIZING TEMPORAL
MASKING IN DIGITAL AUDIO CODING

Wan-Chieh Pai, assignor to Sony Corporation
17 May 2005 „Class 704Õ200.1…; filed 29 September 2000

To reduce storage and computational requirements, temporal masking
signals are derived by a filter from simultaneous masking signals to form a
composite masking signal. Overall masking thresholds are then determined

and mapped to the appropriate subband. In the filter design, attention is paid
to the effects of masker decay time and masker duration.—DAP

6,885,736

43.72.Ne SYSTEM AND METHOD FOR PROVIDING
AND USING UNIVERSALLY ACCESSIBLE
VOICE AND SPEECH DATA FILES

Premkumar V. Uppaluru, assignor to Nuance Communications
26 April 2005 „Class 379Õ88.17…; filed 25 January 2002

Here is another patent dealing with the implementation of voice inter-
action capabilities to be used during access to the Internet. This patent deals
specifically with adapting to the user’s voice characteristics and operational
preferences. Collected personal attributes may include the user’s name, ad-
dress, phone number, ID codes, passwords, voice imprints for identification,
and speech training profiles. Preferences might include selection of lan-
guages, personal greetings, bookmarks, preferences in ordering various lists,
default overrides, and preferred vocabulary. One has to suppose that when
the author thought of this, there was not so much spyware around, poised to
zero in on your computer and scoop up all of your personal information.—
DLR

6,882,972

43.72.Ne METHOD FOR RECOGNIZING SPEECH
TO AVOID OVER-ADAPTATION DURING
ONLINE SPEAKER ADAPTATION

Ralf Kompe et al., assignors to Sony International „Europe…
GmbH

19 April 2005 „Class 704Õ255…; filed in the European Patent Office
10 October 2000

Speaker-independent speech recognition systems most often adapt to
each new user by adjusting Gaussian model mixing levels of various phone
models in response to successful recognition of an utterance, in the hope of
better recognizing each succeeding utterance. ‘‘Over-adaptation’’ means the
mixture models may be adjusted too much in response to certain frequent
words, thus spoiling successful recognition of future content words. This
patent proposes to ameliorate this effect by adjusting the amount of model
adaptation downward in response to more frequent utterance subunits from
a given user.—SAF

6,882,973

43.72.Ne SPEECH RECOGNITION SYSTEM WITH
BARGE-IN CAPABILITY

John Brian Pickering, assignor to International Business
Machines Corporation

19 April 2005 „Class 704Õ270…; filed in the United Kingdom 27
November 1999

The barge-in capability described in this patent is a step above the
run-of-the-mill type, which allows the user to interrupt and stop a machine-
generated prompt. Here, the user’s input is immediately analyzed to see if
certain conditions are met. Only if the input passes these tests, will that input
cause the outgoing prompt to be stopped. Conditions tested include the
presence of certain predetermined keywords or, for example, the detection
of a DTMF tone.—DLR
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6,882,974

43.72.Ne VOICE-CONTROL FOR A USER
INTERFACE

Frankie James et al., assignors to SAP Aktiengesellschaft
19 April 2005 „Class 704Õ270.1…; filed 28 August 2002

The essence of this patent, first filed in 2002 and dealing with voice
activation of an Internet browser, seems to involve issues that were widely
known and discussed, if not often implemented, in the 1990s. Much noise
was produced decades ago about voice enabling an Internet language, such
as HTML, Javascript, or, later, XML. This patent mainly covers the addition
of voice-control information to a document, in the form of tag option items,
for example, and presents a number of figures showing how the result will
appear to the user.—DLR

6,879,953

43.72.Ne SPEECH RECOGNITION WITH REQUEST
LEVEL DETERMINATION

Tetsuya Oishi and Humio Saito, assignors to Alpine Electronics,
Incorporated

12 April 2005 „Class 704Õ231…; filed in Japan 22 October 1999

This speech recognition system, designed for automobile navigation
and control, includes a semantic processor to extract the meaning from
‘‘desire’’ phrases, such as ‘‘I’m cold,’’ converting these to more specific
commands, such as ‘‘Start the heater.’’ After the initial conversion of the
speech input into a text string, two aspects of the input are determined, a
‘‘desire’’ level and a ‘‘request’’ level. The former is intended as a measure of
the extent to which the input is asking for something to be done, which may
or may not appear explictly in the text. The latter is a measure of the
urgency with which the request is to be addressed. These aspects are deter-
mined both by analysis of the input semantics, as well as from measures
taken of the input speech signal, including prosodic cues, such as average
pitch or loudness. The patent text includes extensive examples from the
Japanese language.—DLR

6,895,117

43.72.Ne RECOGNITION SYSTEM METHOD

Heinz Klemm et al., assignors to Harman Becker Automotive
Systems GmbH

17 May 2005 „Class 382Õ226…; filed in Germany 27 March 1998

To reduce processing delay in voice-controlled applications such as
voice entry of location names into a vehicle’s navigation system, a stream-
lined method is proposed for storing and transferring character sequences
from a reading memory into a working memory.—DAP

6,895,242

43.72.Ne SPEECH ENABLED WIRELESS DEVICE
MANAGEMENT AND AN ACCESS PLATFORM
AND RELATED CONTROL METHODS THEREOF

Rongyao Fu et al., assignors to International Business Machines
Corporation

17 May 2005 „Class 455Õ420…; filed in China 13 October 2000

A speech-enabled Bluetooth device management and access platform
controls devices with a speech input. A device management module discov-
ers controlled devices located in proximity of Bluetooth transmission range.

A speech processing module converts a speech command received via Blue-
tooth into a data command or converts a data response from the controlled
device into a speech response.—DAP

6,907,397

43.72.Ne SYSTEM AND METHOD OF MEDIA FILE
ACCESS AND RETRIEVAL USING SPEECH
RECOGNITION

David Kryze et al., assignors to Matsushita Electric Industrial
Company, Limited

14 June 2005 „Class 704Õ251…; filed 16 September 2002

A play list of media files is generated by recognizing speech input
from a user of an embedded device. An indexer generates speech recogni-
tion grammars based on contents of a media file header or categories in a file

path for retrieving a media file. The system is said to avoid the necessity for
the user to create an indexing system for file retrieval.—DAP
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6,894,427

43.80.Qf NASAL VIBRATION TRANSDUCER

Susan S. Alfini, assignor to Dymedix Corporation
17 May 2005 „Class 310Õ338…; filed 24 June 2002

This rather intriguing device for monitoring a patient’s snoring pattern
consists of a thin, flexible laminated vibration transducer that is adapted for
placement on a subject’s nose. The transducer, which produces an electrical
signal indicative of the snoring episodes, has a rectangular portion that

bridges the dorsum and at least one polygonal adhesive area for securing to
the ala nasi. The transducer itself is a laminated assembly that incorporates
a polyvinylidene fluoride film possessing piezoelectric properties.—DRR

6,898,459

43.80.Qf SYSTEM AND METHOD FOR DIAGNOSING
PATHOLOGIC HEART CONDITIONS

Carleton S. Hayek et al., assignors to The Johns Hopkins
University

24 May 2005 „Class 600Õ509…; filed 23 February 2001

Heart sounds are used to provide data for diagnosing pathologic heart
conditions. This device performs a time-frequency analysis of those sounds.
A time series of heart sounds is filtered and parsed into a sequence of
individual heart cycles. A systolic interval and subintervals are identified for
each heart cycle. An energy value is computed for the systolic subinterval of

one or more heart cycles, proportional to the energy level associated with a
heart-sound series. A composite energy value is then computed and com-
pared to a threshold level in order to distinguish between a normally func-
tioning heart and a pathologic heart.—DRR

6,899,680

43.80.Qf ULTRASOUND MEASUREMENT
TECHNIQUES FOR BONE ANALYSIS

Lars Hoff and Kjell Oygarden, assignors to Odetect as
31 May 2005 „Class 600Õ449…; filed 19 October 2001

A system and method for diagnosing osteoporosis is based on the
ultrasound measurement of bone quality through the use of nonlinear analy-
sis in combination with or alternatively using shear waves to provide what is
said to be more insightful information on human bone conditions. A method
for measuring bone strength consists of software-implemented steps of mea-
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suring the shear wave velocity cs , estimating the Lamé coefficient shear
modulus � of the bone via the relationship cs���/� and assigning a bone
strength index based on the estimate of shear modulus.—DRR

6,905,468

43.80.Qf THREE-DIMENSIONAL SYSTEM FOR
ABDOMINAL AORTIC ANEURYSM EVALUATION

Gerald J. McMorrow et al., assignors to Diagnostic Ultrasound
Corporation

14 June 2005 „Class 600Õ443…; filed 18 September 2002

This device consists of a data-acquiring system for three-dimensional
ultrasound imaging of the descending abdominal aorta artery. The system
processes the information in each converted scan-line plane to determine the

boundaries of the aorta, from which diameter information is then calculated.
These diameter measurements over a given region of the aorta can be used
to establish and monitor the presence of an aneurysm.—DRR

6,893,399

43.80.Vj METHOD AND APPARATUS FOR B-MODE
IMAGE BANDING SUPPRESSION

Satchi Panda et al., assignors to GE Medical Systems Global
Technology Company, LLC

17 May 2005 „Class 600Õ443…; filed 27 March 2003

Intensity differences that produce banding between adjacent focal
zones in b-scan images are suppressed by determining the intensity along
the border of one focal zone and adjusting the intensity along the border of
the other focal zone to reduce the difference between the two intensities.—
RCW

6,896,658

43.80.Vj SIMULTANEOUS MULTI-MODE AND
MULTI-BAND ULTRASONIC IMAGING

Ting-Lan Ji and Glen McLaughlin, assignors to Zonare Medical
Systems, Incorporated

24 May 2005 „Class 600Õ440…; filed 20 October 2001

Ultrasound echo signals are digitized and stored. The stored data are
then reprocessed as a function of frequency band or alternative encoding.

Preprocessor results are used in subsequent parallel processors to obtain data
for multimode or multiband images.—RCW
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6,896,657

43.80.Vj METHOD AND SYSTEM FOR
REGISTERING ULTRASOUND IMAGE IN THREE-
DIMENSIONAL COORDINATE SYSTEM

Parker Willis, assignor to SciMed Life Systems, Incorporated
24 May 2005 „Class 600Õ437…; filed 23 May 2003

Ultrasound image data are acquired in one coordinate system and site-
of-interest data are acquired in another coordinate system. Based on the
location of the ultrasound transducer in each coordinate system, a transfor-

mation between the coordinate systems is determined. Ultrasound image
data are then registered and displayed in the second coordinate system along
with the sites of interest.—RCW

6,905,465

43.80.Vj CORRECTIONS FOR PULSE
REVERBERATIONS AND PHASEFRONT
ABERRATIONS IN ULTRASOUND IMAGING

Bjørn A. J. Angelsen and Tonni F. Johansen, both of Trondheim,
Norway

14 June 2005 „Class 600Õ437…; filed 7 April 2003

Pulse reverberation is estimated using two transmissions in which the
second transmission is determined by processing echos from the first trans-
mission. Reverberation can also be estimated from a single transmission by

using two receive beams and processing echos in those beams. Strong re-
verberation is reduced by adjustment of the active transmit aperture.—RCW

6,896,659

43.80.Vj METHOD FOR ULTRASOUND TRIGGERED
DRUG DELIVERY USING HOLLOW
MICROBUBBLES WITH CONTROLLED FRAGILITY

Stanley R. Conston et al., assignors to Point Biomedical
Corporation

24 May 2005 „Class 600Õ458…; filed 22 October 2001

Therapeutic or diagnostic agents are delivered to a region in a fluid-
filled cavity, vessel, or tissue by using an agent-loaded microbubble popu-
lation. The population has a controlled fragility characterized by a uniform
wall thickness-to-diameter ratio that determines the ultrasound intensity at
which microbubble rupture occurs in the population. The location of the
microbubbles can be monitored to determine their presence in the region of
interest prior to application of ultrasonic power that ruptures the
microbubbles.—RCW

6,899,681

43.80.Vj AUTOMATED POWER LEVEL FOR
CONTRAST AGENT IMAGING

Patrick J. Phillips et al., assignors to Acuson Corporation
31 May 2005 „Class 600Õ458…; filed 15 February 2002

Transmit power used to image contrast agents with minimum destruc-
tion of the contrast agent and with maximum signal-to-noise ratio is deter-
mined by analysis of echo data produced by different transmit power levels,
different delays between acquisition, or different acquisition sequences.—
RCW

6,905,466

43.80.Vj IMAGING ULTRASOUND TRANSDUCER
TEMPERATURE CONTROL SYSTEM AND
METHOD USING FEEDBACK

Ivan Salgo et al., assignors to Koninklijke Philips Electronics, N.V.
14 June 2005 „Class 600Õ437…; filed 21 August 2003

The temperature of an ultrasound transducer in an imaging system is
controlled by operating system parameter changes based on feedback from
temperature sensors in the transducer. The system parameters that are
changed may be preset, controlled by the user, or a combination of the two.
System parameter adjustments can be made proportional to the difference
between the current temperature and a preferred operating temperature or
can be made by switching to a lower power imaging mode when tempera-
ture feedback indicates a threshold temperature has been reached.—RCW
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Consonant identification in N-talker babble is a nonmonotonic
function of N (L)
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Consonant identification rates were measured for vowel-consonant-vowel tokens gated with
N-talker babble noise and babble-modulated noise for an extensive range of N, at a fixed
signal-to-noise ratio. In the natural babble condition, intelligibility was a nonmonotonic function of
N, with a broad performance minimum from N=6 to N=128. Identification rates in
babble-modulated noise fell gradually with N. The contributions of factors such as energetic
masking, linguistic confusion, attentional load, peripheral adaptation, and stationarity to the
perception of consonants in N-talker babble are discussed. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2062650�

PACS number�s�: 43.71.Es, 43.66.Dc, 43.66.Lj, 43.50.Fe, 43.72.Dv �RLD� Pages: 2775–2778

I. INTRODUCTION

Speech communication frequently takes place in envi-
ronments in which other talkers are active. For this reason,
babble �i.e., the summed waveform of several simultaneous
talkers� is often used as a masker in studies of everyday
speech perception in noise. However, the masking effect of
babble is heavily dependent on the number �N� of simulta-
neous talkers in the mixture. Recent studies employing
babble noise, such as Snell et al. �2002�, Markham and
Hazan �2004� and Cutler et al. �2004� used N= �4,6 ,20�,
respectively. The widely used speech intelligibility test of
Kalikow et al. �1977� contains babble with N=12.

Single-talker maskers �N=1� and speech-shaped noise
�N=�� are the extremes of the babble continuum. Speech
reception threshold �SRT� gains of around 6–8 dB for the
single-talker masker over speech-shaped noise have been re-
ported �Duquesnoy, 1983; Festen and Plomp, 1990�. The re-
lease from masking produced by a single talker relative to
speech-shaped noise is usually explained by the assumption
that listeners take advantage of temporal fluctuations in
masker energy to listen in intervals of favorable local signal-
to-noise ratio �SNR� �Assmann and Summerfield, 2004�. If
this were the only factor underlying speech perception in
babble noise, one would expect that as N increases, intelligi-
bility would decline monotonically to the level observed in
speech-shaped noise.

Miller’s classic study of masking �Miller, 1947� was the
first to investigate intermediate values of N. Miller measured
the intelligibility of words in N-babble for N= �1,2 ,4 ,6 ,8�.
He found that the difference in masking effect for a single
talker over two talkers was equivalent to an SRT difference
of about 8 dB. Babble with N= �4,6 ,8� produced an addi-
tional 3–4 dB of masking over the two-talker condition.
Miller’s results on their own indicate a monotonic decrease
in intelligibility as N increases. However, taken together with
those of Duquesnoy �1983� and Festen and Plomp �1990�,
they suggest that babble for N= �4,8� is a more effective
masker than speech-shaped noise. Other studies support this
hypothesis. Danhauer and Leppler �1979� observed that con-
sonants in a background of babble with N= �4,9� talkers
were recognized less well than in white noise at SNRs below
5 dB. Miller’s own data suggest than the N=8 condition
provides marginally less masking that N= �4,6� for SNRs of
3 dB and below. Finally, in a pilot study, the authors found
significantly greater masking of consonants in an N=8
babble condition than in speech-shaped noise at SNRs of 0,
−6, and −12 dB. Bronkhorst �2000� summarizes data on
speech intelligibility in multitalker backgrounds for N�9.

The purpose of the current study was to discover the
shape of the intelligibility function for an extensive range of
N values. The study was motivated by: �i� The possibility of
a nonmonotonic change in intelligibility as N increases, �ii�
the difficulty in comparing results from previous studies, as
noted by Bronkhorst �2000�, �iii� the relatively narrow range
of N tested to date, and �iv� the observation that babble con-
structed using larger values of N is used routinely in speech

a�Electronic mail: s.simpson@dcs.shef.ac.uk
b�Electronic mail: m.cooke@dcs.shef.ac.uk
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perception testing. In fact, a study by Carhart et al. �1975�
did employ babble with a wide range of N values. They
measured the intelligibility of spondees in N-talker babble
for N= �1,2 ,3 ,16,32,64,128,��. Their results appeared to
confirm the suggestion of a nonmonotonic intelligibility
function, but since their findings appeared only as an ab-
stract, it is difficult to appreciate the precise pattern and sig-
nificance of the results.

In the current study, listeners identified consonants pre-
sented in vowel-consonant-vowel �VCV� contexts in
N-talker babble for N= �1,2 ,3 ,4 ,6 ,8 ,16,32,64,32,64,
128,512,��. In addition, intelligibility in babble-modulated
speech-shaped noise was measured for the same values of N.

II. EXPERIMENT: CONSONANT IDENTIFICATION IN
N-TALKER BABBLE

A. Stimuli

Speech stimuli were chosen from the VCV corpus col-
lected by Shannon et al. �1999�. Sixteen consonants �b, d, g,
p, t, k, m, n, l, r, f, v, s, z, � , t�� in the context of the vowel
/a/ were used. Two examples of each consonant from five
male talkers were chosen, leading to a test set of 160 items.
An additional 32 VCVs were used as practice items.

Speech stimuli were presented in 23 masking conditions
consisting of N-talker babble �11 conditions�, speech-shaped
noise modulated by N-talker babble �11 conditions�, and un-
modulated speech-shaped noise. Babble stimuli were con-
structed from subsets of 1056 utterances spoken by 132 male
talkers from dialect regions 1–3 of the TIMIT corpus �Garo-
folo et al., 1992�. TIMIT “shibboleth” sentences spoken by
all talkers were not used. All utterances were normalized to
have the same RMS energy prior to forming babble noise to
ensure that they all contributed equally to the masker.
Speech-shaped noise was created by processing white noise
with a filter whose magnitude response was equal to the
long-term magnitude spectrum of the entire set of sentences.
Speech-shaped noise was multiplied by the envelope of
N-babble waveforms to create N-babble-modulated speech-
shaped noise. Following Brungart et al. �2001�, the envelope
was computed by convolving the absolute value of the base
signal with a 7.2 ms rectangular window.

Masked VCVs were formed by adding a randomly se-
lected fragment of masking noise to each consonant at a
constant target-to-masker ratio of −6 dB. The masker and
VCV were gated, i.e., started and stopped at the same time.
Stimuli were presented at approximately 68 dB SPL.

B. Listeners

Twelve listeners �10 M and 2 F� participated in the ex-
periment. All received a hearing test and were found to have
normal hearing �better than 20 dB hearing level in the range
250–8000 Hz�. All listeners passed a pretest which required
them to recognize VCV tokens in clean conditions at an
identification rate of at least 98%.

C. Procedure

Listening sessions took place in an IAC single-walled
acoustically isolated booth. Stimuli were resampled to 25
kHz and presented via a Tucker-Davis Technologies System
3 RP2.1. Stimulus presentation and results collection were
controlled by a computer situated outside the booth. Signals
were presented diotically over Sennheiser HD250 head-
phones.

Each participant completed the 23 conditions over 4–6
sessions. Every condition consisted of 192 tokens, and re-
quired about 6–7 minutes to complete. The initial 32 practice
tokens were not scored, although participants were not aware
of this. Condition orders were balanced across listeners, and
token order within each condition was randomized.

III. RESULTS

Figure 1 summarizes consonant identification rates in all
masking conditions. The data have been averaged across the
12 listeners and the error bars in the figure represent the 95%
confidence interval at each data point. In natural babble, per-
formance falls rapidly to a minimum at N=8. Little improve-
ment is observed between N=8 and N=128 before a recov-
ery to the level of speech-shaped noise by N=512. In
contrast, babble-modulated noise is a less effective masker at
all values of N�2 and shows a more gradual decrease in
performance with increasing N. The difference between natu-
ral babble and babble-modulated noise also varied with N,
reaching a maximum at N=8 �Fig. 2�. The error bars in fig-
ure 2 represent the Bonferroni-adjusted 95% confidence in-
tervals in each masking condition.

A repeated-measures ANOVA with factors of N and
masker type showed a significant �p�0.01� effect for both
factors and their interaction �effect size �2=0.924 for masker
type, 0.964 for N and 0.682 for their interaction�. Results
were partitioned by masker type and post-hoc tests �with
Bonferroni adjustment for multiple comparisons� computed
to investigate the effect of N.

FIG. 1. Consonant identification rates in N-talker babble as a function of the
number of talkers, for natural babble �solid line�, babble-modulated noise
�dashed line�, and speech-shaped noise �circle�. The error bars represent
95% confidence intervals in each condition.
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For natural babble, conditions in the set N= �1,2 ,3 ,4�
differed �p�0.01� from each other and from all other values
of N, apart from the pairs �3, 4�, �4, 512�, and �4,�� which
were not significantly different �p�0.05�. All pairs of con-
ditions in the subset N= �6,8 ,16,32,64,128� were statisti-
cally equivalent. The N=512 condition differed from all oth-
ers apart from N= �4,6 ,��.

For babble-modulated noise, conditions N= �1,2 ,3 ,4�
differed from each other and all other conditions apart from
the pairs �2, 3� and �4, 8�. No conditions with N�6 differed
significantly from speech-shaped noise, although the N
= �6,8� conditions differed from N= �64,128�.

IV. DISCUSSION

The experiment demonstrated that the masking effec-
tiveness of N-talker babble varies nonmonotonically with N.
This confirms the findings reported in the abstract of Carhart
et al. �1975� and extends to speech-shaped noise the results
of Danhauer and Leppler �1979�. Masking by babble-
modulated noise increased monotonically up to N=6 then
leveled out. This confirms and extends to larger N the results
of Bronkhorst and Plomp �1992� who measured the SRT of
babble-modulated noise for N= �1,2 ,4 ,6�. The difference
between the babble-modulated noise and natural babble con-
ditions also varied with N.

An unexpected outcome of the study was the finding that
all babble noises consisting of between 8 and 128 talkers
have approximately the same masking effectiveness. The dif-
ference between the babble-modulated noise and natural
babble conditions is usually attributed to the perceptual
masking �Carhart et al., 1969� which occurs when portions
of the masker are wrongly attributed to the target speech.
Phonetic cues are audible in the masker for small N, but
become progressively inaudible as N increases. It is difficult
to see how the factors which govern overall masking �ener-
getic and informational� at N=8 could be the same as those
which limit performance at N=128. Several studies have
suggested that what is presumably the “linguistic uncer-

tainty” component of informational masking effects is most
potent for N=2 �Freyman et al., 2004� or N=3 �Carhart et
al., 1975�, and is almost absent by N=10 �Freyman et al.,
2004�. In fact, the effect of informational masking may be
underestimated because, for low values of N, listeners may
be able to use level differences between the target and indi-
vidual talkers in the background to help overcome some of
the effects of linguistic confusions �Brungart, 2001�.

Several factors might contribute to the breadth of the dip
between N=8 and 128. Babble is identifiable as a signal
composed of multiple speech sources for this range of N.
Consequently, it is possible that attentional resources are de-
voted to monitoring the background in case some important
speech event emerges. A related factor is the auditory sys-
tem’s response to fluctuating stimuli and, in particular, the
enhancement of onsets. As N increases, the number of onsets
in the background will increase, perhaps distracting attention
from the target speech. Forward masking may also increase
with N. However, the difference in masking effectiveness
between natural babble and babble-modulated noise remains
significant for large N, so any effects of distracting onsets
and forward masking must be greater in the natural babble
background. Another possibility is that the auditory system,
like most systems for robust automatic speech recognition,
makes use of background noise estimates to improve identi-
fication of the target. As the background becomes more sta-
tionary, the accuracy of the estimate increases. Ainsworth
and Meyer �1994� found that the identification of syllables in
steady-state noise was better when the noise was continu-
ously present than when it was gated with the syllables. It is
possible that, even though gated presentation was used in the
current study, repeated exposure to the noise in the presence
of a static /a/ context is sufficient to provide a better noise
estimate for N�128 than for smaller values of N. However,
if the slight reduction in masking observed in babble-
modulated noise for N�64 reflects increasing masker sta-
tionarity, then its effect is small.

These findings have yet to be generalized to other SNRs
and different speech material, although a similar pattern of
results was observed in a pilot study at SNRs of 0 and
−12 dB. For the task and SNR condition investigated in this
study �consonant identification in a VCV context at a SNR of
−6 dB� an eight-talker babble provided the greatest amount
of masking. Maximal informational masking for sentence
material is usually reported to occur for small values of N
�e.g., Freyman et al., 2004�. For consonants embedded in a
static vowel context, listeners are likely to focus on brief
acoustic cues present in the central region of the VCV in the
absence of the wider contextual cues present in words and
sentences. Conflicting cues to brief acoustic events are cer-
tainly salient in eight-talker babble and are perhaps suffi-
ciently numerous in this condition to be at their most disrup-
tive.

The N-babble continuum presents a challenge for ac-
counts of speech perception in noise. The observed pattern of
results appears to represent the combined contribution of
several factors, each of which vary with N. Energetic mask-
ing increases with N, while linguistic masking reaches a peak
at small values of N. Attentional demands resulting from

FIG. 2. Difference in consonant identification rate between natural babble
and babble-modulated noise. The error bars represent Bonferroni-adjusted
95% confidence intervals in each condition.
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monitoring a speechlike background, the distracting effects
of numerous onsets and nonstationarity may continue to have
a role for larger values of N.
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The tortuosity of five air-filled stereolithographical cancellous bone replicas has been obtained from
measurements using audiofrequency pulses in a rectangular waveguide. The data obtained from the
replicas yields information about anisotropy with respect to orthogonal axes of the passages that
would be marrow filled in vivo. A strong relationship has been found between the acoustically
measured tortuosity and the independently measured porosity. Use of stereolithographical bone
replicas has the potential to simulate perforation and thinning of cancellous bone and hence evaluate
the dependence of acoustic properties on cancellous bone microstructure. As an “extreme”
illustration of such use, “inverses” of the original replicas have been manufactured and acoustic
measurements have been made on them. The data reveal significantly greater tortuosity of the
passages that are geometrically equivalent to the original solid bone structures. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2062688�
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I. INTRODUCTION

Recently,1 it has been shown that a modified Biot theory
is able to describe ultrasonic propagation in cancellous bone,
i.e., bone with a less than 70% volume fraction of solids. An
ultrasonic pulse, with a center frequency near 2 MHz, inci-
dent on three water-filled bone samples between 3.8 and
7 mm thick machined from human cancellous bone in femo-
ral heads, was found to give rise to two transmitted pulses
associated with “fast” and “slow” waves with varying de-
grees of overlap. The measured transmitted pulse shapes
were found to be predicted well using parameters deduced in
part from ultrasonic measurements on the same samples in
air. On the basis of a sensitivity analysis using the modified
Biot theory, it has been predicted that, as well as porosity,
sample thickness, solid bulk modulus, and skeletal frame
compressibility, tortuosity plays an important role simulta-
neously on both fast and slow waves since it affects the
inertial coupling between them. An approximately 20% in-
crease in tortuosity, from 1.05 to 1.26, is predicted to de-
crease the fast wave speed by approximately 10% and am-
plify its amplitude by nearly 300%. The same change in
tortuosity is predicted to reduce the slow wave speed by just
over 10% and decrease its amplitude by more than 60%.
Strelitzki et al.2 have made measurements using conven-
tional ultrasonic equipment in air-saturated samples of bone.
They have demonstrated that an airborne “slow” compres-
sional wave can be measured, in a repeatable manner, during
pulse transmission through 21.5 mm diameter, 2.5 to 6.7 mm
thick circular disks of cancellous bone, using conventional
1 MHz transducers, and that such measurements have the

potential to give structural information, viz., the tortuosity of
the trabecular framework. Nevertheless, since the 0.4 mm
wavelength used at 800 kHz was comparable with typical
trabecular dimensions of 0.1 mm, the inevitable scattering
reduced the accuracy of their tortuosity deductions.

Micro Computer Tomography ��CT� has been sug-
gested as a method for characterizing porous foams. The
scanning of �CT images of aluminum foam, magnified ten
times, has been used to deduce porosity and thermal charac-
teristic length.3 �CT is one method by which the three-
dimensional �3-D� template for the construction of stere-
olithographical replicas can be obtained. It has been shown
that broadband ultrasound attenuation and velocity values in
stereolithographical bone replicas made from resin and satu-
rated with castor oil are commensurate with those measured
in a commercial phantom.4 The use of stereolithographical
bone replicas has the potential to enable systematic investi-
gations of the influences of perforation and thinning in can-
cellous bone on the acoustical and mechanical properties of
the bone structure.

The stereolithographical models used in this work are 13
times the actual size of the bone microstructure, and are in
the form of 57 mm cubes. Five bone replicas have been used.
Views of these replicas are shown in Fig. 1 and the associ-
ated bone characteristics are identified in Table I.

Ultrasonic measurements on such replicas would be
greatly affected by scattering. However, measurements using
sufficiently low frequencies should avoid this. As is the case
with the solid constituent of bone, the solid resin of the rep-
lica framework has much greater density and rigidity than
air. Air-filled replicas behave essentially as rigid-framed po-
rous media so that the reflection and transmission of acoustic
pulses are determined primarily by the slow wave traveling
through the air-filled pores. The reflection and transmission

a�Current address: Department of Engineering, University of Cambridge,
Cambridge, United Kingdom.
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of audiofrequency pulses has been used to deduce the poros-
ity and tortuosity of thick samples of several air-filled rigid-
porous media5 on the basis of a high-frequency approxima-
tion of the Johnson–Allard model.6,7 Since porosity and
tortuosity are unaffected by scaling, measurements on stere-
olithographical bone replicas should yield values representa-
tive of bone.

Here, we describe the use of audiofrequency pulse trans-
mission on stereolithographical bone replicas to determine
tortuosity along three orthogonal axes and to investigate the
relationship between the resulting values and independent
measurements of porosity. Also, to illustrate an “extreme”
experiment that can be carried out using stereolithographical
replicas, we report results of audiofrequency pulse measure-
ments on “inverse” air-filled replicas in which the solid
framework and the pore structure of the original replicas
have been reversed. The “inverse” replicas corresponding to
the five original cases are shown in Fig. 2.

II. MEASUREMENTS

The arrangement used for measurements with
loudspeaker-generated pulses is shown in Fig. 3.

The bone replicas were placed in a square cross section
tube, which acted as a sample holder and a waveguide. A
Tannoy 75W loudspeaker driver at one end of the waveguide
was used to emit pulses with measured peak-to-peak volt-
ages between 0.18 and 1 V centered on 1 or 2 kHz. The
other end of the waveguide was open. Microphones were
located on either side of the replica and signals from these
were amplified and captured by a computer-based data ac-
quisition card with a sampling frequency of 1 MHz. Mea-
surements were conducted in two stages. First, pulses were
recorded inside the empty tube to determine the speed of
sound in air. Subsequently, the replica was placed in the tube
and transmission measurements were made four times for
each axis of interest. The replica was rotated about the rel-
evant axis �labeled X, Y, and Z, respectively� between each
measurement.

Figure 4 demonstrates the repeatability of the transmit-

TABLE I. The bone replicas and two properties of the bones.

Replica
number Body part Code name Porosity

Bulk density
�kg/m3�

1 Iliac crest ICF 0.8386 200.1
2 Femoral head FRA 0.7426 316.9
3 Lumbar spine �LS2� LS2B 0.9173 100.9
4 Calcaneus CAB 0.8822 139.1
5 Lumbar spine �LS4� LS4A 0.9121 102.3

FIG. 1. Views of five stereolithographical cancellous bone replicas.

FIG. 2. Views of the “inverse” stereolithographical bone replicas.

FIG. 3. Measurement arrangement using loudspeaker-generated pulses and
two microphones.

FIG. 4. Transmitted pulses obtained after each of four rotations about each
of three orthogonal axes �left to right � X, Y, Z� through the stereolitho-
graphical replica of calcaneus bone using loudspeaker-generated pulses.

FIG. 5. Examples of direct and reflected pulses at microphone 1 and trans-
mitted pulses at microphone 2 for “original” and “inverse” calcaneus repli-
cas.
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ted pulses, along each axis, after four rotations of the replica
within the waveguide. Five measured pulses for each replica
and each axis were averaged in the time domain to remove
possible fluctuations due to the measurement system. The
pulses were windowed to remove any higher-order modes.
The pulses transmitted through the original replicas were
well separated from the pulses reflected from the surface.
Consequently, it was possible to use the FFT of the complete
transmitted pulses in a subsequent analysis. The phase infor-
mation from the FFT analysis was unwrapped to compare the
difference between the incident and transmitted pulses. Fi-
nally, the difference was converted to the phase speed, using
the known distance between the transducers.

The amplitudes of the pulses transmitted through the
“inverse” replicas were relatively small. Moreover, as a con-
sequence of the greater reflection, there was overlap between
the transmitted and reflected pulses. This is illustrated for the
“original” and “inverse” calcaneous replicas in Fig. 5.
Hence, only the first �positive-going� part of the incident and

transmitted pulses have been used for the FFT-based analysis
of the pulses transmitted through the “inverse” replicas.

III. ANALYSIS AND DISCUSSION

Figure 6 shows the squared ratios of the phase speeds in
the frequency domain, obtained by the FFT of the time series
from the loudspeaker-generated pulses for four rotations
about each of the three orthogonal directions in two of the
“original” replica bone samples.

A high-frequency approximation of the squared ratio of
the sound speed in air to that of the slow wave in a rigid-
porous material has the form5

F�f� = a1 + a2
1
�f

, �1�

where a1 represents the tortuosity. Since, according to Fig. 6,
there is a tendency for anomalous results to be obtained at
the higher end of the frequency range where scattering is
likely to be more important, the frequency range for fitting
was reduced. Figure 7 shows example results from fitting
function �1� to a reduced frequency range. Resulting values
of tortuosity for the five original bone replicas are shown in
Table II.

From Table II, it appears that the direction labeled Z in
the iliac crest replica and the direction labeled X in the femo-
ral head bone replica are significantly less tortuous than the
other two directions. The Z direction in the calcaneus replica
yields a significantly higher tortuosity than the other two
directions. Visually, this direction is almost “blocked” by the
plate-like character of the model trabeculae.

The Y and Z directions through the femoral head replica
and the Z direction in the calcaneus replica yield the highest
dispersion. The dispersions in the lumbar spine replicas are
significantly lower than in the other replicas.

The results from a single measurement along each axis
of the “inverse” replicas are given in Table III.

With the exception of the data for the inverse iliac crest
replica, these indicate similar forms of anisotropy to the
“originals.”

Figure 8 shows the relationship between the acoustically
deduced tortuosity values and the independently measured

FIG. 6. Squared ratios of the phase
speed in air to those in two of the bone
replicas deduced from loudspeaker-
generated pulse transmission data
�upper, iliac crest: lower, calcaneus�.
Each plot shows data from four rota-
tions of the replicas.

FIG. 7. Example fits of function �1� �lines� to data �points� obtained with
loudspeaker pulses centered on 1 kHz. Each plot represents a fit to data
between 200 and 1200 Hz for a particular rotation of the bone replica �iliac
crest, X direction� within the sample holder.
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porosity. In Fig. 8, the minimum, middle, and the maximum
tortuosity values for each sample are represented by dia-
monds, squares, and circles, respectively. As expected from
studies of other rigid-porous media and from expressions for
the relationships between tortuosity and porosity deduced for
idealized media, there is a tendency for the tortuosity in the
bone replicas to decrease as porosity increases. In the “origi-
nal” replicas, the relationship between tortuosity and poros-
ity is clearest for the middle tortuosity values.

IV. CONCLUSIONS

Measurements of the reflection and transmission of
acoustic “slow wave” pulses by stereolithographical bone
replicas in air offer the potential for evaluating the depen-
dence of acoustical properties on cancellous bone structure.
This preliminary study has clearly revealed anisotropy in the
tortuosity, the mean of which has been found to decrease as

porosity increases. The tortuosity value �1.041� deduced
from 800 kHz measurements on a calcaneus sample in vitro
by Strelitzki et al.4 is a little less than the lower range of
those reported here in the X direction through the calcaneus
replica �1.109–1.168�. The values �1.02 to 1.05� measured
ultrasonically by Fellah et al.1 in the “trabecular alignment”
direction of air-filled femoral head samples are somewhat
lower than the values �1.274±0.047� obtained in the least
tortuous direction in the femoral head replica.

The possibility for using bone replicas to explore the
variation of acoustically deduced parameters with a micro-
structure has been illustrated by the “extreme” example of
inverse replicas. The “inverse” replicas are found to have
considerably higher tortuosity than the “original” replicas.

In principle,5 data for the frequency dependence of the
phase speed, reflection coefficient, and attenuation constant,
from measurements on air-filled replica bones, could be used
to deduce other “slow wave” parameters �e.g., porosity, flow
resistivity, and viscous and thermal characteristic lengths�.

1Z. E. A. Fellah, J. Y. Chapelon, S. Berger, W. Lauriks, and C. Depollier,
“Ultrasonic wave propagation in human cancellous bone: Application of
Biot theory,” J. Acoust. Soc. Am. 116, 61–73 �2004�.

2R. Strelitzki, V. Paech, and P. H. F. Nicholson, “Measurement of airborne
ultrasonic slow waves in calcaneal cancellous bone,” Med. Eng. Phys. 21,
215–223 �1999�.

3C. Perrot, R. Panneton, X. Olny, and R. Bouchard, “Mesostructural ap-
proach for characterising macroscopic parameters of open cell foams with
computed microtomography,” Proc. Inst. Acoust. 25, 169–175 �2003�.

4C. M. Langton, M. A. Whitehead, D. K. Langton, and G. Langley, “De-
velopment of a cancellous bone structural model by stereolithography for
ultrasound characterisation of the calcaneus,” Med. Eng. Phys. 19, 599–
604 �1997�.

5O. Umnova, K. Attenborough, H.-C Shin, and A. Cummings, “Deduction
of tortuosity and porosity from acoustic reflection and transmission mea-
surements on thick samples of rigid-porous materials,” Appl. Acoust. 66,
607–624 �2005�.

6D. L. Johnson, J. Koplik, and R. Dashen, “Theory of dynamic permeabil-
ity and tortuosity in fluid saturated porous media,” J. Fluid Mech. 176,
379–402 �1987�.

7Y. Champoux and J.-F. Allard, “Dynamic tortuosity and bulk modulus in
air-saturated porous media,” J. Appl. Phys. 70, 1975–1979 �1991�.

TABLE II. Tortuosity values deduced by fitting data for squared sound
speed ratios in “original” replicas.

Iliac Crest �ICF� Femoral Head �FRA�

X Y Z X Y Z

Rotation 1 1.543 1.613 1.280 1.299 1.889 1.739
Rotation 2 1.567 1.480 1.171 1.283 1.554 1.770
Rotation 3 1.594 1.610 1.234 1.205 1.674 1.510
Rotation 4 1.522 1.639 1.257 1.309 1.659 1.628
Mean 1.557 1.586 1.236 1.274 1.694 1.662
St. Dev. 0.031 0.072 0.047 0.047 0.141 0.118

Lumbar Spine �LS2B� Calcaneus �CAB�

X Y Z X Y Z
Rotation 1 1.086 1.172 1.047 1.136 1.228 1.671
Rotation 2 1.078 1.190 1.167 1.109 1.208 1.683
Rotation 3 1.084 1.175 1.119 1.168 1.199 1.598
Rotation 4 1.085 1.122 1.190 1.117 1.266 1.662
Mean 1.083 1.165 1.131 1.133 1.225 1.654
St. Dev. 0.004 0.030 0.063 0.026 0.030 0.038

Lumbar Spine �LS4A�

X Y Z
Rotation 1 1.047 1.062 1.154
Rotation 2 1.063 1.134 1.193
Rotation 3 1.034 1.091 1.142
Rotation 4 1.025 1.136 1.207
Mean 1.042 1.106 1.174
St. Dev. 0.017 0.036 0.031

TABLE III. Tortuosity values deduced by fitting data for squared sound
speed ratios in “inverse” replicas.

Axis and corresponding tortuosity

“Inverse” replica X Y Z

Iliac crest 2.676 3.041 3.052
Femoral head 1.983 2.321 2.965
Lumbar spine �LS2B� 2.451 3.300 3.610
Calcaneu 2.243 2.814 3.544
Lumbar spine �LS4A� 2.339 4.312 4.409

FIG. 8. Relationship between acoustically deduced tortuosity and indepen-
dently measured porosity for “original” and “inverse” bone replicas.
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I. INTRODUCTION

Since the work of Weaver and Lobkis,1,2 many research-
ers have shown theoretically and experimentally that the
cross correlation of the recordings of a diffuse wave field at
two receiver positions yields the Green’s function between
these positions. In most cases it is assumed that the diffuse
wave field consists of normal modes �with uncorrelated am-
plitudes� in a closed system. Less attention has been paid to
the theory of Green’s function retrieval in arbitrary inhomo-
geneous open systems. Nevertheless, the first result stems
from 1968, albeit for one-dimensional media, when
Claerbout3 showed that the seismic reflection response of a
horizontally layered earth can be synthesized from the auto-
correlation of its transmission response. Recently we gener-
alized this to three-dimensional �3D� arbitrary inhomoge-
neous media.4–6 Using reciprocity theorems of the
correlation type, we showed in those papers that the cross
correlation of transmission responses observed at the earth’s
free surface, due to uncorrelated noise sources in the subsur-
face, yields the full reflection response �i.e., the ballistic
wave and the coda� of the 3D inhomogeneous subsurface.
Weaver and Lobkis7 followed a similar approach for a con-
figuration in which the 3D inhomogeneous medium is sur-
rounded by uncorrelated sources. Independently, Derode et
al.8,9 derived expressions for Green’s function retrieval in
open systems using physical arguments, exploiting the prin-
ciple of time-reversal invariance of the acoustic wave equa-
tion. Their approach can be seen as the “physical counter-
part” of our derivations based on reciprocity. In this letter we
compare the time-reversal approach of Derode et al.8,9 with
our approach based on Rayleigh’s reciprocity theorem.4–6

Using a unified notation, we show that the result of the time-
reversal approach can be obtained as an approximation of the
result of the reciprocity approach.

It should be noted that in both derivations we consider
the situation of impulsive point sources, uniformly distrib-
uted over a surface surrounding the configuration. We briefly
indicate how the resulting expressions can be modified for
the situation of uncorrelated noise sources.

II. TIME-REVERSAL APPROACH

In this section we summarize the time-reversal approach
of Derode et al.8,9 for deriving expressions for Green’s func-
tion retrieval. Consider a lossless arbitrary inhomogeneous
acoustic medium in a homogeneous embedding. In this con-
figuration we define two points with coordinate vectors xA

and xB. Our aim is to show that the acoustic response at xB

due to an impulsive source at xA �i.e., the Green’s function
G�xB ,xA , t�� can be obtained by cross correlating passive
measurements of the wave fields at xA and xB due to sources
on a surface S in the homogeneous embedding. The deriva-
tion starts by considering another physical experiment,
namely an impulsive source at xA and receivers at x on S.
The response at one particular point x on S is denoted by
G�x ,xA , t�. Imagine that we record this response for all x on
S, revert the time axis, and feed these time-reverted functions
G�x ,xA ,−t� to sources at all x on S. The superposition prin-
ciple states that the wave field at any point x� in S due to
these sources on S is then given by

�1�

where � denotes convolution and � “proportional to.” Ac-
cording to this equation, G�x� ,x , t� propagates the source
function G�x ,xA ,−t� from x to x� and the result is integrated
over all sources on S. Due to the invariance of the acoustic
wave equation for time-reversal, the wave field u�x� , t� fo-
cuses for x�=xA at t=0. McMechan10 exploited this property
in a seismic imaging method which has become known as
reverse time migration. Derode et al.8,9 give a new interpre-
tation to Eq. �1�. Since u�x� , t� focuses for x�=xA at t=0, thea�Electronic mail: c.p.a.wapenaar@citg.tudelft.nl
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wave field u�x� , t� for arbitrary x� and t can be seen as the
response of a virtual source at xA and t=0. This virtual
source response, however, consists of a causal and an anti-
causal part, according to

u�x�,t� = G�x�,xA,t� + G�x�,xA,− t� . �2�

This is explained as follows: the wave field generated by the
anticausal sources on S first propagates to all x� where it
gives an anticausal contribution, next it focuses in xA at t
=0, and finally it propagates again to all x� giving the causal
contribution. The propagation paths from x� to xA are the
same as those from xA to x�, but are traveled in opposite
direction. Combining Eqs. �1� and �2�, applying source-
receiver reciprocity to G�x ,xA ,−t� in Eq. �1�, and setting
x�=xB yields

G�xB,xA,t� + G�xB,xA,− t� � �
S

G�xB,x,t� � G�xA,x,− t�d2x .

�3�

The right-hand side of Eq. �3� can be interpreted as the inte-
gral of cross correlations of observations of wave fields at xB

and xA, respectively, due to impulsive sources at x on S; the
integration takes place along the source coordinate x. The
left-hand side is interpreted as the superposition of the re-
sponse at xB due to an impulsive source at xA and its time-
reversed version. Since the Green’s function G�xB ,xA , t� is
causal, it can be obtained from the left-hand side of Eq. �3�
by taking the causal part. The reconstructed Green’s function
contains the ballistic wave as well as the coda due to mul-
tiple scattering in the inhomogeneous medium.

III. RECIPROCITY APPROACH

In this section we summarize our derivation based on
Rayleigh’s reciprocity theorem.4–6 A reciprocity theorem re-
lates two independent acoustic states in one and the same
domain.11,12 Consider an acoustic wave field, characterized
by the acoustic pressure p�x , t� and the particle velocity
vi�x , t�. We define the temporal Fourier transform of a
space- and time-dependent quantity p�x , t� as p̂�x ,��
=�exp�−j�t�p�x , t�dt, where j is the imaginary unit and �
the angular frequency. In the space-frequency domain the
acoustic pressure and particle velocity in a lossless arbitrary
inhomogeneous acoustic medium obey the equation of mo-
tion j��v̂i+�ip̂=0 and the stress-strain relation j��p̂+�iv̂i

= q̂, where �i is the partial derivative in the xi direction �Ein-
stein’s summation convention applies for repeated lower-
case subscripts�, ��x� the mass density of the medium, ��x�
its compressibility, and q̂�x ,�� a source distribution in terms
of volume injection rate density. We introduce two indepen-
dent acoustic states, which will be distinguished by sub-
scripts A and B, and consider the following combination of
wave fields in both states: p̂Av̂i,B− v̂i,Ap̂B. Note that these
products in the frequency domain correspond to convolutions
in the time domain. Rayleigh’s reciprocity theorem is ob-
tained by applying the differential operator �i, according to
�i�p̂Av̂i,B− v̂i,Ap̂B�, substituting the equation of motion and the
stress-strain relation for states A and B, integrating the result

over a spatial domain V enclosed by S with outward pointing
normal vector n= �n1 ,n2 ,n3� and applying the theorem of
Gauss. This gives

	
V

�p̂Aq̂B − q̂Ap̂B�d3x = �
S

�p̂Av̂i,B − v̂i,Ap̂B�nid
2x . �4�

Since the medium is lossless, we can apply the principle of
time-reversal invariance.13 In the frequency domain time-
reversal is replaced by complex conjugation. Hence, when p̂
and v̂i are a solution of the equation of motion and the stress-
strain relation with source distribution q̂, then p̂* and −v̂i

*

obey the same equations with source distribution −q̂* �the
asterisk denotes complex conjugation�. Making these substi-
tutions for state A we obtain

	
V

�p̂A
* q̂B + q̂A

* p̂B�d3x = �
S

�p̂A
* v̂i,B + v̂i,A

* p̂B�nid
2x . �5�

Next we choose impulsive point sources in both states, ac-
cording to q̂A�x ,��=��x−xA� and q̂B�x ,��=��x−xB�, with
xA and xB both in V. The wave field in state A can thus be
expressed in terms of a Green’s function, according to

p̂A�x,�� = Ĝ�x,xA,�� , �6�

v̂i,A�x,�� = − �j���x��−1�iĜ�x,xA,�� , �7�

where Ĝ�x ,xA ,�� obeys the wave equation

�i��−1�iĜ� + ��2/�c2�Ĝ = − j���x − xA� , �8�

with propagation velocity c�x�= ���x���x��−1/2; similar ex-
pressions hold for the wave field in state B. Substituting
these expressions into Eq. �5� and using source-receiver reci-
procity of the Green’s functions gives

2R�Ĝ�xB,xA,��� = �
S

− 1

j���x�
��iĜ�xB,x,��Ĝ*�xA,x,��

− Ĝ�xB,x,���iĜ
*�xA,x,���nid

2x , �9�

where R denotes the real part. Note that the left-hand side is
the Fourier transform of G�xB ,xA , t�+G�xB ,xA ,−t�; the prod-

ucts �iĜĜ*, etc., on the right-hand side correspond to cross
correlations in the time domain. Expressions like the right-
hand side of this equation have been used by numerous re-
searchers �including the authors� for seismic migration in the
frequency domain. Esmersoy and Oristaglio14 explained the
link with the reverse time migration method, mentioned in
Sec. II. What is new �compared with migration� is that Eq.
�9� is formulated in such a way that it gives an exact repre-

sentation of the Green’s function Ĝ�xB ,xA ,�� in terms of
cross correlations of observed wave fields at xB and xA. Note
that, unlike in Sec. II, we have not assumed that the medium

outside surface S is homogeneous. The terms Ĝ and �iĜ
under the integral represent responses of monopole and di-
pole sources at x on S; the combination of the two correla-
tion products under the integral ensures that waves propagat-
ing outward from the sources on S do not interact with those
propagating inward and vice versa. When a part of S is a free
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surface on which the acoustic pressure vanishes, then the
surface integral in Eq. �5� and hence in Eq. �9� need only be
evaluated over the remaining part of S. Other modifications
of Eq. �9�, including the elastodynamic generalization, are
discussed in Refs. 4–6. Van Manen and Robertsson15 pro-
pose an efficient modeling scheme, based on an expression
similar to Eq. �9�.

Note that for the derivation of expressions �3� and �9�
we assumed that impulsive point sources were placed on the
surface S. This is the approach taken, e.g., by Bakulin and
Calvert16 in their experiment on virtual source imaging. Our
derivation also holds for uncorrelated stationary noise
sources on S whose source-time function satisfies

N�x , t��N�x� ,−t��=��x−x��C�t�, where 
·� denotes a spatial
ensemble average and C�t� the autocorrelation of the noise
�which is assumed to be the same for all sources�. When the
noise is distributed over the surface, the cross-correlation of
the observations at xA and xB leads to a double surface inte-
gral. The delta function reduces this to the single surface
integral in the theory presented here.4–7,9,17 A further discus-
sion is beyond the scope of this letter.

IV. COMPARISON

Equation �9� is an exact representation of the real part of

the Green’s function Ĝ�xB ,xA ,��. In comparison with Eq.
�3�, the right-hand side of Eq. �9� contains two correlation
products instead of one. Moreover, each of the correlation
products in Eq. �9� involves a monopole and a dipole re-
sponse instead of two monopole responses. Last but not
least, Eq. �9� is formulated in the frequency domain and Eq.
�3� in the time domain.

First we discuss how we can combine the two correla-
tion products in Eq. �9� into a single term. To this end we
assume that the medium outside S is homogeneous, with
constant propagation velocity c and mass density �. In the
high frequency regime, the derivatives of the Green’s func-
tions can be approximated by multiplying each constituent
�direct wave, scattered wave, etc.� by −j�� /c��cos ��, where
� is the angle between the pertinent ray and the normal on S.
The main contributions to the integral in Eq. �9� come from
stationary points on S.17–19 At those points the ray angles for
both Green’s functions are identical �see also the example in
Sec. V�. This implies that the contributions of the two terms
under the integral in Eq. �9� are approximately equal �but
opposite in sign�, hence

2R�Ĝ�xB,xA,��� 
− 2

j��
�

S

�iĜ�xB,x,��Ĝ*�xA,x,��nid
2x .

�10�

The accuracy of this approximation is demonstrated with a
numerical example in Sec. V.

Our next aim is to express the dipole response ni�iĜ in

terms of the monopole response Ĝ. As explained earlier, this
could be done by multiplying each constituent by
−j�� /c��cos ��. However, since � may have multiple values
and since these values are usually unknown �unless the in-

homogeneous medium as well as the source positions are

accurately known�, we approximate ni�iĜ by −j�� /c�Ĝ,
hence

2R�Ĝ�xB,xA,��� 
2

�c
�

S

Ĝ�xB,x,��Ĝ*�xA,x,��d2x . �11�

This approximation is quite accurate when S is a sphere with
very large radius so that all rays are normal to S �i.e., �
0�. In general, however, this approximation involves an
amplitude error that can be significant, see the numerical
example in Sec. V. However, since this approximation does
not affect the phase it is considered acceptable for many
practical situations. Transforming both sides of Eq. �11� back
to the time domain yields Eq. �3� �i.e., the result of Derode et
al.8,9�, with proportionality factor 2 /�c.

V. NUMERICAL EXAMPLE

We illustrate Eq. �10� with a simple example. We con-
sider a two-dimensional configuration with a single point
diffractor at �x1 ,x3�= �0,600�m in a homogeneous medium
with propagation velocity c=2000 m/s, see Fig. 1, in which
C denotes the diffractor. Further, we define xA

= �−500,100�m and xB= �500,100�m, denoted by A and B in
Fig. 1. The surface S is a circle with its center at the origin
and a radius of 800 m. The solid arrows in Fig. 1 denote the
propagation paths of the Green’s function G�xB ,xA , t�. For
the Green’s functions in Eq. �10� we use analytical expres-
sions, based on the Born approximation �hence, the contrast
at the point diffractor is assumed to be small�. To be consis-
tent with the Born approximation, in the cross correlations
we also consider only the zeroth- and first-order terms. Fig-
ure 2�a� shows the time-domain representation of the inte-
grand of Eq. �10�, convolved with a wavelet with a central
frequency of 50 Hz. Each trace corresponds to a fixed source
position x on S; the source position in polar coordinates is
�� ,r=800�. The sum of all these traces �multiplied by rd��
is shown in Fig. 2�b�. This result accurately matches the
time-domain version of the left-hand side of Eq. �10�, i.e.,
G�xB ,xA , t�+G�xB ,xA ,−t�, convolved with a wavelet, see

FIG. 1. Single point diffractor �C� in a homogeneous model. The receivers
are at A and B. The numerical integration is carried out along the sources on
the surface S. The main contributions come from the stationary points a–d.
The contributions from stationary points e and f cancel.
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Fig. 3. The events labeled “a” and “c” in Fig. 2 are the direct
and scattered arrivals; the events “b” and “d” are the corre-
sponding anticausal arrivals. This figure clearly shows that
the main contribution to these events come from Fresnel
zones around the stationary points of the integrand.17–19 The
sources at these stationary points are marked in Fig. 1 with
the same labels. We discuss event “c” in more detail. The
path “cCB” in Fig. 1 represents the scattered wave in
G�xB ,x , t�, for x at the stationary point “c.” The path “cA”
represents the direct wave in G�xA ,x , t�. By correlating these
two waves, the travel time along the path “cA” is subtracted
from that along the path “cCB,” leaving the travel time along
the path “ACB,” which corresponds to the travel time of the
scattered wave in G�xB ,xA , t�. This correlation result is indi-
cated by “c” in Fig. 2�a� and the integral over the Fresnel
zone around this point is event “c” in Fig. 2�b�. The other
events in Fig. 2�b� can be explained in a similar way. Finally,
note that there are two more stationary points, indicated by
“e” and “f” in Figs. 1 and 2�a�, of which the contributions
cancel each other.

The numerical evaluation of Eq. �11� for the same con-
figuration yields the result represented by the dashed curve in
Fig. 3. We observe that the travel time of the scattered wave
is accurately captured by this equation, but the amplitude is
overestimated �apparently the assumption �0 is not ful-

filled here�. By increasing the radius of S to 10 000 m we
obtained a result with Eq. �11� that again accurately matches
the directly modeled wave field �not shown�.

VI. CONCLUSIONS

In the literature several derivations have been proposed
for Green’s function retrieval from cross correlations of wave
fields in inhomogeneous open systems. In this letter we com-
pared a derivation based on the time-reversal approach8,9

with one based on Rayleigh’s reciprocity theorem.4–6 One of
the conclusions is that the expression obtained by the time-
reversal approach is an approximation of that based on Ray-
leigh’s reciprocity theorem.
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FIG. 2. �a� Time domain representation of the integrand of Eq. �10�. �b� The
sum of all traces in �a�.

FIG. 3. Zoomed-in version of event c in Fig. 2�b�. The solid line is the
time-domain version of the left-hand side of Eq. �10�. The circles represent
the numerical integration result of the right-hand side of Eq. �10� �i.e., the
sum of the traces in Fig. 2�a��. The dashed line represents the numerical
integration result of Eq. �11�.
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On errors in estimating seabed scattering strength
from long-range reverberation (L)
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Shallow water acoustic reverberation is sometimes exploited to estimate properties of the seabed. In
the process of estimating these properties, the scattering kernel �the dependence of the scattering on
incident and scattered angle� is often assumed. That is, the scattering kernel is generally not known
a priori. The errors associated with assuming an incorrect scattering kernel are explored and
quantified for several types of scattering kernels. Choosing an incorrect scattering kernel can lead to
significant errors in the frequency dependence of the estimated scattering strength. Finally, it is
shown that the sonar equation approach for obtaining scattering strength from reverberation assumes
that the scattering strength is independent of both incident and scattered angle. This assumption
appears to be contrary to a large body of evidence that indicates the scattering strength decreases at
low grazing angles. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2048947�

PACS number�s�: 43.30.Pc, 43.30.Ma �RAS� Pages: 2787–2790

I. INTRODUCTION

Long-range reverberation in shallow water is sensitive to
the properties of the seabed as well as the ocean volume and
sea surface. In some environments, reverberation from the
seabed may dominate the overall observed reverberation. Re-
verberation in such instances provides an attractive way to
rapidly probe seabed properties. Numerous techniques have
been developed that invert the seabed properties from the
reverberation �e.g., Refs. 1–4 which is not intended to be an
exhaustive list�. The objective of this paper is to examine
errors that may occur when a priori assumptions are made
about the form of the scattering kernel.

II. THEORY

A variety of formulas have been developed for wave-
guide propagation5 and reverberation6,7 using ray invariants
and acoustic flux. These formulas are useful to show the
kinds of errors that may occur if the scattering kernel is
guessed incorrectly. In general, the monostatic reverberation
from a Pekeris waveguide can be written as

I = Io
1

H2r

c�

2
�

0

�c �
0

�c �
�−�/2

�+�/2

M��i,�o,��

�exp�− �r�i
2/2H�exp�− �r�o

2/2H�d�id�od� , �1�

where Io is the source intensity, r is the range, �c is the
critical angle, � is the steering direction, � is the horizontal
beam width, c is the sound speed, � is pulse length, H is
water depth, and M is the scattering kernel which depends
upon incoming and outgoing vertical angles, �i, �o and azi-
muthal angle �. Finally � is the slope of the plane wave
intensity reflection coefficient, R, where below the critical
angle, R�exp�−��� �see Ref. 5�.8

Solutions to Eq. �1� for various scattering kernels are
given in Refs. 6 and 7. Reference 7 shows how the time �or
range� dependent decay of the reverberation is a function of
the scattering kernel, e.g., Lamberts law,

M = � sin �i sin �o, �2�

leads to

I = Io
�

�2r3

�c�

2
�1 − exp�− �r�c

2/2H��2. �3�

Reference 7 considers solutions to Eq. �1� for two other
kinds of scattering kernels, a scattering function M indepen-
dent of incoming and outgoing vertical angles,

M = � �4�

and the Lommel-Seeliger scattering law,

M = � sin �i sin �o/�sin �i + sin �o� . �5�

The backscattering strength for these three scattering kernels
is shown in Fig. 1. Many measurements of seabed scattering
strength appear to roughly follow a Lommel-Seeliger law,
Lambert’s law or somewhere in between.9–14 The reverbera-
tion intensity for these three scattering kernels can be written
as

I = Io
�	

�mrm+1

�c�

2
� 


2H
�2−m

	�1 − exp�− �r�c
2/2H��2m−2

��erf�
�r�c
2/2H��2�2−m�� �6�

which is a generalization of results in Ref. 7 where parameter
m represents the scattering kernel, m=1 corresponds to
angle-independent scattering, m=3/2 corresponds to the
Lommel-Seeliger law, and m=2 corresponds to Lambert’s
law. The variable 	=1−log�sqrt�2�+1� / sqrt�2� when m
=3/2, otherwise 	=1. Note that Ref. 7 is in error by a
factor of 2 for the case of m=3/2 �see Eq. �35� in Ref. 7�
and that there is a typographical error in the definition of
	. Equation �6� is exact for m=1,2 and is a very good
approximation when m=3/2.15

Equation �6� is a simple but useful way to understand
the relationship between seabed properties and the observed
reverberation. In order to extract the seabed properties from a
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reverberation measurement, four fundamental properties of
the seabed must be recovered, the angular dependence of the
scattering kernel M �which of course may or may not be one
of these scattering kernels� the scattering coefficient, �, the
reflection parameter � and the critical angle �c.

Two general approaches to estimating seabed properties
from reverberation data will be addressed here. The standard
sonar equation approach developed by Urick1 and used by
others �e.g., Ref. 2� is to measure transmission loss and then
estimate the scattering coefficient �. In the other approach,
the reverberation is exploited to solve for the scattering co-
efficient � and reflection parameter � and �c �e.g., Refs. 3
and 4� which equivalently may take the form of a geoacous-
tic model or a reflection coefficient. It is the intent of this
paper to clarify the assumptions about the scattering kernel
M in both approaches and to show how those assumptions
may lead to biases in the resulting seabed parameters.

III. ESTIMATION OF �: URICK „OR SONAR EQUATION…

APPROACH

Urick1 developed a method for estimating the bottom
scattering strength from measured reverberation and trans-
mission loss. In the context of the above expressions, trans-
mission loss �TL� observations essentially contain informa-
tion about the reflection coefficient parameter, �. Urick
derived an expression for monostatic reverberation intensity
which can be written as

I = Io�2c�

2
��r , �7�

where Io is the source intensity, � is a transmission factor
from the source to the scattering patch �−10 log10��� is the
one-way transmission loss�. Sometimes it is written in its
sonar equation form,

RL = SL − 2 TL + BSS + 10 log10�A� , �8�

where RL is received level, SL is source level, TL is trans-
mission loss, BSS is scattering strength, and A is insonified
area, in this case equal to c��r /2.

The attraction of this sonar equation approach is its sim-
plicity. Given a measurement of reverberation and transmis-

sion loss, one can immediately produce an estimate of �.
However, we pose the question, what is the assumed under-
lying form of the scattering kernel? It is the author’s opinion
that many in the community have �incorrectly� interpreted �
in Eq. �7� and BSS in Eq. �8� as having an arbitrary angular
dependence. However, Eqs. �7� and �8� for waveguide
propagation16 are only valid under the assumption that the
scattering strength is independent of angle. We can show this
by substituting an expression for � from a Pekeris
waveguide,7

� =
 2


H�r3 erf��c

�r/2H� �9�

into Eq. �7� to obtain the expression for monostatic rever-
beration intensity as

I = Io
2


H�r2

c�

2
���erf�
�r�c

2/2H��2 �10�

which is identical to the expression for reverberation with
angle-independent scattering �see Eq. �6�� when the incident
field on the seabed is assumed to be the full field �i.e., in Eq.
�25� of Ref. 7 Q2=4, rather than one-half the full field, Q2

=1�.
Given that the Urick approach assumes an angle-

independent scattering kernel, we wish to determine if that
assumption is reasonable and what kind of biases it would
create if the scattering kernel were something different. For
the former, it is noted that an angle-independent scattering
kernel seems unlikely, given measurements to date of back-
scatter from the seabed �e.g., Refs. 9–14�. The implications
of this are that estimates of � using the Urick approach may
be incorrect both as to the level and the frequency depen-
dence �discussed below�.

The bias error introduced when angle-independent scat-
tering �Eq. �4�� is assumed but when the scattering kernel is
not angle independent can be quantified for a few represen-
tative cases using Eq. �6�.17 For example, if the correct scat-
tering law for the seabed in a given area was well repre-
sented by Lambert’s law, but the Urick approach was used,
the relationship between the estimated, �Urick and the true
scattering strength �Lambert would be

�Lambert = �Urick4

�r

2H

�erf�
�r�c
2/2H��2

�1 − exp�− �r�c
2/2H��2 �11�

and if the true scattering kernel were represented by
Lommel-Seeliger, �LS then

�LS � �Urick
4

	


�r

2H

erf�
�r�c
2/2H�

1 − exp�− �r�c
2/2H�

, �12�

where the factor of 4 comes from the assumption in the
Urick approach that the incident field on the seabed is equal
to the full field. Note that the final factor in Eqs. �11� and
�12� is �1 in the long range limit �roughly greater than 20
water depths�. Inspection of these two equations shows that
the estimated scattering strength from the Urick approach
contains a bias that is a function of frequency �since � is
generally a function of frequency, e.g., Ref. 6, Fig. 1�, and
also a function of range.

FIG. 1. Comparison of various scattering kernels: Lambert’s law �dashed�,
Lommel-Seeliger �solid�, and angle-independent �dashed-dotted�. The scat-
tering strengths are −27, −32, and −45 dB, respectively.
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The range dependence of the bias may not be easily
observable, that is, typically a limited time window is taken
for estimating �Urick so that the bias may be small. For ex-
ample, in Ref. 2, �Urick was obtained from ranges from
3.5 to 10 km. If Lommel-Seeliger scattering were the under-
lying scattering kernel, then there would be only a maximum
of ±1 dB difference relative to fitting an angle-independent
scattering kernel over that entire range. For Lambert scatter-
ing, the maximum difference would be ±2 dB. Given that
reverberation data exhibit rapid fluctuations in time/range,
these small differences in the rate of decay would probably
not be detectable.

The frequency bias is expected to be more significant.
The frequency dependence in Eqs. �11� and �12�, is contained
in �. For a homogeneous fluid sediment half-space, � is
independent of frequency since the reflection coefficient is
independent of frequency. However, given the natural vari-
ability of the seabed �e.g., layering and roughness� the reflec-
tion coefficient and hence � is in general expected to be
frequency dependent. The frequency dependence of � in a
given environment will depend upon many factors including
the attenuation and sound speed profile in the seabed, and
roughness. Experimental observations indicate that � tends
to increase with increasing frequency. For example, in Ref.
6, the frequency dependence of � for 11 different environ-
ments varies roughly from an f1/2 to f2 dependence; for sev-
eral environments � varies roughly linearly with frequency.
Unpublished results from the author �using transmission loss
data� in several shallow water environments also indicate a
nearly linear frequency dependence. While other frequency
dependencies are possible, a linear dependence is explored
here to give a rough idea of the magnitude of errors that
might be expected.

As a concrete example of the kinds of errors that can
occur, the biases predicted in Eqs. �11� and �12� are com-
puted for a specific range �5 km �Ref. 18�� and environment,
water depth=100 m, �=�f where f is frequency in kHz and
�=2 rad−1 kHz−1 and �c=25°. If the true scattering followed
the Lommel-Seeliger law and the scattering strength was
nearly independent of frequency �solid line in Fig. 2�, the
biased estimate using the Urick �or sonar equation� approach,
�Urick, would be that shown by the chain-dashed line. If the
scattering followed Lambert’s law �dashed line in Fig. 2�, the
biased estimate using the Urick approach would again be that
shown by the chain-dashed line. In summary, �Urick may
badly bias the true frequency dependence of the scattering
strength �. If � is a monotonic increasing function of fre-
quency, �Urick will always increase with frequency more
slowly than either �Lambert or �LS �see Eqs. �11� and �12��.

IV. JOINT ESTIMATION OF � AND �

Another method of obtaining seabed properties from re-
verberation data is to estimate both � and � simultaneously
�e.g., Refs. 3 and 4�. In this method, the scattering law M is
chosen a priori. Various scattering laws have been chosen in
various approaches, but the most widely assumed form of the
scattering kernel is Lambert’s law. For a Pekeris waveguide,
the error in the case of an assumed Lambert’s law, where the

scattering actually followed the Lommel-Seeliger law would
be in the long-range limit,

�LS = �Lambert
2H


r

�true
3/2

�Lambert
2 	−1, �13�

where �Lambert is the estimated value of � �which may or
may not be the true value �true�. If �Lambert has the correct
frequency dependence and monotonically increases with
frequency, then �Lambert will increase more rapidly with
frequency than the true scattering strength. In other words,
if the scattering kernel is “flatter” with angle than the
assumed Lambert’s law, the bias in the estimated scatter-
ing strength will increase with frequency.

In most instances, the scattering strength would be esti-
mated at ranges such that the long-range limit would be sat-
isfied and Eq. �13� can be employed. In cases where this
condition is not met, the error in assuming Lambert’s law
depends also on errors in the estimated critical angle,
�c�Lambert,

�LS = �Lambert
2H


r

�true
3/2

�Lambert
2 	−1

�
�1 − exp�− �Lambertr�c�Lambert

2 /2H��2

�1 − exp�− �truer�c�true
2 /2H��erf�
�truer�c�true

2 /2H�
.

�14�

As a concrete example, if �Lambert=�true, �c�Lambert=�c�true

and ��2f then the bias error is that shown in Fig. 2 for
�Lambert versus �LS. The bias errors increase from �3 dB
at 100 Hz to �10 dB at 4000 Hz.

V. CONCLUSION

Bias errors occur when estimating seabed properties
from reverberation when the incorrect scattering kernel is

FIG. 2. The scattering coefficient � for the same reverberation at a fixed
range �5 km� showing biases associated with an incorrect assumption of the
scattering law �see Eqs. �11� and �12��. If the true scattering strength fol-
lowed Lommel-Seeliger law �solid line�, then the biased estimate assuming
angle-independent scattering �Urick approach� would be the chain dashed
line. The biased estimate assuming Lambert’s law would be given by the
dashed line. Likewise if the true scattering strength followed Lamberts law,
then the biased estimate assuming angle-independent scattering �Urick ap-
proach� would be the chain dashed line and the biased estimate assuming
Lommel-Seeliger law would be the solid line. At other ranges, the frequency
dependence of the dashed and solid curves would be identical, but shifted in
level �see Eqs. �11� and �12��.
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assumed. These errors were discussed and quantified for a
Pekeris waveguide. On the one hand, it may be argued that
these errors are not important because an incorrect scattering
kernel with remaining parameters fitted to the reverberation
curve will �by definition� reproduce the observed reverbera-
tion. However, this is only true if the fitted seabed param-
eters are used to predict reverberation under precisely the
same environmental conditions and sonar settings �e.g.,
depth and vertical beam pattern�.

If, on the other hand, the seabed parameters were used to
predict reverberation in other environmental conditions �i.e.,
a different sound speed profile� and/or different sonar set-
tings, the predictions could be quite incorrect since the
angles �modes� probing the seafloor would sample a different
angular region of the scattering kernel. In this case, the bias
errors may be quite important. Another reason to examine
the issue of errors is related to the emergence of seabed
scattering databases. In a database, it is important that the
parameters have some connection to the actual physical
properties of the seabed so that the spatial variation of the
parameters reflects the spatial variations in the seabed at least
in a gross sense. Thus, the seabed parameters from rever-
beration data should accurately reflect the correct scattering
law.
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A single-channel algorithm is proposed for noise reduction in cochlear implants. The proposed
algorithm is based on subspace principles and projects the noisy speech vector onto “signal” and
“noise” subspaces. An estimate of the clean signal is made by retaining only the components in the
signal subspace. The performance of the subspace reduction algorithm is evaluated using 14 subjects
wearing the Clarion device. Results indicated that the subspace algorithm produced significant
improvements in sentence recognition scores compared to the subjects’ daily strategy, at least in
stationary noise. Further work is needed to extend the subspace algorithm to nonstationary noise
environments. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2065847�

PACS number�s�: 43.66.Ts, 43.71.Ky �AJO� Pages: 2791–2793

I. INTRODUCTION

Several noise-reduction algorithms have been proposed
for cochlear implant �CI� users �van Hoesel and Clark, 1995;
Hamacher et al., 1997; Wouters and Vanden Berghe, 2001�.
Most of these algorithms, however, were based on the as-
sumption that two or more microphones were available. van
Hoesel and Clark �1995� tested an adaptive beamforming
technique with four Nucleus-22 implantees using signals
from two microphones—one behind each ear—to reduce
noise coming from 90° of the patients. Results indicated that
adaptive beamforming with two microphones can bring sub-
stantial benefits to CI users in conditions for which rever-
beration is moderate, and only one source is predominantly
interfering with speech. Adding, however, a second micro-
phone contralateral to the implant is ergonomically difficult
without requiring the CI users to wear headphones or a neck-
loop �bilateral implants might provide the means, but their
benefit is still being investigated�. Alternatively, monaural
multimicrophone techniques can be used and such tech-
niques are now becoming commercially available �e.g.,
BEAM in Nucleus devices�.

In general, single-microphone noise reduction algo-
rithms are more desirable and cosmetically more appealing
than the algorithms based on multiple-microphone inputs. A
few single-microphone noise-reduction strategies �Weiss,
1993; Hochberg et al., 1992; Yang and Fu, 2005� have been
proposed for cochlear implants, some of which were imple-
mented on old cochlear implant processors based on feature
extraction strategies �F0/F1/F2 and MPEAK strategies� and
some of which were implemented on the latest processors.
Weiss �1993� demonstrated that preprocessing the signal
with a standard noise reduction algorithm could reduce the
errors in formant extraction. The latest speech processors,
however, are not based on feature extraction strategies but

are based on vocoder-type strategies. Recently, Yang and Fu
�2005� evaluated a spectral-subtractive algorithm using the
latest implant processors. Significant benefits in sentence
recognition were observed for all subjects with the spectral-
subtractive algorithm, particularly for speech embedded in
speech-shaped noise.

In brief, only a few studies �e.g., Yang and Fu, 2005�
were conducted to investigate the benefits of preprocessing
the noisy speech signal by a noise reduction algorithm and
feeding the enhanced signal to implant listeners. In the
present study we evaluate the performance of a subspace
noise reduction algorithm that is used as a preprocessor for
signal enhancement.

II. EXPERIMENT 1: EVALUATION OF SUBSPACE
ALGORITHM

In this experiment, we investigate the potential benefits
of first preprocessing the noisy signal with a noise reduction
algorithm and then feeding the “enhanced” signal to the CI
processor. For noise reduction, we use a custom subspace-
based algorithm �Hu and Loizou, 2002�.

A. Subjects

A total of 14 Clarion implant users participated in this
experiment consisting of 9 Clarion CII patients and 5 Clarion
S-series patients. The majority of the CII patients were fitted
with the CIS strategy, and the S-series patients were fitted
with the SAS strategy. All subjects had at least 1 yr of expe-
rience with their implant device �see Table I�.

B. Subspace algorithm

The signal subspace algorithm was originally developed
by Ephraim and Van Trees �1995� for white input noise and
was later extended to handle colored noise �e.g., speech-
shaped noise� by Hu and Loizou �2002�. The underlying
principle of the subspace algorithm is based on the projection
of the noisy speech vector �consisting of, say, a segment of
speech� onto two subspaces: the “signal” subspace and the
“noise” subspace. The noise subspace contains only signal
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components due to the noise, and the signal subspace con-
tains primarily the clean signal. Therefore, an estimate of the
clean signal can be made by removing the components of the
signal in the noise subspace and retaining only the compo-
nents of the signal in the signal subspace.

Let y be the noisy vector, and let x̂=Hy be an estimate
of the clean signal vector, where H is a transformation ma-
trix. The noise reduction problem can be formulated as that
of finding a transformation matrix H, which, when applied to
the noisy vector, would yield the clean signal. After applying
such a transformation to the noisy signal, we can express the
error between the estimated signal x̂ and the true clean signal
x as �= x̂−x= �H−I�x+H n, where n is the noise vector.
Since the transformation matrix will not be perfect, it will
introduce some speech distortion, which is quantified by the
first term of the error term, i.e., by �H-I�x. The second term
�H n� quantifies the amount of noise distortion introduced by
the transformation matrix. As the speech and noise distortion
�as defined above� are decoupled, one can find the optimal
transformation matrix H that would minimize the speech dis-
tortion subject to the noise distortion falling below a preset
threshold. The solution to this constrained minimization
problem for colored noise is given by �Hu and Loizou,
2002�:

Hopt = V−T��� + �I�−1VT, �1�

where � is a parameter �typical values for �=1–20�, V is an
eigenvector matrix, and � is a diagonal eigenvalue matrix
obtained from the noisy speech vector �more details can
be found in Hu and Loizou, 2002, 2003�. In our imple-
mentation, we used a variable � that took values in the
range of 1 to 20 depending on the estimated short-term
signal-to-noise ratio �see Hu and Loizou, 2003�.

The above equation has the following interesting inter-
pretation. The matrix VT acts like a data-dependent trans-
form and projects the noisy speech vector into the noise and
signal subspaces. The diagonal matrix ���+�I�−1 multi-
plies the components of the signal in the signal subspace by
a gain while zeroing out the components of the signal in the

noise subspace. Finally, the matrix V−T transforms back the
projected signal, i.e., it acts like an inverse transform.

The implementation of the above signal subspace algo-
rithm can be summarized into two steps. Step �1�: For each
frame of noisy speech �y�, use the above transformation
given in Eq. �1� to obtain an estimate of the clean signal
vector x̂, i.e., x̂=Hopty. Step �2�: Use the estimated signal x̂
as input to the CI processor.

The above estimator was applied to 4 ms duration
frames of the noisy signal, which overlapped each other by
50%. The enhanced speech vectors were Hamming win-
dowed and combined using the overlap and add approach.
No voice activity detection algorithm was used in our ap-
proach to update the noise covariance matrix needed to com-
pute the matrix V. The noise covariance matrix was esti-
mated using speech vectors from the initial silent frames of
the sentences. Although this procedure for estimating the
noise covariance matrix is adequate for stationary noise
�such as the one used in this study�, it is not adequate for
nonstationary environments in which the background spectra
�and consequently the noise covariance matrices� constantly
change. In nonstationary environments �e.g., restaurant
noise�, the noise covariance matrix could be estimated and
updated whenever a speech-absent segment is detected based
on a voice activity detector or a noise-estimation algorithm.

C. Procedure

HINT sentences �Nilsson et al., 1994� corrupted in
+5 dB S/N speech-shaped noise �taken from the HINT data-
base� were used for evaluation. Six lists �60 sentences� were
processed offline in MATLAB by the subspace noise reduction
algorithm. The processed sentences were presented directly
to the subjects via the auxiliary input jack of their CI proces-
sor at a comfortable listening level. Subjects were fitted with
their daily strategy. For comparative purposes, subjects were
also presented with six different lists �60 sentences� of HINT
sentences corrupted in +5 dB speech-shaped noise, i.e., un-
processed sentences. The presentation order of preprocessed
and unprocessed sentences was randomized between sub-
jects.

D. Results and discussion

The sentences were scored in terms of the percent of
words identified correctly �all words were scored�. Figure 1
shows the percent correct scores for all subjects. The mean
score obtained with sentences preprocessed by the subspace
algorithm was 44% correct, and the mean score obtained
with unprocessed sentences was 19% correct. ANOVA �re-
peated measures� tests indicated that the sentence scores ob-
tained with the subspace algorithm were significantly higher
�F�1,13�=33.1, p�0.0005� than the scores obtained with
the unprocessed sentences. As can be seen from Fig. 1, most
subjects benefited from the noise reduction algorithm. Sub-
ject’s SS4 score, for instance, improved from 0% correct to
40% correct. Similarly, subjects’ SS1 and SS2 scores im-
proved from roughly 0% to 50% correct.

The above results indicate that the subspace algorithm
can provide significant benefits to CI users in regard to the

TABLE I. Subject information.

Subject Age Implant
CI use

(yr)

HINT
score

(quiet)

S1 41 Clarion CII 2 57
S2 26 Clarion CII 2 55
S3 39 Clarion CII 1 90
S4 41 Clarion CII 2 52
S5 70 Clarion CII 2 60
S6 55 Clarion CII 1 86
S7 58 Clarion CII 2 88
S8 66 Clarion CII 3 95
S9 38 Clarion CII 4 35

SS1 56 Clarion S series 1 60
SS2 45 Clarion S series 1 94
SS3 40 Clarion S series 1 55
SS4 52 Clarion S series 1 79
SS5 43 Clarion S series 1 80
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recognition of sentences corrupted by stationary noise. It
should be noted that the above signal subspace algorithm
was only tested in stationary noise, and it is not clear
whether such an intelligibility benefit would be maintained if
the algorithm was tested in nonstationary environments �e.g.,
restaurant, multitalker babble�. Further work is needed to
extend the subspace algorithm to nonstationary noise envi-
ronments, particularly with regard to updating the noise co-
variance matrix based on perhaps a voice activity detector or
a noise-estimation algorithm.
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Profile-analysis thresholds were measured in the presence and absence of overall level variation at
different stimulus levels to determine whether nonlinear changes in the shape of the edges of
excitation pattern peaks contribute to poorer spectral-shape sensitivity observed under roving levels.
Roving levels decreased sensitivity for stimuli having few components separated widely in
frequency to a greater extent than for stimuli having more densely spaced components. The stimulus
level did not influence sensitivity when overall level variation was absent, suggesting that listeners
rely on peaks in the excitation patterns and not the edges of the peaks �as would have been predicted
by the near miss to Weber’s law�. Because the edges of the peaks were not used in the absence of
roving levels, it follows that the larger rove effects for sparse stimuli were not likely due to
excitation pattern inconstancy. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2062187�

PACS number�s�: 43.66.Fe, 43.66.Jh, 43.66.Ba �GDK� Pages: 2794–2797

I. INTRODUCTION

Experiments that test the ability of listeners to detect
changes in the spectral shape of sound �profile-analysis ex-
periments� have often included randomly altered stimulus
levels on every presentation. Commonly referred to as
“rove”, this variation was meant to ensure that the level dif-
ference created by the spectral-shape change did not provide
a confounding cue �e.g., Speigel et al., 1981; Green et al.,
1983; Mason et al., 1984; see Green, 1988 for a history�. The
few studies that have evaluated the effects of rove consis-
tently have demonstrated better sensitivity in conditions that
have no level randomization �Henn and Turner, 1990; Kidd
et al., 1991; Drennan and Watson, 2001�. No study or model
has fully accounted for this sensitivity decrease accompany-
ing overall level variation.

It has been proposed that the decrease in sensitivity as-
sociated with rove might be due, in part, to: �1� elimination
of intensity-based cues �Speigel et al., 1981�; �2� increased
uncertainty �Drennan and Watson, 2001�; and �3� adoption of
different listening strategies �Lentz and Leek, 2002�. Roving
levels might also lead to varied shapes of the internal spec-
trum �i.e., the excitation pattern� at different levels through
nonlinear changes in auditory filter shape with level �Mason
et al., 1984�. Rather than the spectrally dense stimuli used by
Mason et al. �1984�, the following experiment employs spec-
trally sparse stimuli to determine whether the inconstancy of
the shape of the internal spectrum on a presentation-by-
presentation basis contributes to the decrease in spectral-
shape sensitivity provided by level variation.

Stimuli with sparsely spaced components make strong
candidates for establishing whether excitation pattern incon-
stancy leads to elevated thresholds in the presence of rove
because the shape of their excitation patterns will vary more
with level than stimuli having dense spectra. This reasoning
is illustrated in Fig. 1, which shows normalized excitation

patterns of multitonal stimuli created using the auditory fil-
ters described by Glasberg and Moore �1990�. Stimuli are 3,
7, and 21 components equally spaced between 200 and 5000
Hz. Figure 1 indicates that the excitation patterns at the two
levels for the three-component stimuli are rather different in
shape �due to audibility and auditory filter nonlinearity�.
These differences are located primarily on the high-
frequency edges of the peaks and in the valleys of the exci-
tation pattern. The peaks themselves have very similar
shapes at the two different stimulus levels. The differences
between the 45 dB and 65 dB excitation patterns decrease as
the number of components is increased, as can be seen in the
7- and 21-component excitation patterns �middle and right-
hand side panels�.

To the extent that the auditory system relies on the edges
of the peaks in the excitation pattern to discriminate sounds
with different spectral shapes �i.e., the entire excitation pat-
tern is used when comparing stimuli�, roving levels should
have a larger effect on spectral-shape sensitivity for sparsely
spaced spectra, and a smaller effect on sensitivity for densely
spaced spectra. An auditory system which uses the entire
excitation pattern to make discriminations should also ex-
hibit improvements in the discrimination threshold at higher
stimulus levels for conditions without rove. For intensity dis-
crimination of tones, this result is known as the “near miss”

a�Electronic mail: jjlentz@indiana.edu

FIG. 1. Normalized excitation patterns for standard stimuli are shown at two
different stimulus levels �45 dB SPL per component as the black line; 65 dB
SPL per component as the gray line�. 0 dB corresponds with the maximum
excitation for each excitation pattern.
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to Weber’s law �e.g., Riesz, 1928; Viemeister, 1972; Moore
and Raab, 1974; Jesteadt et al., 1977�, and is likely due to
the auditory system placing a high importance on the high-
frequency edge of the tonal excitation pattern where the
change in excitation is greatest �McGill and Goldberg, 1968;
Florentine and Buus, 1981�. If excitation pattern inconstancy
contributes to decreased sensitivity to spectral shape �impli-
cating the edges of the excitation pattern in spectral-shape
discrimination�, the near miss to Weber’s law should also be
observed. Previous profile-analysis experiments showed no
near miss �Mason et al. 1984; Green and Mason, 1985�, but
these experiments used spectrally dense profiles. Spectrally
sparse stimuli should be tested to maximize the possibility of
revealing behavior reflecting the near miss to Weber’s law in
profile-analysis tasks.

II. METHODS

A. Stimuli

The standard stimuli were the sum of 3, 5, 7, 11, 17, or
21 equal-amplitude sinusoids ranging from 200 to 5000 Hz,
spaced equidistantly on a logarithmic scale, and rounded to
the nearest 4 Hz. On each stimulus presentation, the starting
phases of the component tones were selected randomly and
independently from a uniform distribution ranging from 0 to
2� rad. The signal stimulus was generated by adding a
1000-Hz tone in phase to the 1000-Hz component of the
standard stimulus. The signal strength is described as the
signal level relative to the standard in dB, equal to
20 log��A /A�, in which �A is the change in amplitude of the
added tone relative to A, the mean amplitude of the compo-
nent to which it was added. Three different stimulus levels
were tested, in which the components had mean levels of 35,
55, and 75 dB SPL per component. Stimuli were generated
digitally, played through one channel of a 24-bit digital-to-
analog converter �TDT System III RP2.1� at a sampling rate
of 4096�10−5 s �about 24 414 Hz�. 1 The output was fed
into the right headphone of a Sennheiser HD 250 II Linear
headset. The stimuli were 200 ms in duration, including 30
ms cosine-squared rise/decay ramps.

Measurements were obtained both with and without
across-interval level randomization �rove and no rove, re-
spectively�. When rove was applied, the overall levels of the
stimuli were varied on every presentation through the use of
an external attenuator. The value of the attenuator was ran-
domly altered based on draws from a uniform distribution
with a 20 dB range and a 0.1 dB gradation.

B. Procedure

A modified two-alternative forced-choice task was used
to estimate thresholds, with trial-by-trial signal levels chosen
according to a three-down, one-up adaptive tracking proce-
dure estimating the 79% correct point on the psychometric
function �Levitt, 1971�. Observers were seated in a sound-
attenuating room and heard the three sounds separated by
400 ms. The standard was always presented in the first inter-
val. The signal and standard were presented in the second
and third interval, the order of which was selected randomly
with equal likelihood. Listeners indicated which interval

contained the signal stimulus by responding with a button
box. Feedback was provided to the listener following each
trial.

At the beginning of every track, the mean level of the
signal tone was set to 10 or 15 dB above an estimate of the
listener’s final threshold. The initial step size of the tracking
procedure was 4 dB, and after three reversals the step size
was reduced to 2 dB. The mean of the signal levels at the
last six reversal points �from a total of nine� was taken as
threshold.

C. Observer characteristics and order of data
collection

Four normal-hearing listeners, ranging in age from 21 to
30 years, participated. All listeners had pure tone audiomet-
ric thresholds less than 15 dB HL between 250 and 8000 Hz.
All observers were naïve to psychoacoustic experiments.

Observers received at least 2 h of practice on various
experimental conditions before data collection began. After
practice, a randomized block design was used to collect 12
threshold estimates per condition. For each observer, stimu-
lus level, number of components �N�, and rove type were
chosen at random. Four threshold estimates were obtained
for the condition selected, and then four estimates were ob-
tained for the other rove type. A new N was selected ran-
domly, and after all Ns were tested for the rove and no-rove
types, a new randomly chosen stimulus level was selected,
and the process repeated. After four thresholds were obtained
in all conditions, four new thresholds were estimated with
the conditions run in reverse order, and a final set of four
thresholds estimates was collected with conditions in their
original order. Thresholds reported here represent the aver-
age of the last eight threshold estimates in each condition.

III. RESULTS

Figure 2 shows thresholds averaged across the four lis-
teners as a function of the number of components. Sensitivity
consistently improves from N=3 to N=21. The rove data
indicate a larger change in threshold than the no-rove data
between N=3 and 21 �7.5 dB for rove and 2.8 dB for no

FIG. 2. Thresholds averaged across four listeners are plotted as a function of
the number of stimulus components. Filled and unfilled symbols denote rove
and no-rove data, respectively. The different symbols indicate thresholds
obtained at three different stimulus levels: 35, 55, and 75 dB SPL per com-
ponent. Error bars are standard errors of the mean.
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rove�. Rove thresholds are always higher than the no-rove
thresholds at the same N, indicating poorer sensitivity in the
rove conditions. All rove thresholds are below the detection
limit that would be expected if listeners used only intensity
cues for a single component �+2 dB; Green, 1988�, indicat-
ing that listeners used only spectral-shape cues in the rove
conditions.

A repeated-measures ANOVA with three within-subjects
factors—rove type, number of components, and stimulus
level—was used to establish the main effects and interactions
in the data set. Two significant main effects were revealed by
the ANOVA: Sensitivity was poorer for the rove condition
than for the no-rove condition �F�1,3�=187.86; p�0.001�,
and sensitivity generally improved with increasing numbers
of components �N; F�5,15�=3.60; p�0.03�. A two-way in-
teraction between rove type and N �F�5,15�=4.33; p�0.02�
suggests that the main effect of N is dominated by data in the
rove condition, with the rove data reflecting greater improve-
ments in sensitivity with increasing N �7.5 versus 2.8 dB�.
The data of Henn and Turner �1990� and Kidd et al. �1991�
directly contrast this finding; their studies showed a similar
change in threshold with increasing N for rove and no-rove
conditions. In both of their studies, increasing numbers of
components led to increases in the stimulus bandwidth and
not spectral density. Here, the stimulus bandwidth was fixed,
and increases in N led to increases in spectral density. The
different effects present between Kidd et al.’s �1991� data set
and the current data set suggest that rove impacts sparsely
spaced stimuli to a greater extent than densely spaced
stimuli. A significant three-way interaction �F�10,30�=2.70;
p�0.02� was also revealed.

In Fig. 2, the data obtained at the different levels overlap
greatly, indicating no effect of stimulus level on sensitivity
�F�2,6�=0.09; p=0.9� and, therefore, no evidence for the
near miss to Weber’s law. However, it was anticipated that
behavior reflecting the near miss to Weber’s law might be
evident only for very sparse stimuli �e.g., N of 3, 5, or 7� for
the no-rove conditions. Even at these small Ns, no-rove sen-
sitivity is similar regardless of the stimulus level tested, and
better performance at higher stimulus levels was only ob-
served with the three-component stimulus where thresholds
were 2.4 dB higher for the 35 dB stimulus than for the 75 dB
stimulus. The absence of the near miss to Weber’s law is not
consistent with a hypothesis that the auditory system relies
on changes in excitation at the edges of the peaks in the
excitation pattern to detect a spectral change. It seems more
likely that only the peaks in the excitation pattern are used
for discrimination.

IV. DISCUSSION

The results of the current experiment indicate that rove
decreased the sensitivity to changes in spectral shape more
for sparsely spaced stimuli than for densely spaced stimuli.
The near miss to Weber’s law also was not generally ob-
served in no-rove conditions for sparsely spaced stimuli.
This result implies that the auditory system does not greatly
rely on the edges of peaks to make spectral-shape discrimi-
nations in no-rove conditions. A logical consequence of that

result is that even when rove is not present, the peaks of the
excitation pattern are primarily used for spectral-shape dis-
crimination. Because it seems unlikely that roving levels
would encourage the use of the peak edges �as these are loci
of unreliable information�, it also follows that the poorer
sensitivity to changes in spectral shape under roving levels is
not due to changing shapes of the edges of the excitation
patterns. Thus, the larger effects of rove for sparse stimuli
may be due to the greater availability of single-channel in-
tensity cues for those stimuli.

Because reliance on the various cues that are available in
no-rove conditions would lead to different patterns of thresh-
old versus N, it can be determined which cues are used by
listeners for this task. First, the difference in overall level
between two stimuli with different spectral shapes could cue
the spectral-shape change. Second, the change in level within
the critical band of a single component might also cue a
spectral-shape difference, and finally, a spectral-shape cue is
also present. The use of each of these cues leads to different
predictions regarding the shape of the function relating no-
rove thresholds to N and also the effects of rove as a function
of N.

First, most profile-analysis data collected in the absence
of roving levels are inconsistent with an overall level cue. In
their seminal profile-analysis paper, Spiegel et al. �1981� ar-
gued that listeners must have been using a spectral-shape
cue, even in the absence of roving levels, because sensitivity
was too good to be explained by overall intensity cues alone.
Also, for stimuli in which the spectral-shape change is cre-
ated by incrementing the level of a component, increasing
the number of stimulus components necessitates a greater
increment to maintain a constant criterion for detection. As
more and more tones are added to the stimulus, the single
increment �and therefore threshold� would have to increase
to produce a constant change in overall level. In direct con-
trast to this prediction, spectral-shape discrimination data
measured in the absence of roving levels indicate that thresh-
olds decrease with increasing N �Henn and Turner, 1990;
Kidd et al., 1991�.

Second, if the decision variable is based on the change
in level within the critical band of the signal component and
additional stimulus components are ignored �i.e., single-
channel intensity cues�, sensitivity would be independent of
N under no-rove conditions �e.g., Green, 1992�. However,
the typically observed increase in sensitivity with increasing
N in the absence of rove also suggests that, while listeners
might use a single-channel level cue to some degree, it is not
the only cue present in no-rove conditions. Lentz and Leek
�2002� found support for this interpretation and argued that
both single-channel and spectral-shape cues are used in the
absence of rove.

If listeners use multiple cues in the absence of rove, it is
expected that rove could differentially impact spectral-shape
discrimination thresholds at various Ns. When rove is absent,
increasing N leads to an increase in the reliability of a
spectral-shape cue, and consequently, an increase in sensitiv-
ity. With this improved sensitivity comes a decrease in the
strength of the single-channel level cue, and listeners might
be required to rely less on that level cue. Then, when roving
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levels are imposed on these stimuli, the level cue is rendered
unreliable and listeners are forced to use only the spectral-
shape cue. If the single-channel auditory cue were more
available for the stimuli with few components, it would be
anticipated that rove would decrease sensitivity for the
stimuli with fewer components by a greater amount.

However, in contrast to the differential effects of rove
observed in this experiment, Henn and Turner �1990� and
Kidd et al. �1991� found similar effects of rove for all N.
Therefore, differences between the stimulus designs of the
three studies may have encouraged the differential use of
single-channel cues in the current experiment, but not in
Henn and Turner’s and Kidd et al.’s experiments under no-
rove conditions. The major difference between the present
experiment and Henn and Turner �1990� and Kidd et al.’s
�1991� studies is that, here, increases in the number of com-
ponents led to increasing spectral density, whereas in the
other experiments increasing N led to a wider stimulus band-
width. The greatest contrast among the studies is apparent for
the stimuli with few components. The frequency ratios of the
three-component stimulus are 5, 1.38, and 1.175 for the cur-
rent experiment, Henn and Turner’s experiment, and Kidd et
al.’s experiment, respectively. The wider frequency spacing
used in the current experiment may have encouraged listen-
ers to rely on single-channel level cues to a greater extent
than the other experiments. Spectral separation of frequency
components may allow a tone to be perceived as separate
from a complex stimulus. Moore and Ohgushi �1993� have
shown that the resolvability of components will affect
whether a listener can perceive a stimulus component as be-
ing separate from a complex stimulus. When components are
more closely spaced, it is much more difficult for listeners to
perceive the tone as separate. However, when components
are spaced distantly in frequency, the perception of tonal
separation is clearer. For the sparse stimuli used in the cur-
rent experiment, the separation between tones is much larger
than used by either Henn and Turner and Kidd et al. There-
fore, listeners �while not necessarily consciously perceiving
the 1000 Hz tone as being separate from the other tones� are
better able to use the intensity change of that component than
when the stimuli are spectrally dense.

The relative contribution of the single-channel, overall
level, and spectral-shape cues could differ depending on
stimulus construction, range of rove, and strength of the
spectral-shape cue. It appears, then, that a portion of the
increase in threshold due to roving levels might be attributed
to the contribution of single-channel intensity-based cues in
the no-rove conditions. It is likely that these cues may influ-
ence sparsely spaced stimuli to a greater extent than densely
spaced stimuli.

V. SUMMARY AND CONCLUSIONS

The current experiment indicated that roving levels de-
creased sensitivity to spectral shape more for stimuli with
sparse spectra than for stimuli with dense spectra. In addi-
tion, stimulus level had little effect on spectral-shape dis-
crimination thresholds. Taken together, these results suggest
that the auditory system selectively uses peaks in the excita-

tion pattern for discrimination, and that changes in the shape
of the excitation pattern at different levels do not contribute
to elevated thresholds due to rove. Greater availability of
single-channel intensity cues for stimuli with sparse spectra
than for stimuli with dense spectra might account for the
larger effects of rove on sparse stimuli.
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This letter analyzes the oscillation onset-offset conditions of the vocal folds as a function of
laryngeal size. A version of the two-mass model of the vocal folds is used, coupled to a two-tube
approximation of the vocal tract in configuration for the vowel /a/. The standard male configurations
of the laryngeal and vocal tract models are used as reference, and their dimensions are scaled using
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I. INTRODUCTION

The purpose of this letter is to analyze how phonation
onset-offset conditions change according to laryngeal size, as
in cases of phonation by men, women, and children. Since
the biomechanical parameters of the vocal folds, the interac-
tion between the vocal folds and airflow, and other terms of
glottal aerodynamics depend on the anatomical dimensions
of the glottis, variations of the oscillatory behavior of the
vocal folds as functions of those dimensions might be ex-
pected. Such variations might influence the strategies for
controlling voicing onset and offset during speech by women
versus men, and might be important for understanding the
development of laryngeal motor control in children.

In recent works, a version of the two-mass model of the
vocal folds �Ishizaka and Flanagan, 1972� was used to simu-
late speech production of adults �Lucero and Koenig, 2005�
and children �Lucero and Koenig, 2003� in the vicinity of an
abduction gesture. The objective was to determine control
strategies of voicing onset and offset used by speakers, and
detect possible differences between female, male, and child
speakers. There, an inverse dynamic approach was used, in
which the model was fitted to collected speech records. The
results showed that devoicing during the abduction-
adduction gesture for /h/ is achieved by the combined action
of vocal fold abduction, decrease of subglottal pressure, and
increase of vocal fold tension. Each of these actions has the
effect of inhibiting the vocal fold oscillation, suppressing it
when reaching an offset threshold. Also, more restricted os-
cillation regions for women than for men were detected,
probably as a consequence of their smaller laryngeal size.

To take a closer look at this result, the following sections
will analyze the oscillation threshold conditions versus laryn-

geal dimensions. We remark that our goal is not to develop a
new model or present detailed simulations of vocal output;
rather, this letter is a brief analytical exercise to explore
qualitative relations among laryngeal parameters in the well-
established two-mass model of the vocal folds.

II. MODELS

The larynx is modeled using our version of the two-mass
model �Lucero and Koenig, 2005�, schematically shown in
Fig. 1, coupled to a two-tube approximation of the vocal
tract in configuration for the vowel /a/ �Titze, 1994�. As in
our previous work, the standard values of the models’ param-
eters �Ishizaka and Flanagan, 1972; Titze, 1994� are used as
reference for a male configuration. To vary their size, a
single scaling factor � is used for all dimensions.1 According
to reported experimental data �Goldstein, 1980; Titze, 1989�,
an adult female configuration would then correspond to an
approximate factor of �=0.72, and a 5-year-old configura-
tion to �=0.64.

Masses are accordingly scaled by multiplying by �3, to
compensate for the volume change. For the tissue stiffness, a
constant elasticity modulus is assumed for all sizes. In this
case, the stiffness coefficient is directly proportional to the
cross-sectional area of the tissues, and inversely proportional
to their length. Hence, scaling of all dimensions by a factor �
implies that stiffness is also scaled by this same factor �see
also Titze and Story, 2002�. We also incorporate a Q factor
for the natural frequencies of the model �Ishizaka and Flana-
gan, 1972�, which may be used to control its oscillation fre-
quency. All masses are divided and stiffness coefficients are
multiplied by Q. Finally, a constant damping ratio � of tis-
sues is assumed for all sizes, which implies that the damping
coefficient r=2��mk �where m is the mass and k is the stiff-
ness coefficient� must be multiplied by �2. The use of a
single scaling factor for all dimensions and the assumptions
of constant elasticity modulus and damping ratio are conve-
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nient simplifications of the actual variations of size and tis-
sue composition among men, women, and children �e.g.,
Hirano et al., 1983; Titze, 1989�. Such simplifications are
justified by our intention to analyze the oscillatory behavior
of the vocal folds versus laryngeal size qualitatively, rather
than producing detailed simulations of vocal output.

Figure 2 shows plots of simulated oral airflow, as an
example of the model’s output. The simulations were ob-
tained by varying the glottal half-width from 0.02 to 0.1 cm,
and then back to the original value, following a sinusoidal
pattern. This variation pattern imitates the glottal abduction-
adduction gesture during the production of the utterance
/aha/ in running speech �Lucero and Koenig, 2003, 2005�.
All other parameters were kept fixed at their standard values.

Comparing the plots, we see that the male flow has
larger amplitude and lower fundamental frequency, as ex-
pected due to the larger size. As the size is reduced, the flow
amplitude decreases because of the increased glottal resis-
tance. Also, the oscillation frequency �computed from the ac
component of the flow, as described in Lucero and Koenig
�2005�� increases: From top to bottom, approximately 123,
165, and 187 Hz. Note that the oscillation frequency is

2�f =���k� / ��3m�= ��k /m� /�, and so it is inversely propor-
tional to �. The frequency differences are actually smaller
than expected, suggesting that the simplifications adopted
leave out some aspects of the population differences. In the
female case, the glottal pulses stop at the peak abduction,
and restart at the end of the following adduction, in a clear
oscillation hysteresis phenomenon. In the child case, the
glottal pulses stop even earlier than the female case, at a
lower value of the glottal width. The plots clearly show that
the oscillation region becomes more restricted as the laryn-
geal size decreases.

III. STABILITY ANALYSIS

The dynamics of the two-mass model in the vicinity of
its rest position has been analyzed in previous studies �e.g.,
Lucero, 1993; Steinecke and Herzel, 1995�. According to the
theory of dynamical systems �e.g., Perko, 1991�, the stability
of that position may be determined by taking the linear part
of the equations of motion in its vicinity. Simplifying those
equations by neglecting losses due to air viscosity, and as-
suming that the load presented by the vocal tract to the vocal
folds is negligible, we find an equilibrium position at the rest
position of the vocal folds. The linearized differential equa-
tions of the two-mass model around that position are

m1ẍ1 + r1ẋ1 + �kc + k1�x1 − kcx2 =
2d1lgPs

x0
�x1 − x2� ,

�1�
m2ẍ2 + r2ẋ2 + �kc + k2�x2 − kcx1 = 0,

where mi, with i=1, 2, are the masses, xi are their horizontal
displacements measured from a rest �neutral� position x0

�0,ri are the damping coefficients, ki and kc are the stiffness
coefficients, d1 is the lower mass width, lg is its length, and
Ps is the subglottal pressure. Introducing the size scaling
factor � and the Q factor, as explained earlier �i.e., doing the
substitutions mi→�3mi /Q ,ri→�2ri ,ki→�Qki ,d1→�d1 , lg

→�lg� and computing the characteristic equation of this sys-
tem, we obtai

�4s4 + �3Q��1 + �2�s3 + �2Q2��1
2 + �2

2 + �1�2�s2

+ �Q3��1�2
2 + �2�1

2�s + Q4��1
2�2

2 − �� = 0, �2�

where �1=r1 /m1, �2=r2 /m2, �1
2= �k1+kc−�� /m1, �2

2= �k2

+kc� /m2, �=kc�kc−�� / �m1m2�, �=2�d1lgPs / �Qx0�, and s is
a complex variable.

Changing next the variable to p=�s /Q, the above noted
characteristic equation simplifies to

p4 + ��1 + �2�p3 + ��1
2 + �2

2 + �1�2�p2 + ��1�2
2 + �2�1

2�p

+ ��1
2�2

2 − �� = 0. �3�

This last polynomial equation has the general form p4

+a1p3+a2p2+a3p+a4=0. According to the Routh-Hurwitz
criterion �Ogata, 1970�, a pair of complex roots cross the
imaginary axis from left to right when

a1a2a3 − a3
2 − a1

2a4 = 0. �4�

This fact signals the occurrence of a Hopf bifurcation, at
which the rest position becomes unstable and a limit cycle is

FIG. 1. Two-mass model of the vocal folds.

FIG. 2. Oral airflow patterns during a vocal fold abduction-adduction ges-
ture. Top panel: �=1 �male adult�, middle: panel �=0.72 �female adult�,
bottom panel: �=0.64 �5-year-old child�.
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produced, determining the onset threshold of the vocal fold
oscillation. Equations �3� and �4� show that the onset thresh-
old condition depends on the value of � only through ����:
note that when substituting the values of the coefficients ai in
Eq. �4�, � will appear within the expressions for �1 and �;
and further, that � will be the only factor related to �. For the
standard values of the parameters �Ishizaka and Flanagan,
1972�, Eq. �4� has a solution at �th=47.80 N/m. Using also
the standard values of d1 and lg, we have the threshold rela-
tion

��Ps

x0Q
�

threshold
= 6.83 	 105 N/m3. �5�

This relation indicates that, for smaller larynges �smaller
values of ��, the threshold value of the subglottal pressure to
start the vocal fold oscillation must be higher �larger Ps�, or
the vocal folds must be driven closer together �smaller x0, or
larger adduction�, or the vocal fold tissues must be more
relaxed �smaller Q�. Let us also note that factor � appears in
the expression for � due to the reduction in the medial sur-
face of mass m1, on which the air pressure acts �if this sur-
face were constant, then the previous conclusions would be
just the opposite�. Hence, smaller larynges have more re-
stricted phonation regions because their glottal surface is
smaller, and so they absorb less energy from the airflow to
fuel the vocal fold oscillation.

IV. PHONATION THRESHOLD PRESSURE

The analysis of Sec. III was done under the simplifying
assumption of neglecting the effects of air viscosity and vo-
cal tract loading. That simplification was necessary to permit
the analytical treatment, and obtain the qualitative relation
between size and main control parameters expressed by Eq.
�5�. However, the question naturally arises: what happens
when the model’s full equations are considered? We consider
here the oscillation threshold for the subglottal pressure;
similar results may be obtained for the thresholds on x0 and
Q.

To determine the oscillation threshold pressure, simula-
tions of vocal fold oscillation were performed, while varying
the subglottal pressure from 0 to 1000 Pa and back to 0 over
a period of 1 s, following a sinusoidal curve as shown in Fig.
3. The simulations were done using both the complete equa-
tions of the model, as given in our previous work �Lucero
and Koenig, 2005�, and also a simplified version without the
effects of air viscosity and the vocal tract, which matches the
conditions adopted in the previous stability analysis.

From the simulated glottal airflow, the rms amplitude of
its ac component was computed cycle-by-cycle, using a zero-
crossing algorithm with low pass filtering �Titze and Liang,
1993�. The oscillation onset was determined as the instant of
time at which the rms flow amplitude increased above a
threshold value of 1 cm3/s. Similarly, the offset was deter-
mined as the instant of time at which the rms flow decreased
below 1 cm3/s.

Figure 4 shows the computed values of the oscillation
thresholds for the subglottal pressure. We can see that there
are two different levels of the thresholds, one for onset, and

a lower value for offset. Both thresholds increase when the
larynx size is reduced, as predicted by Eq. �5�. The observed
differences between the theoretical values from the stability
analysis and simulated results for the same simplifying as-
sumptions �the squares in the plot� come from two sources.
One is the computing error inherent to the technique used to
detect the thresholds, which overestimates the time of oscil-
lation onset and underestimates the offset. Another source is
the time-varying subglottal pressure, which is assumed con-
stant in the stability analysis. It may be verified that the
slower its rate of variation, the closer the simulated results
are to the theoretical ones. We also note that the onset thresh-
old is higher when using the full equations �circles in the

FIG. 3. Simulation results to compute the oscillation threshold value of
subglottal pressure. Top panel: subglottal pressure, middle panel: glottal
airflow, bottom panel: rms value of the ac glottal airflow. The left and right
vertical lines mark the position of the oscillation onset and offset, respec-
tively.

FIG. 4. Oscillation thresholds of subglottal pressure. Circles: thresholds
when using the full equations of the model; squares: thresholds when ne-
glecting the effects of air viscosity and the vocal tract. In both cases, the
closed marks indicate the oscillation onset, and the open marks indicate the
offset. Full line: value predicted by Eq. �5�.
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plot�. One possible explanation is that pressure losses for air
viscosity have the consequence of leaving less energy to fuel
the oscillation, and therefore of increasing the onset thresh-
old.

V. CONCLUSIONS

In general, the results show that the oscillation condi-
tions of the vocal folds become more restricted as laryngeal
size is reduced. This restriction seems to result from a reduc-
tion of the glottal area in contact with the airflow, where the
energy is transferred from the flow to fuel the vocal fold
oscillation. According to this result, women will have in gen-
eral more restricted conditions for vocal fold oscillation due
to a smaller laryngeal size. This would explain their larger
occurrence of devoicing in glottal abduction-adduction ges-
tures �Koenig, 2000�. As the vocal folds are abducted, the
offset threshold position would be easier to reach for women
than men. Similarly, child vocal folds will have more re-
stricted oscillation conditions than adults. This restriction
could result in their higher values of subglottal pressures
observed during speech �e.g., Stathopoulos and Sapienza,
1993; Stathopoulos and Weismer, 1985�. In the literature,
higher subglottal pressures in children have usually been at-
tributed to higher resistances as a result of smaller airways,
although Stathopoulos and Weismer �1985� also suggested
that children may simply choose higher speaking volumes.
Our results seem to offer a different explanation for the
higher pressure values, or at least some motivation behind
Stathopoulos and Weismer’s suggestion: children may need
those higher pressures to get phonatory patterns within ac-
ceptable perceptual limits.

The results also suggest the possibility of different strat-
egies for speakers to achieve similar patterns of voicing
offset-onset during speech. Equation �5� confirms the results
of our previous paper �Lucero and Koenig, 2005�, indicating
that voice onset may be achieved by the combined action of
glottal adduction, increase of subglottal pressure, and de-
crease of vocal fold tension �for voice offset, the actions are
the opposite�. Thus, speakers �within a size group� could
adopt different vocal tract postures and adjust accordingly
the vocal fold tension to arrive at the same phonatory result.
Consistent with this hypothesis, our recent experiemntal data
from women �Koenig et al., 2005� provide evidence for in-
terspeaker differences in voicing control.

We remark that the above-noted conclusions must be
considered within the simplifying assumptions of the two-
mass model. For example, the stability analysis assumes a
constant subglottal pressure, independent of the glottal area.
This simplification derives from a constant lung pressure and
neglect of pressure variations in the subglottal airways. Re-
cent works �Neubauer et al., 2005� have detected a poten-
tially significant influence of the subglottal system on the
phonation thresholds, even suppressing onset-offset hyster-
esis effects. However, we believe that our main conclusions
should hold in general qualitative terms, when using more

sophisticated models. Certainly, the influence of the subglot-
tal system on phonation is an interesting subject, which de-
serves further exploration.
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Acoustic field predictions, whether analytical or computational, rely on knowledge of the
environmental, boundary, and initial conditions. When knowledge of these conditions is uncertain,
acoustic field predictions will also be uncertain, even if the techniques for field prediction are
perfect. Quantifying acoustic field uncertainty is important for applications that require accurate
field amplitude and phase predictions, like matched-field techniques for sonar, nondestructive
evaluation, bio-medical ultrasound, and atmospheric remote sensing. Drawing on prior turbulence
research, this paper describes how an evolution equation for the probability density function �PDF�
of the predicted acoustic field can be derived and used to quantify predicted-acoustic-field
uncertainties arising from uncertain environmental, boundary, or initial conditions. Example
calculations are presented in one and two spatial dimensions for the one-point PDF for the real and
imaginary parts of a harmonic field, and show that predicted field uncertainty increases with
increasing range and frequency. In particular, at 500 Hz in an ideal 100 m deep underwater sound
channel with a 1 m root-mean-square depth uncertainty, the PDF results presented here indicate that
at a range of 5 km, all phases and a 10 dB range of amplitudes will have non-negligible probability.
Evolution equations for the two-point PDF are also derived. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2062269�

PACS number�s�: 43.20.Bi, 43.20.Mv, 43.30.Bp �DKW� Pages: 2802–2810

I. INTRODUCTION

Acoustic predictions can be made using either analytical
or numerical means, with the latter continually allowing
more complicated environments and geometries to be tackled
��see Jensen et al. �1994��, for examples in underwater
acoustics�. However, even if perfect analytical or numerical
techniques are used, or model and numerical errors are neg-
ligible, the accuracy of either analytic or numerical acoustic
field predictions will be limited if the parameters describing
the acoustic environment and the boundary or initial condi-
tions used in the solution technique are uncertain. The effects
that uncertain environmental, boundary, or initial conditions
�hereafter referred to as input parameter uncertainties� have
on predicted acoustic fields is not readily ascertained from
the field prediction technique itself, and may depend in a
complicated and nonlinear manner on the particular input
parameters involved.

Quantifying the uncertainty in predicted acoustic fields
produced by input parameter uncertainties is potentially im-
portant for any application of acoustics that relies on a field
model to generate predictions. Such applications include
matched-field techniques in sonar, nondestructive evaluation,
bio-medical ultrasound, acoustic holography, and atmo-
spheric and other types of remote sensing. In these applica-
tions, mismatch between actual acoustic propagation and
predicted acoustic propagation may lead to erroneous results.
Plus, recent studies �Sha and Nolte �2005a�, �2005b�� have
determined that sonar detection performance is degraded in

uncertain environments. Given the accuracy of modern com-
putational techniques, predicted-field uncertainty may domi-
nate other sources of uncertainty, especially at higher fre-
quencies and longer source-receiver ranges where input
parameter uncertainties cause greater predicted-field uncer-
tainties. Thus, an underlying assumption made here is that
the interested acoustician has a means for predicting acoustic
fields but may not have any means to assess the uncertainty
of the predicted fields.

The primary purpose of this paper is to present a poten-
tially useful means for quantifying predicted-field uncer-
tainty arising from input parameter uncertainties. Here, un-
certainty is quantified in terms of a probability density
function �PDF�, and this PDF’s evolution equation is derived
using mathematical identities developed from the relevant
fine-grained PDF �Lundgren �1967�� and wave mechanics, in
a manner similar to that developed for the study of turbu-
lence �see Pope �2000��. This PDF approach is new to acous-
tics and the examples presented here are meant to be illus-
trative, not exhaustive. Indeed, analyzing predicted-field
uncertainty via PDFs is potentially challenging because the
relationship between uncertain-input-parameter PDFs and
the predicted-field PDFs may be complicated and nonlinear.
Furthermore, the additional and possibly difficult task of de-
termining a priori input-parameter PDFs is not addressed
here. Thus, future investigations that surpass the one reported
here will be necessary to determine the ultimate utility of
these PDF techniques for quantifying predicted acoustic-field
uncertainty.

The material presented here is a new application of the
PDF transport formalism developed for turbulence and tur-
bulent combustion. However, fundamental differences exista�Author to whom correspondence should be addressed.
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between turbulence PDFs and those in acoustic uncertainty
analysis. For example, the turbulent-velocity-fluctuation PDF
is intended to statistically describe actual fluid velocity fluc-
tuations. Hence, its form is constrained or limited by the
nonlinear physical conservation laws for mass, momentum,
and energy. In acoustic uncertainty analysis, the pressure-
field PDF is intended to statistically describe the possible
acoustic pressure fields that might arise from a set of input
parameter uncertainties. In the acoustic case, each possible
field obeys linearized versions of the conservation laws, but
the input parameter uncertainties themselves are nearly un-
constrained by conservation laws or other physical limits.
Therefore, acoustic-field-uncertainty PDFs are inherently
less constrained than turbulence PDFs. Although this may
mean that acoustic-field-uncertainty PDFs will be even more
elusive than turbulence PDFs, the prospects for developing
effective PDF prediction techniques for acoustics might ac-
tually be better than that for turbulence because the underly-
ing phenomena in the acoustic case are linear while turbu-
lence is inherently nonlinear.

For the present discussion, random and uncertain acous-
tic environments are not the same. The goal of the research
effort presented here is to quantify acoustic field uncertain-
ties in primarily deterministic environments where one �or
perhaps a few� input parameter�s� is �are� uncertain. To this
end, one- and two-dimensional cases of ideal range-
independent sound channels, each with a single uncertain
scalar parameter, are presented in Secs. II and III. Acoustic
propagation in random environments is different because it is
likely to require many uncertain input parameters. Consider a
random-depth range-dependent sound channel with constant
average depth. Here, a randomly rough bottom with a finite
horizontal correlation length would necessitate the inclusion
of an uncertain parameter �depth, slope, etc.� for each range
increment—for example, a roughness correlation length—
between the source and receiver. Thus, this situation could
entail many uncertain input parameters at long ranges. For
comparison, the example in Sec. III involves a sound channel
with a constant range-independent depth that is uncertain, a
situation described by a single random variable for any
source-receiver range.

Wave propagation in random media is commonly ana-
lyzed via moments of the acoustic �or electromagnetic� field
and an extensive literature exists for field-moment equations
for random media �see Uscinski �1977�, Ishimaru �1978��. It
is conjectured that the PDF methods presented here can be
formally connected to these established results when the un-
certain input parameters are sufficiently numerous and ap-
propriately distributed in space, and moments are extracted
from the appropriate PDF evolution equation. However,
proof of this conjecture is beyond the scope of this paper.

At least two other means for quantifying predicted-field
acoustic uncertainty and its impact on signal processing have
recently been reported. Sibul et al. �2004�, using maximum
entropy methods, discusses how randomness and uncertainty
in the environmental, boundary, and source parameters af-
fects the probability of detection of a narrowband sound
source. Finette �2005� describes how uncertainty can be im-
bedded into ocean acoustic propagation models through ex-

pansions of the input parameter uncertainties in orthogonal
polynomials. Both of these techniques, and the one described
in this paper, hold the promise of significant computational
efficiency compared to Monte Carlo simulations, the com-
mon and robust but computationally expensive means for
assessing field statistics in uncertain or random media.

For simplicity, this paper only addresses the PDF equa-
tions for time harmonic fields at radian frequency �. Thus,
two probability variables must be considered, R and I, the
real and imaginary parts of the predicted acoustic field, or A
and �, the amplitude and phase of the predicted acoustic
field. Here the former are emphasized over the later. An ad-
vantage of this PDF formulation of the predicted-field uncer-
tainty is that a PDF carries more information than its first
few moments alone. This advantage is particularly important
because the PDF of R and I may depart drastically from
joint-Gaussian even when the input parameter uncertainty is
Gaussian distributed. Extension of this effort to broadband
time-dependent pressure fields is possible but is not pursued
here.

The remainder of this paper is divided into four sections.
The next section presents the development of the predicted-
field PDF transport equation in one spatial dimension. This
equation is then solved for the case of uncertain wave num-
ber or sound speed. The third section extends the develop-
ment to two spatial dimensions and a numerical solution for
an ideal waveguide with uncertain depth is presented. The
fourth section shows how the techniques presented in the
first two sections can be extended to derive an equation for
the two-point predicted-field PDF. The final section summa-
rizes this effort, presents its conclusions, and describes pos-
sible extensions of this work.

II. PDF UNCERTAINTY ANALYSIS IN ONE SPATIAL
DIMENSION

The purpose of this section is to illustrate how an evo-
lution equation for the PDF of a predicted acoustic field can
be obtained from the fine-grained PDF �Lundgren �1967��
and one-dimensional wave propagation relationships for har-
monic waves. The resulting equation is then solved by direct
analytical means for acoustic waves propagating in an ideal
duct with uncertain wave number �or sound speed�. Here,
pressure has a harmonic time dependence with radian fre-
quency �, p�x , t�=Re�p̂�x�e−i�t� where p̂�x�= pR�x�+ ipI�x�,
and x is the spatial coordinate. The PDF of interest is the
one-point, joint PDF for the real and imaginary parts of the
pressure, fP�R , I ;x�, where R and I are the probability sample
space variables for the real and imaginary parts of the pres-
sure. Throughout this paper the letter f with subscripts will
denote a PDF. Capital-letter arguments will refer to probabil-
ity space variables and lowercase-letter arguments will refer
to field variables, spatial coordinates, or other parameters.

The evolution equation for fP�R , I ;x� can be obtained by
manipulating its fine-grained PDF, f–P, a function that can be
thought of as a single realization in the infinite ensemble of
trials represented by fP�R , I ;x� �Lundgren �1967��. In this
paper, and in PDF transport work in turbulence �Pope
�2000�� and turbulent combustion �Dopazo �1994��, the fine-
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grain PDF plays the role of a generating function that can be
transformed into fP�R , I ;x� by computing its expected value.
Here, the fine-grain PDF is written explicitly as a product of
Dirac delta-functions,

f–P = ��pR − R���pI − I� , �1�

and its expected value, denoted �f–P�, is

�f–P� = 	
−�

+� 	
−�

+�

��R̃ − R���Ĩ − I�fP�R̃, Ĩ;x�dR̃dĨ

= fP�R,I;x� . �2�

The properties of the fine-grained PDF and the structure of
its arguments allow it to be the basis for constructing math-
ematical identities involving its derivatives with respect to
the independent spatial and probability-space variables.
These identities for f–P can be converted to identities for
fP�R , I ;x� by computing an expected value. Then, substitu-
tion for the pressure-field derivatives appearing in the iden-
tity for fP�R , I ;x� from established wave-physics relation-
ships produces an evolution equation for fP�R , I ;x�. This
procedure is illustrated in the next few paragraphs of this
section, and in the first few paragraphs of Secs. III and IV.

An important identity for the fine-grained PDF can be
derived from Bayes’ theorem for any function or variable b
with probability space variable B:

�bf–P� = 	
−�

+� 	
−�

+� 	
−�

+�

B��R̃ − R���Ĩ − I�fBP�B,R̃, Ĩ�dBdR̃dĨ

= 	
−�

+�

BfBP�B,R,I�dB

= fP�R,I�	
−�

+�

B
fBP�B,R,I�

fP�R,I�
dB

= fP�R,I�	
−�

+�

BfB
P�B
R,I�dB

= fP�R,I��B
R,I� �3�

�see Pope �2000�� where fBP is the joint PDF of B, R, and I,
and fB
P is the conditional PDF for B given values of R and
I. Here the vertical bar denotes conditioning, i.e., �B 
R , I� is
the expected value of B given the information pR=R and pI

= I. This use of Bayes’ theorem involves the higher-level
distributions fBP�B ,R , I� and fB
P�B 
R , I�, which may not be
available in general. However, construction of these distribu-
tions and/or their moments may be possible when an analyti-
cal field model exists, as is shown in the remainder of this
section. Alternatively, models for the requisite conditional
moment �B 
R , I� may be developed directly as is done in
PDF work in turbulence �Pope �2000�, Lou and Miller
�2001�, Waclawczyk et al. �2004�� and turbulent combustion
�Dopazo �1994�, Pope �2004�, James et al. �2005��. A gen-
eral means for determining fBP�B ,R , I� or its moments is
beyond the scope of this paper.

For acoustic field uncertainty analysis, the most impor-
tant relationships that can be obtained from the fine-grained

PDF involve spatial derivatives. For example, partial differ-
entiation with respect to the independent spatial variable x
produces

�f–P

�x
= ���pR − R�

�pR

�x
��pI − I� + ��pR − R����pI − I�

�pI

�x

= −
�f–P

�R

�pR

�x
−

�f–P

�I

�pI

�x
, �4�

an identity for f–P. Here the prime denotes differentiation with
respect to the argument. Taking the expected value of Eq. �4�
and using Eq. �3� produces an identity for fP�R , I ;x�:

� �f–P

�x
� =

�fP

�x
= �−

�f–P

�R

�pR

�x
−

�f–P

�I

�pI

�x
�

= −
�

�R
� f–P

�pR

�x
� −

�

�I
� f–P

�pI

�x
�

= −
�

�R
 fP� �pR

�x

R,I�� −

�

�I
 fP� �pI

�x

R,I�� .

�5�

This identity can be converted into an evolution equation for
fP�R , I ;x� by introducing wave-propagation physics through
the pressure derivatives. Here, unidirectional plane-wave
�p̂�x��e+ikx� propagation relationships are used: �pR /�x
=−kpI and �pI /�x= +kpR, where k=� /c is an uncertain wave
number based on the uncertain speed of sound c. These
relationships allow the conditional moments in Eq. �5� to
be rewritten, ��pR /�x 
R , I�= �−kpI 
R , I�=−I�k 
R , I� and
��pI /�x 
R , I�= �+kpR 
R , I�=R�k 
R , I�, so it is converted into
an evolution equation for fP�R , I ;x�:

�fP

�x
= I

�

�R
�fP�k
R,I�� − R

�

�I
�fP�k
R,I�� . �6�

The remainder of this section presents a solution of Eq.
�6� for the simple case of an acoustic source with uncertain
amplitude and zero phase at x=0 that radiates plane waves in
the positive x-direction along an ideal constant-cross-
sectional area duct having a uniform but uncertain speed of
sound. The first step is to rewrite the derivatives in Eq. �6� in
terms of amplitude, A=�R2+ I2, and phase � �tan �= I /R�
using � /�R= �R /A�� /�A− �I /A2�� /�� and � /�I= �I /A�� /�A
+ �R /A2�� /�� to find:

�fP

�x
= −

�

��
�fP�k
R,I�� . �7�

For a known input frequency, �, the solution for fP�R , I ;x�
can be obtained in terms of the a priori PDFs for the uncer-
tain wave number fK�K� and the uncertain amplitude fA�A�.
The initial condition on fP is:

fP�x = 0� =
1

A
fA�A�����; �8�

the factor of 1 /A in Eq. �8� ensures the normalization:
��fP�x=0�AdAd�=1.

The primary difficulty in solving Eq. �7� comes from
relating the conditional expectation �k 
R , I� to the other in-
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dependent or dependent variables. For this simple case,
�k 
R , I� can be determined analytically in terms of �, x, and
fK�K�. Here, phases between 0 and +2� are considered, and
the range of the arctangent is set to �0,��. The relationship
between wave number and phase is thus

� = �tan−1�I/R� for I � 0

tan−1�I/R� + � for I � 0
� = mod�kx,2�� . �9�

Thus, for a given R and I, k must take one of the discrete
values:

Kn =
� − 2�n

x
, n = 0, ± 1, ± 2, . . . �10�

so the conditional PDF of k, fK
P, is a sum of �-functions
appropriately weighted by fK�K�:

fK
P�K
R,I� =
�n

��K − Kn�fK�Kn�

�n
fK�Kn�

, �11�

where the denominator factor merely provides the requisite
normalization. The conditional expectation in Eq. �7� can be
evaluated in terms of Kn and fK using Eq. �11�:

�k
R,I� = 	
−�

+�

KfK
P�K
R,I�dK =
�n

KnfK�Kn�

�n
fK�Kn�

. �12�

Formally, the summation is over all possible n; however,
only a finite number of the Kn occur where fK is nonzero and
this set of n is used in the summations.

The form of Eq. �12�, with Kn providing the dominant
combination of the independent variables x and �, motivates
a solution to Eq. �7� based on the Kn as separate variables:

fP = g�A,x��
n

h�Kn� . �13�

Here, g and h are unknown functions, and, as a recap: A
=�R2+ I2 is the pressure field amplitude, x is the lone spa-
tial coordinate, and Kn is the nth possible wave number
value at location x for a given value of R and I. Using Eq.
�13�, Eq. �7� becomes

�g

�x
�

n

h −
g

x
�

n

Knh� = − g
�

���k
R,I��
n

h�
= −

g

x

�

�Kn
�k
R,I��

n

h� , �14�

where derivative relationships, �Kn /�x=−Kn /x and �Kn /��
=−1/x, from Eq. �10� have been used as well. In Eq. �14�,
the unspecified dependence of �k 
R , I� and the argument of h
are both Kn, and � /�Kn implies term by term differentiation
of the sums that form �k 
R , I��nh. The two ends of Eq. �14�
can be used to find:

−
x

g

�g

�x
= � �

�Kn
�k
R,I��

n

h� − �
n

Knh����
n

h . �15�

The left side of Eq. �15� depends only on A and x, while the
right side depends only on Kn. Thus, both sides must equal a
constant yielding two equations:

−
x

g

�g

�x
= 	 �16�

and

1 + � �

�Kn
�k
R,I��

n

h − �
n

Knh����
n

h = 	 , �17�

where 	 is the separation constant, and the derivative rela-
tionship �� /�Kn���Knh�=�Knh�+�h has been used to ex-
pand the Kn-derivative in Eq. �15� to fill the �,�-brackets.
Equations �12� and �17� produce an equation for h:

�

�Kn
� KnfK

� fK

� h − � Knh� = �	 − 1� � h , �18�

where the n-designation has been dropped from the summa-
tions to save space. The value of 	 can be determined by
considering the form of the solution for x approaching zero.
Here, the pressure PDF must match the conditions at the
source where the phase is deterministic. Thus, as x→0 only
one value of n can contribute to the various sums, so the
terms in parentheses in Eq. �18� become: �KnfK / fK�h−Knh
=0 which means that 	=1, and more generally that:

� KnfK � h − � Knh � fK = 0, �19�

which is solved by simply setting h= fK. Returning to Eq.
�16�, 	=1 implies �g /�x=−g /x, which has the simple solu-
tion g�A ,x�= g̃�A� /x where g̃ is an undetermined function of
A alone.

Thus, the solution for the pressure field PDF is

fP =
g̃�A�

x
�

n

fK� − 2�n

x
� . �20�

Applying the initial condition, Eq. �8�, while recognizing that
for any distribution fK that goes to zero when its argument
goes to infinity,

lim
x→0
�1

x
�

n

fK� − 2�n

x
�� = ���� , �21�

allows the identification g̃= fA /A, so that the final solution
for this example is:

fp�R,I;x� =
fA��R2 + I2�

x�R2 + I2 �
n

fK tan−1�I/R� − 2�n

x
�

for I � 0 �22�

where 2�n in the argument of fK should be replaced by
2��n−1/2� when I�0.

The evolution of fP based on Eq. �22� for increasing x is
shown in the four parts of Fig. 1 for known amplitude Ao,
i.e., fA�A�=��A−Ao�, and a Gaussian wave number distribu-
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tion centered on 2� /
 with a standard deviation of
0.01�2� /
� for x=
 /3, 10
 /3, 58
 /3, and 178
 /3, where 

is the average acoustic wavelength. The figure renders fP in
an isometric view with the independent R and I axes lying in
a horizontal plane. The predicted-field amplitude is indepen-
dent of x, a direct consequence of the plane wave assump-
tion, while fP spreads in phase as x increases. The phase
starts out known, but as x increases, the uncertainty in wave
number results in a growing uncertainty in phase. This phase
uncertainty growth eventually saturates so that sufficiently
far from the source all phases are essentially equally likely.
At such distances, the value of the acoustic field calculations
for a coherent signal processing application would be se-
verely degraded. Thus, if more realism can be included, the
type of analysis presented here could lead to guidelines for
knowing when acoustic-field phase predictions are likely to
be useful.

Interestingly, the solution to this example problem, Eq.
�22�, could have been obtained by direct PDF transforma-
tions �see Papoulis �1965�� using known analytical results for
one-dimensional acoustic waves. Thus, the value of the pre-
ceding derivation lies in its illustration of the procedure for
generating and solving an equation for the evolution of fP. In
more complicated uncertain acoustic environments, direct
PDF transformation techniques may not be feasible, but
methods paralleling this one-dimensional example may still
be possible when exact or approximate values for the condi-

tional moments can be found. In particular, recent PDF-
method calculations of turbulence �Lou and Miller �2001�,
Waclawczyk et al. �2004�� and turbulent combustion �Pope
�2004�, James et al. �2005�� follow such an approach using
approximate models for the conditional moments.

III. PDF UNCERTAINTY ANALYSIS IN TWO OR MORE
SPATIAL DIMENSIONS

An equation for the evolution of fP in two or more spa-
tial dimensions can be found in a manner similar to that
given in the previous section where differentiation of Eq. �1�
is used to produce Eqs. �5� and �6�, except here the Laplacian
of the fine-grained PDF in Eq. �1�,

�2f–P = −
�f–P

�R
�2pR −

�f–P

�I
�2pI +

�2f–P

�R2 
�pR
2 +
�2f–P

�I2 
�pI
2

+ 2
�2f–P

�R�I
� pR · �pR �23�

is needed to create the appropriate mathematical identity for
fP,

FIG. 1. Isometric views of the probability density function, fP, for the real, R, and imaginary, I, parts of a unidirectional acoustic plane wave propagating in
an ideal duct with an uncertain wave number at four distances from the sound source. These results are based on Eq. �22�. Here the wave number uncertainty
has a standard deviation of 1% of the average wave number and Ao is the sound amplitude produced by the zero-phase plane wave source at x=0. The four
distances from the source are: �a� x=
 /3, �b� x=10
 /3, �c� x=58
 /3, and �d� x=178
 /3, where 
 is the average acoustic wavelength. The vertical axis is
linear not logarithmic.
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�2fP = −
�

�R
�fP��2pR
R,I�� −

�

�I
�fP��2pI
R,I��

+
�2

�R2 �fP�
�pR
2
R,I�� +
�2

�I2 �fP�
�pI
2
R,I��

+ 2
�2

�R�I
�fP��pR · �pI
R,I�� , �24�

and the Helmholtz equation, �2p̂=−k2p̂ is used to convert
this identity �Eq. �24�� into an evolution equation for fp.

�2fP = 2fP�k2
R,I� + R
�

�R
�fP�k2
R,I�� + I

�

�I
�fP�k2
R,I��

+
�2

�R2 �fP�
�pR
2
R,I�� +
�2

�I2 �fP�
�pI
2
R,I��

+ 2
�2

�R�I
�fP��pR · �pI
R,I�� . �25�

This is a general evolution equation for the PDF of acoustic
pressure when the wave number is uncertain; it is the three-
dimensional extension of Eq. �6�. It is derived solely from
identities and the Helmholtz equation, so it is applicable to
all geometries. Unfortunately, it contains four conditional ex-
pectations and three terms involving acoustic pressure gradi-
ents. These terms prevent a direct solution of Eq. �25� be-
cause they cannot be readily determined from the other
dependent and independent variables.

Without attempting to approximate or model the condi-
tional expectations, their effect on PDF evolution can be il-
lustrated by examining a solution to Eq. �25� based on direct
PDF transformation between the PDF of the uncertain input
parameter �an a priori PDF� and fp. In this example, a deter-
ministic acoustic point source radiates sound into an isos-
peed, uniform-density sound channel having uncertain chan-
nel depth D, a situation that has been the subject of a prior
study on environmental mismatch and matched-field pro-
cessing �Shang and Wang �1991��. The solution is con-
structed directly from the functional dependence of p̂ on D.

fP�R,I;r,z� = 	
−�

+�

��pR�r,z,D� − R���pI�r,z,D� − I�

�fD�D�dD . �26�

Here, r and z are the usual range and depth coordinates used
in underwater acoustics, the source is located at r=0 and z
=zs, fD is the a priori PDF of the depth, and p̂�r ,z ,D�= pR

+ ipI is given by

p̂�r,z;D� = iS�8�

r
exp− i

�

4
�

��
m

sin�kzm�D�zs�sin�kzm�D�z�
D�kzm�D�

exp�ikm�D�r�

�27�

�see Kinsler et al. �2000�� where S sets the source strength,
km is the mth mode’s horizontal wave number, and kzm is
the mth mode’s vertical wave number. The sound channel
geometry and parameters are provided on Fig. 2.

The primary difficulty in evaluating of Eq. �26� arises
from the delta functions which set fP�R , I ;r ,z� to zero at
nearly all points in the R-I plane. Thus, for a chosen spatial
location �r ,z�, the evaluation of Eq. �26� was done numeri-
cally by first finding the locus of points in the R-I plane
where fP�R , I ;r ,z� is nonzero. This locus traces a contour in
the R-I plane determined by p̂�r ,z ;D�=R+ iI as D is varied
from its lower to its upper extreme value. Nonzero, relative
values of fP�R , I ;r ,z� were then computed by assigning the
appropriate value of fD on this locus of points. The discon-
tinuities where the contour crosses itself were ignored. This
simple approach is computationally tractable for a single un-
certain parameter, but its computational effort grows expo-
nentially with the number of uncertain parameters.

Sample results are presented in Fig. 3 for a source with
acoustic frequency of 500 Hz, a sound speed of 1500 m/s, a
Gaussian distribution of depth having a mean of 100 m and a
standard deviation of 1 m, and source and receiver depths of
zs=z=50 m at nominal ranges of 200 m, 1 km, 5 km, and
20 km. In addition, only the first ten propagating modes were
included in the sum specified in Eq. �27� as a crude means of
modeling real-ocean bottom losses that preferentially attenu-
ate higher-order propagating modes.

The down-range evolution of fP shown on Fig. 3 has
several interesting features. Near the source, the field uncer-
tainty is low and fP resembles a delta-function spike in the
R-I plane, but it spreads along a thin curve as the range
increases. This curve is shown in Fig. 4 as an overhead view
of Fig. 3�d�. In this example, unlike in the one-dimensional
one, the spreading curve is neither circular nor centered at
the origin, and changes shape with range, so acoustic field
uncertainty occurs in both amplitude and phase. Further-
more, the shape of fP, most noticeably at the three longer
ranges, is quite different from the familiar bell-shaped distri-
bution of a joint Gaussian, indicating that an assumption of
Gaussian field statistics may be very inaccurate. Further-
more, for ranges greater than 5 km or so, all acoustic-field
phases have a non-negligible probability of occurring, and
there exists at least a 10 dB range of probable amplitudes, so
acoustic field predictions at a single point at such distances
might be considered too uncertain to be useful.

Revisiting Eq. �25� in light of the Fig. 3 results, it is seen
that this complicated behavior must arise from the character
of the conditional expectations, so any simplification or ap-
proximation to these expectations must keep this character

FIG. 2. The ideal range-independent sound channel and coordinate system.
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intact. However, if manageable expressions can be developed
for these expressions, then PDF evolution analysis has po-
tential as a useful tool for acoustic uncertainty analysis. Such
expressions have been developed in other fields where PDF
analysis has been applied �see Dopazo �1994�, Pope �2000�,
James et al. �2005��.

IV. MULTIPOINT PDF UNCERTAINTY ANALYSIS IN
TWO OR MORE SPATIAL DIMENSIONS

In acoustic array signal processing, the structure of the
acoustic field may be as or more important than the phase
and amplitude of the field at any particular point. Thus, the
two-point PDF of acoustic pressure might also be of interest
in uncertain acoustic environments. The following short deri-
vation presents the two-point version of Eq. �25�. Generali-
zation to n-point PDF equations can be obtained by appro-
priate extension of the following steps.

Following Lundgren �1967�, the equation for the two-
point acoustic field PDF, f12, can be built from the two-point
fine-grained PDF,

f–12 = ��pR1 − R���pI1 − I���pR2 − R���pI2 − I� �28�

where the extra numerical subscripts throughout this section
refer to the two field points, x1 and x2. Computing the Lapla-
cians of this equation with respect to the first and second
field points produces two equations like Eq. �23� with “1”
and “2” subscripts. Taking the expected value of these two
equations and substituting from the Helmholtz equation re-
sults in two equations for f12 with conditional moments that
depend on the complex pressure at x1 and x2. The first of
these equations is

FIG. 3. Isometric views of the probability density function, fP, for the real, R, and imaginary, I, parts of the acoustic field propagating in the ideal
range-independent sound channel of Fig. 2 with an uncertain depth at four distances from a 500 Hz sound source. These results are based on numerical
evaluation of Eqs. �26� and �27�. Here, the depth uncertainty has a standard deviation of 1 m, the average depth is 100 m, the source and receiver depths are
the same �50 m�, and R0= I0=S�8� /r �see Eq. �27��. The four nominal source-receiver ranges are: �a� r=200 m, �b� r=1 km, �c� r=5 km, and �d� r
=20 km. As in Fig. 1, the vertical axis is linear not logarithmic.

FIG. 4. Overhead view of Fig. 3�d�. The spread of fP is non-Gaussian even
though the a priori input PDF, fD, for the uncertain channel depth was
Gaussian. As in Figs. 1 and 3, darker shades imply higher probability.
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�I
2f12 = 2f12�k2
1,2� + R1

�

�R1
�f12�k2
1,2��

+ I1
�

�I1
�f12�k2
1,2�� +

�2

�R1
2 �f12�
�1pR1
2
1,2��

+
�2

�I1
2 �f12�
�1pI1
2
1,2��

+ 2
�2

�R1�I1
�f12��1pR1 · �1pI1
1,2�� �29�

where �. . .
R1 ,R2 , I1 , I2� has been abbreviated as �. . .
1,2�.
The second equation is identical to Eq. �29� with the “1”-
subscripts on �, pR, pI, R, and I replaced by “2”-subscripts.

For an N-dimensional geometry, the two-point PDF ex-
ists in a 2N-dimensional space consisting of all possible lo-
cations of both points �where the value of f12 at each point is
a function of R1, I1, R2, and I2�. The two equations for f12

describe its evolution in this space. For an n-point joint PDF,
there would be n such equations, with the expectations con-
ditioned on the pressure values at all n points.

V. SUMMARY AND CONCLUSIONS

This paper has presented a technique for constructing
the evolution equation for the probability density function
�PDF� of an uncertain harmonic acoustic field in an uncertain
environment. The technique was illustrated through ex-
amples involving one and two independent spatial dimen-
sions. One-point and multi-point PDFs and their equations
were considered. It has been assumed throughout this re-
search effort that the PDFs of uncertain acoustic fields con-
tain information that may be valuable in applications of
acoustics. The following three conclusions can be drawn
from this effort.

First, the wavelength scaling for distances, or ranges,
that arises in both examples suggests that the behavior of the
acoustic-field PDF for fixed frequency and increasing
range—as investigated here—will be essentially the same for
fixed ranges and increasing frequencies. Thus, even for small
input parameter uncertainties, there will be a range at any
fixed frequency, or a frequency at any fixed range, beyond or
above which the use of a perfect acoustic field model may no
longer be useful for predicting the phase of the acoustic field.
Thus, the present harmonic-field results provide some insight
into broadband-sound acoustic uncertainty, even though it
was not explicitly addressed.

Second, uncertain wave propagation involving one or
more independent spatial dimensions may not be adequately
described by an expected value and a variance �the first two
moments of a PDF�. In the two-dimensional example pro-
vided in Fig. 3, the resulting PDF is far from joint-Gaussian,
even when the only uncertain input parameter is Gaussian.
Although this effect may be less pronounced if a larger num-
ber of uncertain input parameters is considered, it prevents
an immediate retreat to field-moment-based techniques, like
those used for wave propagation in random media, for acous-
tic uncertainty analysis. Additional investigation could deter-

mine if the predicted-field PDF approaches Gaussian behav-
ior when more input parameters are uncertain.

Third, the PDF equations derived here contain compli-
cations that were partially overcome in the two examples
through the existence of an analytical field model. Significant
complications arise, however, in realistic geometries where,
at best, a computational field model is available. When there
is no invertible, analytic relationship between the uncertain
parameters and the pressure, the PDF evolution equations
contain terms that cannot be explicitly evaluated. If tractable
and robust expressions can be found for these terms, the
methods described here may become useful tools in acoustic
uncertainty analysis.

As a final note, the equations presented herein are not
the only candidates for describing the evolution of acoustic-
field PDFs. For example, when the acoustic waves travel in
nearly the same direction, a PDF equation could be devel-
oped from the parabolic approximation to the Helmholtz
equation instead of from the Helmholtz equation itself. The
different conditional expectations that arise in such an effort
may prove to be more or less tractable in certain situations.
Uncertainty in acoustic-ray equations could also be analyzed
by the PDF-equation construction approach described here.
In addition, this approach might be successfully applied to
other fields where physical laws are stated via partial differ-
ential equations for relevant field quantities such as electric-
ity and magnetism, wave propagation in solids and other
media, or physical systems involving thermal or species dif-
fusion. In general, not all PDF equations so generated can be
applied to boundary value problems, but they might still pro-
vide insight into the origins and propagation of uncertainty in
a variety of physical systems.
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Doubly focused backscattering from finite targets in an Airy
caustic formed by a curved reflecting surface
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Caustics can be formed in the water column when sound scatters off a curved-reflecting surface such
as the ocean floor or surface. The simplest caustic is an Airy caustic formed by the merging of two
rays. Small targets lying in or near Airy caustics have backscattered echoes that can be focused both
to the target and upon return. For a point target, the doubly focused backscattering amplitude is
proportional to the square of an Airy function whose argument depends on the target location
through the changes in relative return times of contributing rays. For a finite sized target, the
symmetry is broken and the amplitude unfolds into a hyperbolic umbilic catastrophe. The arguments
for the hyperbolic umbilic function are calculated using the relative return times of transient echoes.
These doubly focused echoes can lead to amplitudes larger than that of direct or singly focused
echoes �echoes which focus once, either to the target or upon return�. Experiments using a
cylindrical half-pipe as a reflecting surface confirm these predictions. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2046867�

PACS number�s�: 43.20.El, 43.30.Gv, 43.20.Dk �TDM� Pages: 2811–2819

I. INTRODUCTION

In a prior paper,1 the authors studied the enhanced back-
scattering due to single focusing caused by a nearby curved
surface. The signal returned to a source/receiver from a tar-
get residing in an Airy wave field was studied for the case
where there is focusing for either the outgoing signal or the
incoming one. This paper treats the case of a target when the
signal is focused both to the target and upon return. The
solution for a point target with this double focusing is pre-
sented first. A finite sized target involves an additional com-
plication; the target can reside not only in the shadow region
or the insonified region, but may reside partially in each
region. This situation is emphasized in this paper.

Prior research associated with sound reflected from
curved surfaces in water has emphasized the description of
the caustics and associated wave fields2–4 and the statistical
properties of the intensity fluctuations.5,6 The branch of sin-
gularity theory commonly known as catastrophe theory pro-
vides a framework for describing the wave fields.7–10 Caus-
tics are also produced in the refractions and reflections of
sound associated with long-range propagation, and catastro-
phe theory is successfully applied to those situations. These
types of caustics also contribute to volume reverberation.11

Although in many situations the reverberation from reflect-
ing surfaces may be considered noise or interference, fo-
cused reflections can be used to enhance the amplitude of the
backscattering.1

In order to study these doubly focused echoes, the same
geometry in the previous paper1 is used and figures in that
paper can be referred to for additional clarification. A projec-
tion down the axis of the cylindrical reflecting surface with a
point target and source/receiver is shown here in Fig. 1. The

source/receiver and the target are separated in the Z direction
to prevent reverberation from unwanted additional echoes. In
Fig. 1 the target is in the completely insonified region on the
left side of the caustic, shown as a light gray line. In this
region there are three rays connecting the target to the
source/receiver. There is a direct ray, and two rays which
reflect off the cylindrical surface. As the target is moved
from this region into the shadow region to the right of the
caustic, the two rays reflecting off the surface merge at the
surface and vanish. Additional studies on the scattering and
wave fields within circular cylinders can be found in the
literature.12–14

The various rays extending from the source/receiver to
the target and back to the source/receiver will be identified in
the same manner as in the previous paper.1 The ray traveling
directly to the target and back without reflecting off the sur-
face is called the direct ray �D�. Two rays travel directly to
the target and return by reflecting off one of two points on
the surface. Two additional rays, degenerate to these, travel
in the opposite direction giving four single bounce rays �SB�.
The shorter two of these paths are labeled SB1 and the
longer, SB2. Double bounce rays �DB� are rays which reflect
off the curved surface twice, once on the way to the target
and once on return. There are also four of these paths, one
taking the shorter path in both directions �DB1�, one taking
the longer path in both directions �DB2� and two degenerate
rays taking the shorter in one direction and the longer in the
other, the cross double bounce �XDB�.

For the experiments and discussions here the target
moves from the shadow region into the fully insonified re-
gion crossing an Airy, or fold, caustic7–10,15,16 along the way.
Airy caustics in the reflected wave field involve the merging
of two rays and are modeled using cubic distance functions
because that function has the appropriate evolution of sta-
tionary points. In the insonified region both roots for the ray
location are real and in the shadow region they are both

a�Now with: NSWC-Panama City, Code R-21, 110 Vernon Ave., Panama
City, FL, 32407; electronic mail: benjamin.dzikowicz@navy.mil
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imaginary. Directly at the caustic, the roots are real and iden-
tical. When sending a short pulse from the source/receiver
each of these rays can be identified. In Fig. 2 the target is
located on the caustic and three returns are seen: the direct
return, the single bounce returns, and the double bounce re-
turns. With the target at the caustic, each of the two groups of
reflecting rays has merged and enhancements relative to the
direct return can be seen. The merging of the DB rays gives
the greatest enhancement since they have been doubly fo-
cused. In Fig. 3, with the target in the insonified region tran-
sient echoes can be identified for each of the separate rays.
The XDB returns and both of the SB returns each represent
two degenerate rays. The experimental conditions and tech-
niques used to obtain these plots are explained in Sec. IV.

II. THEORY

This analysis concerns the situation where the incident
pulses are of sufficient duration so that certain ray contribu-
tions overlap in time at the hydrophone. The resulting super-
position echoes produce a sequence of quasisteady state sig-

nals shown in Fig. 4 and in Fig. 5 of Ref. 1. In order to find
the pressure at the receiver due to the merging of the rays,
the following expression is used:

p�0,0,z� �
ik

2�z
�

−�

� �
−�

�

A�x,y�eik��x,y�dx dy . �1�

This corresponds to a fixed receiver location of a more gen-
eral expression.9 Throughout the paper, lowercase letters will
be used to describe the Cartesian coordinates of a wave field,
whereas the capital letters, X, Y, and Z, will be used to de-
note the Cartesian coordinates of the target. The convention
e−i�t is used to denote the time dependence of the quasista-
tionary signal and k=� /c. The field point at the receiver is
chosen on the z axis. It is illuminated in the far field by an
incoming wave that can be attributed to a virtual wave front
defined by a distance function ��x ,y� and amplitude A�x ,y�.
The wave front is described as virtual since it is specified at
a location beyond the curved reflecting surface. The function

FIG. 1. In this projection down the z-axis, a point target located on the
illuminated side of the Airy caustic shows two reflected rays connecting the
target and the source/receiver. With the target to the right of the caustic,
there are reflected rays to the target. The caustic is shown in light gray.

FIG. 2. The envelope of recorded echoes for a single short pulse with the
target lying near the caustic. Both the singly �SB� and doubly �DB� focused
echoes can be seen along with the direct one. Note the enhancements asso-
ciated with focusing.

FIG. 3. With the target in the fully illuminated area the envelopes of the
individual echoes can be seen from a short pulse. The SB1 and SB2 returns
and the DB1, XDB, and DB2 echoes were merged when the target was near
the caustic giving the enhancement seen in Fig. 2.

FIG. 4. A typical backscattered return with the target near the caustic. Each
of the three types of return can be seen. The direct reflection �D�, the singly
focused returns �SB�, and the doubly focused returns �DB� can be seen.
Each focusing gives a greater return than the one before it. The Hilbert
transform is used to find the envelope of the return also plotted here. The
target radius was 30 mm and ka�30.

2812 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Dzikowicz and Marston: Doubly focused backscattering in Airy caustics



� �sometimes described as the generating function� gives the
distance from the receiver at �x ,y ,z�= �0,0 ,z� to a point on
the wave front in some reference frame. Equation �1� is used
to calculate the backscattered echo and this paper concerns
itself with finding ��x ,y� and A�x ,y� for the merging of DB
rays and applying the integral to the experimental results.
The functions, ��x ,y� and A�x ,y�, also depend on the target
coordinates X, Y, and Z.

A. Singly focused solutions

Previously,1 the backscattered pressure for the merging
of the SB rays was found using a cubic distance function,

��x,y� = �x3 + �x + �y2 + z0, �2�

and A�x ,y�= p0 assuming the amplitude does not vary sig-
nificantly over the wave front. These assumptions lead to a
backscattered pressure of

p�Q� � −
i�1/2k1/6p0

z0�3��1/3�1/2 exp�i�kz0 +
�

4
	


�Ai�− �3

4
�	tSB	2/3	 . �3�

The locations of the source/receiver and the target are de-
noted by Q. Since the determination of � and � is not central
to the following discussions and only the relative magnitudes
can be determined using the experiment described in the fol-
lowing section, Eq. �3� can be written more simply,

�pSB�Q�� = S�1/6�Ai�− �3

4
�	tSB	2/3	� , �4�

where S is determined experimentally and is in units of
pressure� time1/6. As explained in Ref. 1, the prefactor
neglects any � dependence of the intrinsic scattering by
the target. The argument of the Airy function
−��3/4��	tSB�2/3 has been written as a function of the dif-

ference in return times of the two SB times. These return
times can be found experimentally using short pulse return
times as in Fig. 3 or by applying a numerical ray finding
algorithm.17 The latter method is more desirable and is
used here since the finiteness of the short pulses makes
these times difficult to resolve. The time difference, 	tSB,
is seen in Fig. 5 as the difference in the return times
between SB2 and SB1.

B. Doubly focused point target solution

The merging of the three DB echoes for a point target is
relatively straightforward. There are four rays merging at the
same place �Fig. 1, and recall the center return, XDB, is
degenerate�. The same �	tDB describes both mergers with
XDB and the form of the pressure for double bounce focus-
ing is proportional to the square of the SB result given in Eq.
�4�,

�pDB�Q�� � D�1/3�Ai�− �3

4
�	tDB	2/3
�2� . �5�

D is an experimentally determined coefficient in units of
pressure� time1/3. This simple result is for a point target. It
is important to note that the frequency dependence of the
coefficient in Eq. �4� goes like k1/6 contrasting with the
k1/3 dependence on the DB result. Some qualifications on
what is meant here by a point target are appropriate. The
target must be sufficiently small relative to the surface
radius of curvature that the modifications introduced by
the result in Eq. �24� may be neglected. Since the prefac-
tor neglects any � dependence of the intrinsic scattering
by the target, the target must not be too small and there
are conditions on the material properties. For Styrofoam
targets used in the experiment it is necessary for ka to
exceed 8 to neglect the � dependence. The spheres used
were sufficiently large that they could not be treated as
point scatterers.

C. Doubly focused finite target result

The measured return times for a short pulse, as in Fig. 5,
are difficult to analyze because of the finite nature of the
pulse, especially at the caustic where the echoes interfere
with each other. The short pulses are not perfectly transient;
their echoes overlap when they are close together and result
in interference between the return times, such as between the
SB1 and SB2 times in Fig. 5. Furthermore, the transient sig-
nals are distorted near caustics.9,15 In order to evaluate the
return times, a numerical ray finding technique was
developed.17 This allows calculation of the theoretical return
times in Fig. 5 as well as plots of the rays and the targets
�Figs. 1, 6–8, and 10� to help understand the nature of the
ray mergings.

For a point target, geometry shows that �	tDB is the
same for both the DB mergings. Figure 5 shows that this is
not the case either experimentally or with the numerical ray
finding technique. That is, the return time difference between
DB2 and XDB is less than the difference between XDB and
DB1. Figure 5 also shows that the DB rays do not merge at
the same target position as the SB rays do as expected by

FIG. 5. Round trip return times for a short pulse plotted with respect to the
target position as it moves across the caustic. The solid lines are the calcu-
lated return times using a numerical ray finding technique. �Due to limita-
tions in the technique there are points missing near the caustic.� Each of the
different types of returns is labeled: the lone direct return �D�, two single
bounce �SB� returns, and the double bounce returns �DB and XDB�. The
target radius was 30 mm. The points are extracted from local envelope
maxima as explained in Ref. 1.
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analysis of a point target. Behavior of the different types of
rays is determined by close examination of the results of the
numerical ray finding algorithm. As the target moves from
the shadow region to the fully insonified it goes through
seven distinct regions where different numbers of rays pass
between the source/receiver and the target. A ray touching a
caustic focuses as it touches the caustic surface, this leads to
a phase advance of � /2.18–20 This is important when exam-
ining limits when the rays are far apart.

1. Shadow region

In this region, there are no rays save the direct one. The
target can lie partially in the insonified region of the Airy
caustic and still be in the shadow region since there are no
roundtrip rays to the receiver. Thus, even though there are
rays traveling to the target they do not reflect off it in a way
that returns them to the receiver.

2. DB merger 1

As shown in Fig. 6, the first echo to appear is DB. Since
it does not strike at the same location as the direct ray, there
is no way for it to return except along the path it arrived.

Thus, there is no SB ray associated with it. This ray appears
at a point on the target on the lit side of the caustic surface
but does not appear on the caustic itself, nor does it touch a
caustic and pick up a phase advance.

3. Middle region

After the first merger the DB ray splits in two. Each of
these DB rays strike the target normally. Thus, there is no
XDB ray in this region. Neither of these rays touch a caustic
so there is no phase shift for these rays in this middle region.
As the target passes through this region, one of the rays
moves toward the caustic and one moves away. The ray
moving toward the caustic eventually hits it and when it
does, an XDB ray appears.

4. DB merger 2

In Fig. 7, the XDB ray has just formed at the source/
receiver caustic. This happens when the one normal DB ray
touches the caustic at the target. In addition, as the normal
DB ray moves away from the caustic it has picked up a phase
shift, as it now touches the caustic.

5. Fully lit DB region

Figure 8 shows the target in the lit region with all the
DB rays distinct. Here we have the same rays as expected
from the point target analysis with the same caustic touches.

6. SB merger

After all the DB rays have appeared there is a merger of
the SB rays. Here the rays appear on the caustic of the
source/receiver. This is merger was the subject of the prior
paper.1

7. Fully lit region

After crossing the SB merging position, all the rays have
appeared. The now fully separated SB rays act the same as in
the point case, that is, one of them touches a caustic and the
other does not.

FIG. 8. A projection down the z axis with the large target. The source/
receiver is located at �−0.13,0.025,0� m and the target at �0.071,
−0.036,0.409� m. The caustic due to the source/receiver is shown in light
gray. Here all the DB rays have appeared and can be seen clearly. There are
the same five returns: the direct echo, the two normal DB echoes, and two
degenerate XDB echoes.

FIG. 6. A projection down the z axis with the large target. The source/
receiver is located at �−0.13,0.025,0� m and the target at �0.0639,
−0.036,0.409� m. The caustic due to the source/receiver is shown in light
gray. Here the first ray appears: a DB ray striking the target normally. There
are two returns here, the direct echo and the one DB echo.

FIG. 7. A projection down the z axis with the large target. The source/
receiver is located at �−0.13,0.025,0� m and the target at �0.065,
−0.036,0.409� m. The caustic due to the source/receiver is shown in light
gray. Here the two DB rays have separated and there are three returns: the
direct echo two DB echoes.
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Imagine the sphere size going from a point to some fi-
nite size well within the insonified region; that is, going from
Fig. 1 to the situation in Fig. 8. Allowing for degeneracy,
there must still be four DB rays. However, the rays may be
shifted because the contact angles on the sphere’s surface
have equal incident and reflection angles. Note that the rays
appear in order of contact angles: the DB rays reflect nor-
mally, the XDB at a slight angle, and the SB rays at a much
larger contact angle.

A catastrophe function must be found with the correct
number and type of stationary points as described earlier to
be used as the distance function, ��x ,y�, in Eq. �1�. Thom7

tabulated the standard catastrophe functions, and study of
these indicates that the hyperbolic umbilic matches the sta-
tionary points in the proper way8,9 with a u and v depen-
dence of the form:

F�u,v� = u3 + v3 + auv + bu + cv . �6�

This has regions of zero, then two, then four rays �recall the
XDB ray is degenerate�. This is the only catastrophe function
that has the proper ray sequence and the proper point target
limit. In order to get the proper degeneracy one must set b
=c. Figure 9 shows the evolution of the hyperbolic umbilic
as b=c is varied and the stationary points appear. Literature
provides additional discussion on this type of catastrophe
function as well as plots in different spaces.21–23

To ease the upcoming transformations a term having the
form of Eq. �6� is inserted for k� in Eq. �1�. The result is
written with A�x ,y�= p0 taken to be constant:

pDB�Q� �
− ik1/3p0

2�
2z0
�

−�

� �
−�

�

ei��u,v�du dv �7�

with

��u,v� = u3 + v3 + auv + bu + bv + d + kz0. �8�

Equation �8� is in the standard form given by Thom. The
variables u and v along with the function ��u ,v� are dimen-
sionless; this is accomplished by inserting the constant 

with units of length to the minus two-thirds. The overall
phase, d+kz0, contains the distance to the reference plane,17

z0, and a constant d to simplify an upcoming transformation.
To make this equation useful the pressure must be written as
a function of ray return-time differences, 	tDB1 and 	tDB2.
These time differences are shown in Fig. 10, which depicts a
blow up of the DB merging region as drawn by the numeri-
cal ray finding program.17 Equation �8� proves unwieldy so a
different space with one-to-one mapping suggested by Pos-
ton and Stewart24 is used,

��ṽ, ũ� =
ũ3

6
+

ũṽ2

4
+ B�ũ2 + ṽ2� + f ũ + kz0 �9�

with

u =
1

2
�2

3
	1/3�ũ +

ṽ
2

+ 3B	, v =
1

2
�2

3
	1/3�ũ −

ṽ
2

+ 3B	
�10�

and

a = 21/332/3B, b = � 3
2�1/3� f − 3

2B2� ,

�11�
d = − 3B� f − 3

2B2� = − ab .

Now B and f must be found in terms of 	tDB1 and 	tDB2.
The conditions for the stationary points are found and

matched to the transient echo time data. First, the derivatives
of Eq. �9� are found and set to zero, then making the substi-
tution f =−f�+2B2 to simplify the algebra; the roots are then

ũ± = − 2B ± �2f�, ṽ± = 0 �12�

and

FIG. 9. Contour plots of the hyperbolic umbilic function for constant a with
b=c. Stationary points are marked with a star. Going left to right, top to
bottom: shadow region �no stationary points�, after merger 1 �two stationary
points one maximum and one saddle�, just after merger 2 �four stationary
points a max, a min, and two saddles�, deep in the lit region �four stationary
points a max, a min, and two saddles�. Lighter contours are higher values.

FIG. 10. Double bounce merging for the large target. This is a blowup of the
numerical portion of the mergers shown in Fig. 4. It shows the double
bounce returns and the return time differences used to calculate the argu-
ment of the hyperbolic umbilic function.
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ũ0 = − 4B, ṽ0 = �4�f� − 2B2� . �13�

The root in Eq. �13� is doubly degenerate, indicating that
there can be up to four stationary points.

These locations can be plugged back into the dimension-
less distance function, Eq. �9�:

�0 = kz0 − 8
3B3 + 4Bf� �14�

and

�± = kz0 −
4B3

3
+ 2Bf� �

�2f��3/2

3
. �15�

Examination of �14� and �15� reveals that �± can be written
partially in terms of �0,

�± =
kz0 + �0

2
�

�2f��3/2

3
. �16�

The echo time differences labeled in Fig. 10 are the ones
used to find the coefficients B and f� and thus a, b, and d.
The earliest echo time in that figure is �− and the latest �+.
The degenerate XDB echoes are in between them and mod-
eled by �0.

The relevant nondimensional combination of time differ-
ences are written as

 = �	tDB1 + �	tDB2, � = �	tDB1 − �	tDB2. �17�

When written in this manner these parameters can be de-
scribed by what they represent physically;  is responsible
for the overall merging rate and � regulates the asymmetry of
the merger of rays. Thus, � is a function of the finiteness of
the target, if the target size vanishes so does �. These tem-
poral echo relationships can then be written in terms of the
dimensionless distance functions:

 = �+ − �−,

�18�
� = ��0 − �+� − ��− − �0� = 2�0 − �+ − �−.

Then putting these in Eqs. �14�–�16� gives

 = 2
3 �2f��3/2, � = �0 − kz0 = − 8

3B3 + 4Bf�. �19�

Using these results and Eq. �11� along with the f� sub-
stitution the steps to find coefficients a, b, and d in the fully
lit region can be obtained. As explained in Sec. III, a must
vanish with �. Thus,

1. a is the root, which vanishes when � vanishes, of

4
27a3 − 2/3a + � = 0. �20�

2. Using a from the above, b is then found using

b = − 31/3� 3
8�2/3 + 1

12a2. �21�

3. The condition on d becomes,

d = − ab . �22�

The cubic equation in Eq. �20� can be solved,17 but this
form suffices for the discussion here. These coefficients can
be put into Eqs. �7� and �8� to give the pressure in the fully lit
region. Since these coefficients are undefined in the other
regions �shadow region or the middle region between the
mergers� they must be extrapolated into these regions.

III. ANALYSIS

The integral needed to solve for the pressure given in
Eq. �8� is not trivial. In general, for these types of integrals,
the region where the phase varies slowly is identified and
numerically calculated then asymptotic solutions are used for
the remainder of space.25,26 Since a is expected to be small

we can use a method given by Uzer et al.27 to take advantage
of the Airy function results. They define

U�a,b,c� =
1

�2��2�
−�

� �
−�

�

ei�x3+y3+axy+bx+cy�dx dy . �23�

With this definition a simpler form of Eq. �7� can be written
in the same manner and for the same reasons as Eqs. �4� and
�5�,

�pDB�Q�� = D�1/3�U�a,b,b�� , �24�

where again, D is an experimentally determined coefficient
in units of pressure� time1/3.

For small a the function U�a ,b ,c� goes over to two Airy
functions and can be written as a series in an /n! as shown by
Connor,28

U�a,b,c� = 3−2/3�
n=0

�
�− i3−2/3a�n

n!
Ai�n��3−1/3b�Ai�n��3−1/3c� ,

�25�

where Ai�n��w� is the nth derivative of the Airy function.
To find the derivatives of the Airy function the Airy dif-
ferential equation can be used,29

w��z� = zw�z� , �26�

to give the recursion relation

Ai�n��w� = �n − 2�Ai�n−3��w� + wAi�n−2��w� . �27�

An algorithm is written using this method to calculate
U�a ,b ,c� and confirmed by comparison to published
results.27 This form of the integral is also useful to demon-
strate some of the limits of the result.

The most obvious limit to consider is the point target
limit. Consider what happens to  and � for a point target.
By geometry and as discussed earlier, the two echo time
differences ��	tDB1 and �	tDB2� are equal for a point target.
Thus � vanishes and  is simply written 2�	tDB. Then the
arguments of the hyperbolic umbilic integral become

a = 0, b = − 31/3� 3
4�	tDB�2/3, d = 0. �28�

Approximating U�a ,b ,c� for small a by taking only the first
term, the correct point target limit given by Eq. �5� is found.
The integral in Eq. �23� was previously analyzed9 for a=0
for the purpose of explaining aspects of the scattering of
light by spheroidal drops.21
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Less obvious limits bearing investigation are the large
argument limits. As the rays get further and further apart in
time and space, they behave more like individual rays. This
should be reflected in the large argument limits of each of the
magnitudes. Starting with the large target limit of the Airy
function as given by Abramowitz and Stegun,29

Ai�− z� � �−1/2z−1/4sin�� +
�

4
	�

k=0

�

�− 1�nc2k�
−2k

− cos�� +
�

4
	��

k=0

�

�− 1�nc2k+1� −2k−1 �29�

with

� =
2

3
z3/2, c0 = 1, ck =

��3k +
1

2
	

54kk!��k +
1

2
	 . �30�

To leading order in � this becomes

Ai�− z� � �−1/2z−1/4 cos�� −
�

4
	

= �−1/2�3

2
�	−1/6

cos�� −
�

4
	 . �31�

For the SB case �= �� /2�	t= �� /2��t2− t1� this can be rewrit-
ten �using the Euler equation� as

Ai�− �3

4
�	t	2/3
 �

ei�/4

2�1/2�3

4
�	t	1/6exp�− i

�

2
�t1 + t2�	

��ei�t1 + e−i�/2ei�t2� . �32�

Equation �32� gives the results expected for two rays far
apart in time. Note that �t1 and �t2 are the geometrically
calculated propagation phase shifts and the temporal factor
of the wave field is e−i�t. Recall that each time a ray is
focused as it touches a caustic it picks up a phase advance of
� /2.19,30 This is reflected in Eq. �32� by the extra phase in
the second term.

For the finite target DB case, when  is sufficiently large
the rays can be treated separately. Equation �20� can be re-
written,

a =
4
27a3 + �

2/3 �33�

making it apparent that a vanishes in the large  limit. Then
b becomes

b = − 31/3� 3
8�2/3 = − 31/3� 3

8 ��t3 − �t1��2/3, �34�

with =�	tDB2+�	tDB1=�t3−�t1. Now a=0 and b can be
put into Eq. �25� and with Eq. �32� this can be rewritten
for large argument

U�0,b,b� �
3−2/3ei�/2e−i��/2��t3+t1�

4��3

8
��t3 − t1�	1/3

��ei�t1 + 2e−i��/2�ei��/2��t1+t3� + e−i�ei�t3� .

�35�

Studying Eq. �35� along with Figs. 8 and 10 shows that
each of the echoes is represented. The shorter of the two
normal DB echoes, t1, touches no caustics either to or from
the target thus it has no caustic phase shift. The longer one,
t3, touches twice, once to the target and once upon return,
and thus has two � /2 advances. The XDB echoes are repre-
sented by the second term. A coefficient of two accounts for
the degeneracy and a � /2 phase advance accounts for the
single touching, to the target for one echo and on the way
back for the other.

IV. EXPERIMENTS

The experiments and data here are gathered along with
the data for the SB analysis reported previously,1,17 and the
reader is referred to Ref. 1 for details of the experiments. All
dimensions and distances in Ref. 1 are the same for the ex-
periments presented here. The experiments are run twice at
each position once with a short pulse �6 cycle Gaussian en-
velope burst at 400 kHz� to get return time information and
again with a tone burst �70 �s at 250 kHz smoothed with
25 �s cosine-squared tails at either end� to find the DB over-
lap magnitudes. The magnitudes are recorded at the average
of the two DB return times as calculated by the numerical
ray finding algorithm. The vertical lines in Fig. 4 indicate
where the SB and DB magnitudes were recorded for this
particular target position.

There are two target sizes: a larger target with a radius of
0.030 m giving ka�30 for the tone burst, and a small target
with a radius of 0.009 95 m, giving ka�10.5 where the
wave number k is evaluated at 250 kHz. The reflecting sur-
face is a closed-cell Styrofoam cylindrical half-pipe of radius
0.1524 m. The target is located approximately 0.34 m away.
Figures 6–8 are to scale for the larger of the two targets.
Figures 2–5 are also based on the large target experimental
data. Figures 5 and 10 contain numerical ray finding data
based on the large target. The large target is used for expla-
nation here since the deviation from the point target is more
obvious; both targets will be addressed in the results. Figure
4 of Ref. 1 gives the small target timing data and Fig. 5 of
Ref. 1 shows a small target tone burst return.

V. RESULTS AND DISCUSSION

The return times used to find the arguments a, b, and d
for the hyperbolic canonical integral function as well as the
argument of the Airy function for the SB case are calculated
using the numerical ray finding technique, shown in Fig. 5.
The data are not available in the shadow region so the argu-
ments must be extrapolated into this region. The functions
are smooth enough so that a simple cubic polynomial fitting
technique works well. This is shown along with the values of
the arguments from the numerical model in Fig. 11. In the
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shadow region, there is simply a decay of the backscattering
so this region is of less interest. Methods exist for treating
the rays �which are now complex� in the shadow region.31

These are not examined here, as the extrapolation proves
sufficient.

Figures 12 and 13 show the magnitudes of the DB merg-
ers for each of the two target sizes. For the small target
experiment the target is located at �X ,−0.042,0.275� m and
the source at �−0.13,0.032,0� m where the target moves
from X=0.05 to 0.10 m. For the large target experiment the
target is located at �X ,−0.036,0.409� m and the source at
�−0.13,0.025,0� m where the target moves from X
=0.05 to 0.11 m. The model used is given in Eq. �24� with
the arguments for the large target plotted in Fig. 11. No at-
tempt is made to take into account variations in the virtual
wave front amplitude, A�x ,y�, although it is plausible that it
might be done by extending the method explained for the SB

case.1,17 For both target sizes the theory shows qualitative
agreement, each experimental peak has a theoretical ana-
logue. Similar experiments with the small target using fre-
quencies from 200 to 300 kHz also show qualitative agree-
ment with Eq. �24�.17 The small target results match the
experiment much more closely than large target results. The
approximation for the large target breaks down for a variety
of reasons including: �a� failure of the DB returns to com-
pletely overlap as the target moves deeper into the fully lit
region,17 �b� encroachment of the SB rays into the DB region
�see Fig. 5�, and �c� edge diffraction from the cylindrical
half-pipe. Deep into the fully lit region the surface of the
target comes close to the edge of the cylindrical half-pipe.

The most important result of this research is the en-
hancement of the backscatter with the presence of a focusing
surface. This is seen in Fig. 2 for the short pulse and in Fig.
4 for the longer tone burst. In addition, the results here may
allow location of a target at a greater distance by observing
the way in which the return times merge and its size by the
shape of the doubly focused return. Imagine a surface wave
passing over a target thus moving the target in and out of a
caustic field, the changing magnitude of the singly and dou-
bly focused echo would provide information about the target.
Although the nature of caustic fields is well understood,
study of targets in caustic regions is ripe with unsolved prob-
lems. Here only the simplest caustic and convex target were
examined; many other cases remain. If the doubly focused
case were to be analyzed for slightly oblate or prolate targets,
from Thom’s theorem, the general features visible in Fig. 10
would be preserved although the evolution of time differ-
ences would change. Consequently, the arguments in Eq.
�25� would be modified. With modifications to allow for for-
ward scattering, our approach should be applicable to the
double focusing of prereverberation diagrammed in Fig. 5 of
Ref. 11.
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FIG. 11. Dimensionless arguments for the large target. With the source/
receiver at �−0.13,0.025,0� m and the target at �X ,−0.036,0.409� m, each
of the coefficients is calculated �X is the target position�: the SB argument of
the Airy function as in Eq. �4� and the DB arguments a and b from Eqs. �20�
and �21�. The dots �so close together they look like a line� are from the
numerical calculation using the computed travel time differences. The thin
lines are a polynomial extrapolation for the shadow region.

FIG. 12. The solid dots are the magnitudes of the double bounce merging as
found using the experimental method described for the small target �ka
�10�. The solid line is the hyperbolic umbilic canonical integral model
from Eq. �24�. The magnitude in this equation, D, has been adjusted to fit
the data.

FIG. 13. The solid dots are the magnitudes of the double bounce merging as
found using the experimental method described for the large target �ka
�30�. The solid line is the hyperbolic umbilic canonical integral model
from Eq. �24�. The magnitude in this equation, D, has been adjusted to fit
the data.
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Acoustic scattering by a metallic tube with a concentric
solid polymer cylinder coupled by a thin water layer.
Influence of the thickness of the water layer on the
two Scholte–Stoneley waves

Farid Chati,a� Fernand Léon, and Gérard Maze
Laboratoire d’Acoustique Ultrasonore et d’Electronique, UMR CNRS 6068, Université du Havre,
Place Robert Schuman, BP 4006, 76610, Le Havre, France
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The problem of a plane acoustic wave scattered by a layered cylinder submerged in water is
considered. This cylinder consists of a tube made of aluminum with a solid Lucite cylinder
concentrically fitt inside it. These two components are coupled by a thin layer of water. A particular
investigation is made on the influence of the thickness of the water layer on the presence of the
bending wave A on the tube and the Scholte–Stoneley wave on the cylinder. The presence of these
waves is examined in the function of the varying water layer thickness: two special cases are
discussed. First, for a layer thickness greater than the tube thickness, it is shown that both the A
wave on the aluminum tube and the Scholte–Stoneley wave on the Lucite cylinder are generated.
Second, for a thickness much smaller than the tube thickness, a different wave is generated, which
is a combination of both waves. These two cases are experimentally verified in a setup that employs
a short pulse method. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2065807�

PACS number�s�: 43.20.Fn, 43.20.Ks �MO� Pages: 2820–2828

I. INTRODUCTION

In various studies involving ultrasonic scattering by cy-
lindrical targets, the Scholte–Stoneley wave plays a signifi-
cant part in resonance scattering. It is often referred to by
many researchers as the bending wave A in the case of elastic
cylindrical shells. For elastic metallic tubes filled with a fluid
and immersed in water, it has already been established that
the presence of the A wave depends on the thickness of the
tube walls.1–6 Indeed, it has further been shown that reso-
nances related to this wave are only detected on tubes of
small thickness;4–6 in addition, these resonances are observ-
able in a frequency window whose position depends also on
the thickness of the tubes. However, in a recent publication,
it has been shown that the Scholte–Stoneley wave can also
be generated on the circumference of a solid Lucite
cylinder.7 This polymer material is characterized by a low
absorption and a shear velocity that is lower than the sound
velocity in water. Favretto-Anrès pointed out that the
Scholte–Stoneley wave at a plane interface between a fluid
and a viscoelastic solid is sensitive to the variation of the
shear velocity.8 Experimentally, its resonances are detectable
at low frequencies because of the loss of acoustic energy due
to absorption in the polymer,7 which increases with
frequency.9,10

The scattering of a normally incident plane wave from
an aluminum tube containing a Lucite cylinder is investi-
gated both theoretically and experimentally. The two objects
are coupled by a thin water layer. In this study, we seek to
determine whether the A wave on the shell and the Scholte–

Stoneley wave on the cylinder can also be generated around
layered cylinders. The influence of the thickness of the water
layer on the generation of these two waves is shown. To this
end, two significant water layer thicknesses are considered.
The first is relatively bigger in comparison to the wall thick-
ness of the tube whereas the second is relatively smaller.

The study of the two cylinders with different water layer
thicknesses is organized as follows. First, a theoretical analy-
sis is carried out at low frequencies so as to lessen energy
loss due to absorption in the polymer cylinder. Our interest is
thus focused on the waves that can be experimentally ob-
served. Second, a theoretical asymptotic analysis of disper-
sion curves of the phase velocities of these waves on the
layered cylinder is carried out over a wide frequency range.
This approach enables us to identify waves that are gener-
ated. In order to show the influence of the water layer thick-
ness, the obtained results are confronted with those of the
two elementary constituents of the target �cylinder and tube�
separately. Last, an experimental verification is made by
means of a short-pulse measurement method called MIN
�Méthode Impulsionnelle Numérisée�.11

II. THEORETICAL ANALYSIS: PLANE OF MODAL
IDENTIFICATION—DISPERSION CURVE
OF THE PHASE VELOCITY

Numerical computations are performed for an aluminum
tube �outer radius a, inner radius b� with a Lucite cylinder
�radius c� concentrically fitt inside it �Fig. 1�a��. The lengths
of both objects are assumed infinite. The wall thickness of
the tube has been chosen such that the experimental obser-
vation windows of the A wave related to the tube and the
Scholte–Stoneley wave related to the Lucite cylinder can be
located within the same frequency range. The location of the
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wave A depends on the thickness of the tube.5,6 Computa-
tions have been carried out with two particular water layer
thicknesses h�h=b−c�. The first is larger than the wall thick-
ness of the tube �a−b�, whereas the second is much smaller.
Values of the physical parameters used are as follows:

Aluminum tube: a=5.5 mm, b /a=0.924, �2=2765 kg/m3,
CL2=6440 m/s, CS2=3133 m/s;
Lucite cylinders: �4=1180 kg/m3, CL4=2673 m/s,
CS4=1383 m/s, �L4=0.003 48 Np, �S4=0.005 31 Np,

Cylinder 1: c=4.05 mm�h=1.03 mm�,
Cylinder 2: c=5 mm�h=0.08 mm�;

Water: �1=�3=1000 kg/m3, C1=C3=1470 m/s,

where �1, �2, �3, �4 are the densities of, respectively, the
surrounding liquid �water�, aluminum, the coupling layer
�water�, and Lucite. CL2 and CS2 are the longitudinal and
shear velocities in aluminum, CL4 and CS4 are the longitudi-
nal and shear velocities in Lucite. �L4 and �S4 are, respec-
tively, the longitudinal and shear absorption factors charac-
terizing the loss of the acoustic energy in Lucite. C1 and C3

are the sound velocities in, respectively, the surrounding and
coupling liquids.

In this section, we seek to identify resonances �i.e., the
resonance frequency fn and the associated vibration mode n�
and the corresponding waves. The starting point is the
knowledge of the farfield scattering pressure, obtained from
the following classical expression:12

Psc��,�� = P0
1 − i

��k1r
exp i�k1r − �t��

n=0

�

�n

Dn
�1�

Dn
cos n� ,

�1�

where r is the distance between the axis of the layered cyl-
inder and the observation point. k1 is the modulus of the
wavelength vector in surrounding water, � is the azimuth
angle, � the pulsation and n the vibration mode, �n is the
Neumann factor ��n=1 if n=0; �n=2 if n�0�. By applying
the boundary conditions at the three surfaces of the cylinder
�r=a, r=b, and r=c�, the unknown scattering coefficient
Dn

�1� /Dn can be determined by continuity of the radial dis-
placements, continuity of the radial stresses, nullity of the
tangential, and shear stresses �Appendix A�. For each value
of the summation index n, this scattering coefficient can be
found from a system of the eight linear homogenous equa-

tions �Appendix A�. Dn
�1� and Dn are two determinants of the

eighth order whose terms are provided in Appendix B.13

In our numerical study we consider that P0=1. The time
origin is defined as the instant when the incident wave passes
through the cylinder axis. In order to have the same time
origin as the experimental case, a new time origin is defined
by

t� = t + t1, �2�

where t1 is the time required to cover the distance between
the source of the incident wave and the cylinder axis. Its
expression is t1= �u+a� /c1 �where u is the distance between
the source and the cylinder surface�. The change in variable
leads to the following scattered pressure expression �the term
exp i�2k1u−�t�� is omitted�:12

Psc��,�� =
1 − i

��k1r
exp�2ik1a��

n=0

�

�n

Dn
�1�

Dn
cos n� . �3�

The temporal pulse responses T�t ,�� are then determined by
applying the inverse Fast Fourier Transforms on Psc�� ,��
�0�����. At a given angle �, the real part of the inverse
transform represents the temporal acoustic response. Each
response is composed of echoes related to both nonresonant
and resonant contributions.14,15 In order to identify modes
and resonance frequencies, the modulus of double Fast Fou-
rier Transforms on T�t ,�� devoid of the nonresonant contri-
bution are calculated. The dual variable of �a is 	 �expressed
in m−1�.16 It is associated to the modulus of the wavelength
vector in the layered cylinder k by the relation k=2�	. The
results of these two-dimensional �2D� transforms are repre-
sented as a function of f and n. The vibration mode n is
given by the relation n=ka. Thus, only the case where ka is
an integer is considered.

The numerical results are then plotted as a gray level
representation called the plane of modal identification �as
shown in the example, Fig. 2�. The darker the gray shade is
the bigger the magnitude. Modes n and resonance frequen-
cies fn are easily determined by searching for coordinates of
peak of amplitudes. One of the main advantages of this nu-
merical processing is the possibility to determine, at the
same time, all the resonances. Nevertheless, in this section

FIG. 1. �a� Geometry of the problem. �b� Experimental bistatic setup.

FIG. 2. Theoretical plane of modal identification of an aluminum tube con-
taining a Lucite solid cylinder coupled by a water layer with a thickness h
=1.03 mm �gray level representation�. Dashed lines concern the two con-
stituents �+: bending wave A of the tube filled by water, 
: Scholte–
Stoneley wave lw=1 of the Lucite cylinder�.
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only resonances that can be excited are considered; i.e., reso-
nances whose attenuation is neither “too big” nor “too
small.” An attenuation too big is due to the strong coupling
between the surface wave and the incident wave,5,6 thus the
wave reradiates all its energy into the surrounding liquid as
soon as it is generated. An attenuation too small is due to the
weak coupling; the wave reradiates insufficient energy in the
surrounding medium. In both cases, resonances cannot be
observed experimentally.

The identification of resonances �n , fn� is carried out in
low frequencies in order to observe the Scholte–Stoneley
wave on the solid Lucite cylinder.7 It has already been estab-
lished that the absorption due to the viscosity of a polymer
depends on the frequency, and, in particular, absorption in-
creases with the frequency. This absorption causes a decrease
of the magnitude of resonances. Therefore, the studied fre-
quency shall be limited in the range 100–700 kHz.

The identification of waves is performed from the
knowledge of phase velocities. A theoretical analysis of the
dispersion curves of phase velocities of waves on the layered
cylinder is carried out in large frequency ranges �0–5 MHz
and 0–2.5 MHz�. The phase velocity Cph is calculated from
the expression

Cph =
xn1C1

n
, �4�

where xn1 is the dimensionless resonance frequency. For
each mode n, the numerical value is determined by searching
for the roots of the equation Dn�x̃1�=0,17 whose solutions are
complex, given by the expression x̃1=xn1+ i� /2. The real
part represents the resonance frequency and the imaginary
part the half-width of the resonance. In Sec. IV, both the
identification of waves on the layered cylinder and their be-
havior for the two coupling layer thicknesses are discussed
using phase velocities. Numerical results from the layered
tube are confronted with those from both elementary con-
stituents �tube and cylinder�. The dispersion curves of phase
velocities of the A wave on the tube and the Scholte–
Stoneley on the cylinder are taken as references. For the
aluminum tube, in the high-frequency limit the phase veloc-
ity of the A wave tends toward the speed of sound in water
�1470 m/s�,18 whereas in the case of the Lucite cylinder
the phase velocity of the Scholte–Stoneley tends toward
the speed of the Scholte–Stoneley mode �about 1050 m/s�
that may propagate in the Lucite–water plane interface.7

In all these computations, absorption is not taken into ac-
count ��L4=�S4=0�. This assumption is justifiable because
values of resonance frequencies are only very slightly
modified by absorption,10 and thus phase velocities are not
depended on it either.

III. EXPERIMENTAL SETUP

The cylindrical aluminum shell containing, successively,
the two Lucite cylinders is analyzed. The lengths of the shell
and of cylinders are, respectively, equal to 300 and 245 mm.
Appropriate adjustment tools ensure that the shell’s axe co-
incides with the cylinder’s one. The two objects are fixed
together at the cylindrical shell extremities. The whole struc-

ture is not watertight: openings let water fill the thin space
between the shell and the cylinder when the target is im-
mersed in water. This water layer ensures the coupling be-
tween them. Two water layer thicknesses �h=1.03 mm, h
=0.08 mm� are successively considered. Each layered cylin-
der is vertically immersed in a rectangular tank, 2 m long,
1.50 m wide, and 1 m deep filled with water. The target is
suspended at the center of this tank. The short-pulse bistatic
setup of the MIN �Méthode Impulsionnelle Numérisée� is
used to obtain experimental results.11 Broadband Panamet-
rics transducers, model V389, with a central frequency equal
to 500 kHz are employed; their useful frequency range is
about 100–700 kHz. This setup comprises a fixed emitter
transducer and a mobile receiver transducer moving around
the layered cylinder under study �Fig. 1�b��. The receiver
transducer is rotated in an azimuthal plane, normal to the
layered cylinder axis, in one degree displacements. At each
azimuth angle �, the time-domain response of the insonified
layered cylinder is measured and recorded. The temporal re-
sponses consist of echo waveforms made up specular reflec-
tions and elastic wave reradiations. In a similar way as in
Sec. II, double FFT of the time-domain responses, devoid of
nonresonant contributions �specular reflections�, are carried
out. The obtained results are represented as planes of modal
identification. In order to compare numerical and experimen-
tal planes, a correction of the passbands of the transducers is
carried out.

IV. DISCUSSION

Figures 2 and 3 present the planes of modal identifica-
tion calculated using coupling water layer thicknesses of,
respectively, h=1.03 mm and h=0.08 mm. The coordinates
of external modes related to the two primary objects sepa-
rately �solid Lucite cylinder and aluminum tube filled with
water� are superimposed on these planes. The curve repre-
senting the wave that propagates around the solid cylinder
imbedded in water is labeled lw=1, while one representing
the wave that propagates at the surface of the tube immersed
in water is labeled A. These planes of modal identification
enable us to show, at low frequencies, the presence of both
waves and their behavior when h changes. In a study of
cylindrical targets it is common practice to use dimensionless

FIG. 3. Theoretical plane of modal identification of an aluminum tube con-
taining a Lucite solid cylinder coupled by a water layer with a thickness h
=0.08 mm �gray level representation�. Dashed lines concern the two con-
stituents �+: bending wave A of the tube filled by water, 
: Scholte–
Stoneley wave lw=1 of the Lucite cylinder�.
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frequency �x1=2� radius/speed of sound in the outer fluid�.
However, in the present case, it is not judicious to use the
dimensionless frequency because the primary constituent ob-
jects have different radii �a�c�. Thus, the use of the fre-
quency expressed in Hertz makes the analysis and the com-
parison of numerical results easier. Further, the two planes
only reveal those vibration modes that are experimentally
detectable.

Figures 4–6 depict different dispersion curves of phase
velocities of the waves for the two layered cylinders charac-
terized by different values of h. Those of the A and lw=1
waves and their asymptotes �i.e., the values of the boundary
velocities� are also plotted. The values of asymptotes are,
respectively, the speed of sound in water �1470 m/s� and the
speed of the Scholte–Stoneley mode at the plane interface
Lucite–water �1050 m/s�. For the reason mentioned in the
previous paragraph, the abscissa axis is graduated in Hertz.
Here, all modes are considered �experimentally observable or
not�.

For h=1.03 mm, the theoretical plane in Fig. 2 yields
two waves whose identification of resonances is easily real-
ized throughout the studied frequency range �100–700 kHz�.
One of these waves comprises 14 vibration modes from n
=3 to n=16. The other comprises seven modes, from n=11

to n=17. Let us recall that theses figures display only the
vibration modes that can be experimentally observed. Other
modes associated with these waves are excluded by fixing a
minimum amplitude threshold �i.e., resonances of small
magnitudes are not considered�. Modes associated with
whispering gallery waves �internal waves of the cylinder and
the tube� are equally excluded by applying numerical filters.
This plane of modal identification shows a clear closeness
between waves of this layered cylinder and external waves of
the two constituent objects. Thus, it seems quite likely that
the generated modes belong to the lw=1 and the A waves.
Tables I and II and Fig. 2 corroborate this observation. At
low frequencies, in Tables I and II, the confrontation of reso-
nance frequencies related to the layered cylinder with those
related to both reference objects shows a good agreement.
The comparison is made between columns 2 and 3.

FIG. 4. Theoretical dispersion curves of phase velocity of the A wave; solid
line: curve concerning the aluminum filled by water, + and �: modes con-
cerning the aluminum tube containing a Lucite solide cylinder coupled by a
water layer with a thickness h=1.03 mm ��: mode that can be experimen-
tally observed�.

FIG. 5. Theoretical dispersion curves of phase velocity of the Scholte–
Stoneley wave; solid line: curve concerning the solid Lucite cylinder, 
 and
�: modes concerning the aluminum tube containing a Lucite solide cylinder
coupled by a water layer with a thickness h=1.03 mm ��: mode that can be
experimentally observed�.

FIG. 6. Theoretical dispersion curves of phase velocity; + and �: modes
concerning the aluminum tube containing a Lucite solid cylinder coupled by
a water layer with a thickness h=0.08 mm ��: mode that can be experimen-
tally observed�, solid line: curve concerning the wave A of the aluminum
tube filled by water; dashed line �——�: curve concerning the Scholte–
Stoneley wave of the Lucite cylinder �velocity calculated by taking the outer
radius of the tube�.

TABLE I. Aluminum tube containing a Lucite cylinder coupled by a water
layer thickness h=1.03 mm. Theoretical and experimental results relating to
the Scholte–Stoneley wave of the Lucite cylinder.

Theoretical results
f�kHz�

Experimental results
f�kHz�

Mode Layered cylinder Cylinder Layered cylinder

3 119.4 122.9 -
4 162.0 165.3 154.1
5 204.6 207.8 204.5
6 247.1 250.3 247.2
7 289.7 292.4 289.9
8 332.3 334.7 332.6
9 374.9 377.0 373.8

10 417.4 419.2 419.6
11 460.0 461.3 462.3
12 502.6 503.4 502.0
13 544.1 545.4 -
14 586.7 589.1 -
15 628.2 629.1 -
16 670.8 671.1 -
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The theoretical dispersion curves plotted in Figs. 4 and 5
confirm that waves of the layered cylinder correspond to the
A and lw=1 waves. Indeed, although some modes undergo
speed shifting at low frequencies, the shapes of dispersion
curves are very similar to those of A and lw=1 waves. Within
the limits of high frequencies, the two waves of the layered
cylinder tend toward the characteristic boundary speeds, i.e.,
1470 and 1050 m/s. Figure 4 shows that the A wave is prac-
tically not disturbed by the Lucite cylinder. As for the lw=1
wave, it is observed in Fig. 5 that speed gaps between the
two dispersion curves become smaller as the frequency rises.
These gaps are due to the fact that the wavelength in water
1 �1=C1 / f� is bigger than h at low frequencies and be-
comes smaller than h at high frequencies. They are nil for
h�1, i.e., f �1.43 MHz. In this case the water layer thick-
ness is sufficiently “big” such that the incident wave excites
the two objects separately. Conversely, when h�1, these
objects are excited simultaneously by the incident wave; the
propagation of the lw=1 wave is only slightly modified. For
this particular value of h, in spite of the complex geometry of
the layered cylinder, the A and lw=1 waves can both be ex-
cited. The generation of some modes has been verified ex-
perimentally at low frequencies �100–700 kHz�. The experi-
mental plane of modal identification plotted in Fig. 7 shows
the presence of the A and lw=1 waves. The confrontation of
theoretical results with experimental ones in Tables I and II
depicts a good agreement �see columns 2 and 4�.

For h=0.08 mm, and in the frequency range 100–700
kHz, the wavelength in water, 1, is much bigger than to
h �1�h ,2.1 mm�1�14.7 mm�, as a result the incident
wave excites the two constituent targets simultaneously. Let
us recall that parameters of the aluminum tube are main-
tained unchanged and only the radius c of the Lucite cylinder
is changed �c=5 mm�. In this case, the theoretical plane of
modal identification depicted in Fig. 3 reveals the presence
of only a single wave type that can be generated on the
circumference of the layered cylinder. In this low-frequency
range �100–700 kHz�, the wave in question comprises 12
modes ranging from n=4 to n=15. In comparison with the
lw=1 wave that propagates at the surface of the Lucite cyl-
inder, the first eight modes tend to shift toward the low-
frequency zone while the last four modes tend toward the
high-frequency zone. Despite the fact that there exists a dif-
ference in the positions of the curves representing these two
waves, it appears that all of the observed modes are “rather”
attributable to the lw=1 wave. It also appears that these
modes are close to those of the lw=1 wave. The A wave is no
longer present; none of its modes is observed in the fre-
quency range 100–700 kHz. Unlike in the previous case,
where h=1.03 mm, here the A wave is strongly disturbed by
the presence of the Lucite cylinder.

In fact, in a large frequency range �0–2500 kHz�, disper-
sion curves of phase velocities plotted in Fig. 6 show that the
wave at the surface of the layered cylinder is neither the lw

=1 wave nor the A wave, but appears to be a combination of
these two waves. Indeed, the modes observed in the low
frequencies are attributed to the lw=1 wave while those in
the high frequencies are attributed to the A wave. The evo-
lution of its phase velocity becomes similar to that of the A
wave at high frequencies. Hence, as the frequency increases,
the generated wave becomes more and more external. It
should be specified that all phase velocities have been com-
puted by taking into account the radius a; consequently,
those concerning the Lucite cylinder are multiplied by a /c.

The experimentally observed modes are therefore re-
lated to the Lucite cylinder. The experimental plane repre-
sented in Fig. 8 bears out the theoretical plane �Fig. 3�. Here
12 modes have been easily measured �from n=4 to n=15�.
Table III summarizes the obtained results and shows a good
agreement between experimental and theoretical results �see
columns 2 and 5�.

TABLE II. Aluminum tube containing a Lucite cylinder coupled by a water
layer thickness h=1.03 mm. Theoretical and experimental results relating to
the A wave of the tube.

Theoretical results
f�kHz�

Experimental results
f�kHz�

Mode Layered cylinder Cylinder Layered cylinder

11 284.5 285.6 -
12 336.4 337.5 337.0
13 390.4 391.5 390.6
14 445.5 446.5 447.1
15 501.5 502.6 502.0
16 557.6 558.7 558.5
17 617.7 614.2 614.9

FIG. 7. Experimental plane of modal identification of an aluminum tube
containing a Lucite solid cylinder coupled by a water layer with a thickness
h=1.03 mm �gray level representation�. Dashed lines concern the two con-
tituents �A wave relating to the tube filled by water; Scholte–Stoneley wave
relating to the solid Lucite cylinder: lw=1�.

FIG. 8. Experimental plane of modal identification of an aluminum tube
containing a Lucite solid cylinder coupled by a water layer with a thickness
h=0.08 mm �gray level representation�.
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V. CONCLUSION

The scattering from a layered cylinder immersed in wa-
ter is analyzed. The target is made up of an aluminum shell
fitted with a concentric solid Lucite cylinder and the two are
coupled by a thin water layer. We show that the observation
of the A wave on the tube and of the Scholte–Stoneley wave
on the cylinder depends on the thickness of the coupling
water layer. When this thickness is greater than that of the
tube, it is possible to generate both external waves. Con-
versely, for a thickness much smaller than that of the tube, it
is not possible to observe either of them, instead, a new wave
appears; it is a combination of both waves. At low frequen-
cies, its modes are close to those of the Scholte–Stoneley
wave on the solid Lucite cylinder �lw=1�, while at high fre-

quencies, its modes are those of the A wave on the tube filled
with water. These two cases are analyzed in detail both theo-
retically and experimentally.
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APPENDIX A: BOUNDARY CONDITIONS

�1� Continuity of the radial displacements:

r = a, ur1 = ur2,

r = b, ur2 = ur3,

r = c, ur3 = ur4;

�2� continuity of the radial stresses:

r = a, Trr1 = Trr2,

r = b, Trr2 = Trr3,

r = c, Trr3 = Trr4;

�3� nullity of the tangential and shear stresses:

r = a, Tr�2 = 0,

r = b, Tr�2 = 0,

r = c, Tr�4 = 0.

�M� . �A�= �C�; the elements of the matrix �A� are the un-
known coefficients.

APPENDIX B: DETERMINANTS ELEMENTS

Dn = �M�

Dn
�1� =�

C�1� M�1,2� M�1,3� M�1,4� M�1,5� M�1,6� M�1,7� M�1,8� M�1,9�
C�2� M�2,2� M�2,3� M�2,4� M�2,5� M�2,6� M�2,7� M�2,8� M�2,9�
C�3� M�3,2� M�3,3� M�3,4� M�3,4� M�3,6� M�3,7� M�3,8� M�3,9�
C�4� M�4,2� M�4,3� M�4,4� M�4,4� M�4,6� M�4,7� M�4,8� M�4,9�
C�5� M�5,2� M�5,3� M�5,4� M�5,4� M�5,6� M�5,7� M�5,8� M�5,9�
C�6� M�6,2� M�6,3� M�6,4� M�6,4� M�6,6� M�6,7� M�6,8� M�6,9�
C�7� M�7,2� M�7,3� M�7,4� M�7,4� M�7,6� M�7,7� M�7,8� M�7,9�
C�8� M�8,2� M�8,3� M�8,4� M�8,4� M�8,6� M�8,7� M�8,8� M�8,9�
C�9� M�9,2� M�9,3� M�9,4� M�9,4� M�9,6� M�9,7� M�9,8� M�9,9�

�

TABLE III. Aluminum tube containing a Lucite cylinder coupled by a water
layer thickness h=0.08 mm. Theoretical and experimental results.

Theoretical results
f�kHz�

Experimental results
f�kHz�

Mode Layered cylinder
Tube filled by

water Cylinder Layered cylinder

4 119.4 - 133.9 117.6
5 149.5 - 168.3 149.7
6 181.7 - 202.7 181.8
7 214.9 - 236.8 215.4
8 249.2 - 271.1 250.4
9 286.6 - 305.4 287.2

10 325.0 - 339.6 326.9
11 368.6 285.6 373.7 368.1
12 410.2 337.5 407.8 412.4
13 456.9 391.5 441.8 458.2
14 501.6 446.5 477.2 504.1
15 549.3 502.6 509.6 551.1
16 598.1 558.7 543.6 -
17 - 614.2 577.4 -
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1. Data

x1 = k1a ,

xL2 = kL2a, xS2 = kS2a, yL2 = kL2b, yS2 = kS2b ,

y3 = k3b, z3 = k3c ,

k̃L4 = kL4�1 + i�L4�, k̃S4 = kS4�1 + i�S4� ,

z̃L4 = k̃L4c, z̃S4 = k̃S4c ,

where k1=k3=� /c1, kL2=� /cL2, kS2=� /cS2, kL4=� /cL4,
kS4=� /cS4.

2. Elements M„i , j…

M�1,1� = − xS2
2Hn

�1��x1� ,

M�1,2� = �2n�n − 1� − xS2
2�Jn�xL2� + 2xL2Jn+1�xL2� ,

M�1,3� = �2n�n − 1� − xS2
2�Yn�xL2� + 2xL2Yn+1�xL2� ,

M�1,4� = 2n��n − 1�Jn�xS2� − xS2Jn+1�xS2�� ,

M�1,5� = 2n��n − 1�Yn�xS2� − xS2Yn+1�xS2�� ,

M�1,6� = 0,

M�1,7� = 0,

M�1,8� = 0,

M�1,9� = 0,

M�2,1� = �2/�1�nHn
�1��x1� − x1Hn+1

�1� �x1�� ,

M�2,2� = nJn�xL2� − xL2Jn+1�xL2� ,

M�2,3� = nYn�xL2� − xL2Yn+1�xL2� ,

M�2,4� = nJn�xS2� ,

M�2,5� = nYn�xS2� ,

M�2,6� = 0,

M�2,7� = 0,

M�2,8� = 0,

M�2,9� = 0,

M�3,1� = 0,

M�3,2� = 2n��1 − n�Jn�xL2� + xL2Jn+1�xL2�� ,

M�3,3� = 2n��1 − n�Yn�xL2� + xL2Yn+1�xL2�� ,

M�3,4� = �2n�1 − n� + xS2
2�Jn�xS2� − 2xS2Jn+1�xS2� ,

M�3,5� = �2n�1 − n� + xS2
2�Yn�xS2� − 2xS2Yn+1�xS2� ,

M�3,6� = 0,

M�3,7� = 0,

M�3,8� = 0,

M�3,9� = 0,

M�4,1� = 0,

M�4,2� = nJn�yL2� − yL2Jn+1�yL2� ,

M�4,3� = nYn�yL2� − yL2Yn+1�yL2� ,

M�4,4� = nJn�yS2� ,

M�4,5� = nYn�yS2� ,

M�4,6� = �2/�3�yL3Jn+1�yL3� − nJn�yL3�� ,

M�4,7� = �2/�3�yL3Yn+1�yL3� − nYn�yL3�� ,

M�4,8� = 0,

M�4,9� = 0,

M�5,1� = 0,

M�5,2� = �2n�n − 1� − yS2
2�Jn�yL2� + 2yL2Jn+1�yL2� ,

M�5,3� = �2n�n − 1� − yS2
2�Yn�yL2� + 2yL2Yn+1�yL2� ,

M�5,4� = 2n��n − 1�Jn�yS2� − yS2Jn+1�yS2�� ,

M�5,5� = 2n��n − 1�Yn�yS2� − yS2Yn+1�yS2�� ,

M�5,6� = yS2
2Jn�yL3� ,

M�5,7� = yS2
2Yn�yL3� ,

M�5,8� = 0,

M�5,9� = 0,

M�6,1� = 0,

M�6,2� = 2n�yL2Jn+1�yL2� + �1 − n�Jn�yL2�� ,

M�6,3� = 2n�yL2Yn+1�yL2� + �1 − n�Yn�yL2�� ,

M�6,4� = �2n�1 − n� + yS2
2�Jn�yS2� − 2yS2Jn+1�yS2� ,

M�6,5� = �2n�1 − n� + yS2
2�Yn�yS2� − 2yS2Yn+1�yS2� ,

M�6,6� = 0,

M�6,7� = 0,
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M�6,8� = 0,

M�6,9� = 0,

M�7,1� = 0,

M�7,2� = 0,

M�7,3� = 0,

M�7,4� = 0

M�7,5� = 0,

M�7,6� = nJn�z3� − z3Jn+1�z3� ,

M�7,7� = nYn�z3� − z3Yn+1�z3� ,

M�7,8� = �3/�4�z̃L4Jn+1�z̃L4� − nJn�z̃L4�� ,

M�7,9� = − n�3/�4Jn�z̃S4� ,

M�8,1� = 0,

M�8,2� = 0,

M�8,3� = 0,

M�8,4� = 0,

M�8,5� = 0,

M�8,6� = − z̃S4
2Jn�zL3� ,

M�8,7� = − z̃S4
2Yn�zL3� ,

M�8,8� = �2n�1 − n� + z̃S4
2�Jn�z̃L4� − 2z̃L4Jn+1�z̃L4� ,

M�8,9� = 2n�z̃S4Jn+1�z̃S4� + �1 − n�Jn�z̃S4�� ,

M�9,1� = 0,

M�9,2� = 0,

M�9,3� = 0,

M�9,4� = 0,

M�9,5� = 0,

M�9,6� = 0,

M�9,7� = 0,

M�9,8� = 2n��n − 1�Jn�z̃L4� − z̃L4Jn+1�z̃L4�� ,

M�9,9� = �2n�n − 1� − z̃S4
2�Jn�z̃S4� + 2z̃S4Jn+1�z̃S4� .

3. Elements C„i…

C�1� = xS2
2Jn�x1� ,

C�2� = �2/�1�x1Jn+1�x1� − nJn�x1�� ,

C�3� = 0,

C�4� = 0,

C�5� = 0,

C�6� = 0,

C�7� = 0,

C�8� = 0,

C�9� = 0,
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Temporal analysis of tissue displacement induced by a transient
ultrasound radiation force
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One of the stress sources that can be used in dynamic elastography imaging methods is the acoustic
radiation force. However, displacements of the medium induced by this stress field are generally not
fully understood in terms of spatial distribution and temporal evolution. A model has been
developed based on the elastodynamic Green’s function describing the different acoustic waves
generated by focused ultrasound. The function is composed of three terms: two far-field terms,
which correspond to a purely longitudinal compression wave and a purely transverse shear wave,
and a coupling near-field term which has a longitudinal component and a transverse component. For
propagation distances in the shear wavelength range, the predominant term is the near field term.
The displacement duration corresponds to the propagation duration of the shear wave between the
farthest source point and the observation point. This time therefore depends on the source size and
the local shear modulus of the tissue. Evolution of the displacement/time curve profile, which is
directly linked to spatial and temporal source profiles, is computed at different radial distances, for
different durations of force applications and different shear elastic coefficients. Experimental results
performed with an optical interferometric method in a homogeneous tissue-mimicking phantom
agreed with the theoretical profiles.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2062527�

PACS number�s�: 43.20.Gp, 43.25.Qp �PEB� Pages: 2829–2840

I. INTRODUCTION

A. Background

Elastography imaging has recently shown its potential to
differentiate soft tissues on the basis of their mechanical
properties. An effective way to investigate elastic properties
is to generate transient acoustic waves in the body, and to
follow the associated transient motion in the time/space do-
main. This method makes it possible to overcome various
artifacts linked to static methods due for example to the un-
known boundary conditions. It is possible to create stress by
using external mechanical vibration1–5 or by using an acous-
tic radiation force created by a focused ultrasound beam.6–14

In the latter case, the stress field is distributed deep in the
body, and has considerable advantages in comparison to ex-
ternal force sources. First, the excitation force can be applied
inside the tissue, and thus the technique is not limited to
superficial organs.15 Moreover, no precise information about
boundary conditions is needed. Last, the stress can be modu-
lated as needed in terms of spatial distribution and temporal
duration.

The radiation force is induced by the momentum trans-
fer from the acoustic wave to the medium. In an attenuating
homogeneous medium and assuming plane wave propaga-
tion, this force applied to the tissue is expressed as
follows:16,17

F =
2�I

c0
, �1�

where F�kg/ �s2 cm2�� is the acoustic radiation force,
c0�m/s� is the speed of sound in the medium, ��m−1� the
absorption coefficient of the tissue, and I�W/cm2� the av-
erage temporal intensity of the acoustic beam at a given
point in the tissue. Intensity I is related to acoustic pres-
sure p by

I � � �p

�t
�2

, �2�

where the overbar denotes averaging over the ultrasound
wave period. If we assume that the radiation force acts only
in the xj direction, we can express the i projection Fi of this
force by:18

Fi �
b

��0�c0
3� �p

��
�2

�ij , �3�

where �ij represents the Kronecker symbol, b the effective
dissipation, and �= t−x /c0 the retarded time �time in the
moving coordinate system commonly used in nonlinear
acoustics�. This expression implies weakly focused fields in
the paraxial approximation. In this paper, the force is applied
along x3. When ultrasound is emitted in continuous mode,
the intensity amplitude �at a specific space point� is constant
over time, and therefore the radiation force is constant. How-
ever, when the pressure is amplitude-modulated, a radiation
force is generated modulated at the modulation frequency in
addition to the static force.8 If the beams are strongly fo-a�Electronic mail: calle_s@med.univ-tours.fr
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cused, this radiation force is like a “virtual finger” which
alternately pushes the medium in depth. This corresponds to
remote palpation of tissue with ultrasound.

In all dynamic elastography methods, the force applied
generates shear waves in the tissue. These shear waves are
directly linked to the shear elastic modulus �, whose varia-
tions can be significant between healthy and pathological
tissue when even the bulk elastic modulus K=�+ 2

3� has
small variations.19 � and � are called the compression and
shear elastic Lamé coefficients, respectively. Sugimoto et
al.,6 Greenleaf et al.,8 and Sarvazyan et al.9 first introduced
the use of radiation force to provide information about the
elastic properties of tissues.

The source can have an alternative temporal profile.
Shear wave elasticity imaging developed by Sarvazyan et
al.9,20 is based on the alternative radiation force created by an
amplitude-modulated focused ultrasound beam. The modula-
tion frequency fLF is typically in the kilohertz range. The
acoustic shear wave resulting from this acoustic radiation
force is generated in the medium at the modulation fre-
quency, detected by an imaging transducer or surface acous-
tic radiator, and then used to characterize the medium being
studied. In Vibro-acoustography �Fatemi and Greenleaf8,21�
the amplitude modulation giving rise to a low-frequency
�LF� alternative radiation force originates from the combina-
tion of two focused primary beams emitted at two slightly
different frequencies �f1 and f2= f1+ fLF�. The amplitude or
the phase of the shear wave thus generated �acoustic re-
sponse of the object to mechanical excitation� is then mea-
sured with a low frequency hydrophone and used to form the
image.

Another way to investigate the tissue is to generate a
constant source �in the millisecond range�. Nightingale et
al.11 use the same transducer to push the tissue with focused
ultrasound and to follow the displacements induced in depth
using a succession of tracking beams. In vitro and in vivo
images of displacement of different tissues have been per-
formed. Walker et al.10 developed a similar system allowing
generation of a localized radiation force and measurement of
displacements with ultrasound correlation-based methods.
Relative elasticity and viscosity are calculated using the
Voigt model. Lizzi et al.12 used radiation force imaging to
compare the motion data before and after a HIFU exposure,
and then to identify lesions as regions with altered mechani-
cal properties.

Finally, a short pulse can be applied to generate the lo-
calized stress field. In this way, Bercoff et al.13,22 recently
obtained images of shear wave propagation in two dimen-
sions with an ultrafast imaging system. Elasticity can be de-
duced from the shear wave propagation data using inversion
algorithms.

B. Purpose

In the present study, displacements generated by a local-
ized radiation force in the case of soft tissue were investi-
gated. Green’s function23,24 solution to the elastic wave
propagation equation in homogeneous, isotropic, and infinite
solids was used to model these displacements. The results

emphasize the role of the near field term of the Green’s func-
tion in the shape of the time/displacement curves. This ex-
plains the importance of spatial and temporal stress profiles
as well as the importance of the shear elastic coefficient in
the amplitude and duration of the displacement curves.

In sec. II, a model is developed based on the elastody-
namic Green’s function describing the waves generated by
focused ultrasound. This shows that shear waves are the pre-
dominant waves created in soft tissues. Calculations of dis-
placements were carried out for different spatial source
shapes and temporal force profiles. Moreover, the evolution
of the shape of the displacement/time curves was studied as a
function of the radial distance x1 and the shear elastic coef-
ficient �. Section III shows the experimental results of dis-
placements induced by a localized radiation force in a tissue-
mimicking phantom �gelatine-based phantom� created by a
focused ultrasound beam. An optical interferometric method
was used to study both the displacement induced by the ra-
diation force at the focal point and the axial shear displace-
ment along the radial direction around the focal point of the
transducer, with a sensitivity of 2 nm. Evolution of the dis-
placement as a function of both the transmit voltage ampli-
tude and the duration of emission was investigated. Compari-
son between theoretical results �where the experimental
source spatial distribution was used as source profile in the
model� and experimental results showed that theoretical pro-
files agreed with experimental curves. The evolution of the
displacement/time curves as a function of different param-
eters �spatial source profile, temporal force profile, radial dis-
tance and shear wave velocity� is discussed in Sec. IV.

II. ANALYTICAL MODEL

The aim of the analytical model we developed was to
simulate displacements induced by an external force �radia-
tion force� in an infinite medium. We then sought to deter-
mine this displacement u by solving the elastic-wave equa-
tion with an unidirectional force F in a homogeneous,
isotropic, and unbounded solid medium. An analysis �in the
frequency and time domains� of the elastodynamic Green’s
function solution to this equation is presented in Sec. II A. In
Sec. II B, the temporal Green’s function is used to compute
the displacements generated by an impulse radiation force.
Different spatial source profiles were tested. Finally the in-
fluence of different parameters on the shape of the time/
displacement curves is presented in Sec. II C.

A. Elastodynamic Green’s function

1. Frequency analysis

The wave propagation equation in an elastic medium
can be expressed as follows:

��0��
2ui

�t2 =
�Tij

�xj
+ Fi = Cijkl

�

�xj

�

�xk
ul + Fi, �4�

where ��0� is the mass density and ui the displacement in the
xi direction. Moreover, Tij represents the stress tensor and
Cijkl the fourth order tensor of the elastic constants. The latter
allows expression of the stress tensor according to the strain
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tensor Skl �Hooke’s law�. In the case of a force applied in the
xi direction on the surface j, we obtain

Tij = CijklSkl. �5�

In an isotropic medium, Cijkl has the form:

Cijkl = ���ik� jl + � jk�il� + ��kl�ij . �6�

In the case of a point sinusoidal force proportional to
ej��t−�.x�, Eq. �4� becomes

− ��0��2gim = Cijkl
�

�xj

�

�xk
glm + �im��x� , �7�

where � is the angular frequency and gij the Green’s func-
tion solution to Eq. �4� for a point force. Index i corresponds
to the component of the displacement observed, and index j
indicates the force application direction. The inverse Fourier
transform of Eq. �7� gives

�im = Cijkl	 j	kGlm�	� − ��0��2Gim�	� , �8�

where Gij is the spatial Fourier transform of gij and 	i the
spatial wave vector �ith component�. Equation �8� can be
written as follows:

�im = ��� + ��	i	l + ��	2 − ks
2��il�Glm�	� = Kil�	�Glm�	� ,

�9�

where ks=���2 /� is the shear wave number. To obtain the
Green’s function glm, we use inversion of the matrix
Kil�	�:

Kil
−1�	� =

�il

��	2 − ks
2�

−
	i	l

�ks
2�	2 − ks

2�

+
	i	l

�� + 2��kc
2�	2 − kc

2�
, �10�

where kc=���2 / ��+2�� represents the compression wave
number. G�m�	� can be expressed as follows:

G�m�	� = Ki�
−1�im =

��m

��	2 − ks
2�

−
	�	m

�ks
2�	2 − ks

2�

+
	�	m

�� + 2��kc
2�	2 − kc

2�
.

The inverse Fourier transform of G�m�	� provides

gij�x,�� =
1

4
��0��2	�ijks
2exp�jksr�

r

−
�

�xi

�

�xj
� exp�jkcr� − exp�jksr�

r
�
 , �11�

where r= �x�=�x1
2+x2

2+x3
2 is the distance between the point

source and the observation point. Equation �11� can be
developed:

gij�x,�� =
1

4
��0��2�	�ij

r2 �1 − kcr� −
�i� j

r2 �3 − 3jkcr

− kc
2r2�
 exp�jkcr�

r
+ 	−

�ij

r2 �1 − ksr − ks
2r2�

+
�i� j

r2 �3 − 3jksr − ks
2r2�
 exp�jksr�

r
 �12�

with �i=xi /r=�r /�xi the direction cosines for the vector xi.
As described by Aki and Richards,23 three terms are

linked to the shear wave and three to the compression wave.
Terms related to r−1 are called the far field terms, terms re-
lated to r−2 the intermediate field terms, and terms related to
r−3 the near field terms. We can divide the compression and
shear terms:

gij�x,�� =
1

4
��0��2�	�i� jkc
2

r
+

�3j�i� j − �ij�kc

r2

+
��ij − 3�i� j�

r3 
exp�jkcr� + 	 ��ij − �i� j�ks
2

r

+
��ij − 3j�i� j�ks

r2 +
�3�i� j − �ij�

r3 
exp�jksr� .

�13�

Figure 1 illustrates the three terms linked to the shear part of
g33. The force is applied along the x3 axis and we repre-
sent the displacements in the direction x3. It can be seen
that the far field term is rapidly predominant.

Figures 2�a� and 3�a� represent the displacement vectors
at 5 cm from the point source for the compression and shear
waves, respectively. Vector F symbolizes the radiation force
direction vector. Directivity of these waves is represented
using polar coordinates in Figs. 2�b� and 3�b�. Amplitudes
were normalized with the maximum of the compression
wave directivity amplitude. It can be seen that the compres-
sion wave directivity is mainly situated in the axial direction,
and that the shear wave directivity is perpendicular to this

FIG. 1. Amplitude of the near, intermediate, and far field terms of the shear
part of the Green’s function g33. The compression and shear wave velocities
were Vc=1500 m/s and Vs=5 m/s, respectively, and the frequency was 10
kHz.
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direction. In fact, the compression and shear wavelengths are
�c=15 cm and �s=0.5 cm, respectively. As the observation
point is situated 5 cm from the force point, we are in the near
field for the compression wave and in the far field for the
shear wave. From Eq. �13� it can be seen that the compres-
sion wave is not purely longitudinal in the near field domain:
there is a transverse component. On the other hand, the far
field term of the shear contribution is described by the ex-
pression ��ij −�i� j�. In the case of a force point acting in the
x3 direction, this term gives zero displacements in the x1

direction on the x1 axis and non zero displacements in the x3

direction. Moreover, it gives on the x3 axis zero displace-
ments along x1 and x3. As described by Eq. �13�, shear wave
amplitude is higher than compression wave amplitude. As
the factor �Vc /Vs�2 between the compression and shear terms
is high in tissue, shear wave generation is predominant.

2. Temporal analysis

In order to study the temporal evolution of displace-
ments generated by a finite duration radiation force, expres-
sion of the Green’s function is needed as a function of time t.
This can be obtained24 from Eq. �13� or developed directly
from the propagation wave equation in an elastic medium. In
this case, Lamé’s theorem is used.23 In homogeneous, infinite
and isotropic solids, the elastodynamic Green’s function in
the temporal domain is

gij�x,t� =
�3�i� j − �ij�

4
��0�
1

r3�
r � Vc

r � Vs
���t − ��d�

+
�i� j

4
��0�
1

r

��t − r � Vc�
Vc

2

+
��ij − �i� j�

4
��0�
1

r

��t − r � Vs�
Vs

2 , �14�

where � is the Dirac function. As in the previous paragraph,
different contributions can be distinguished. The first term
including r−3�r/Vc

r/Vs���t−��d� corresponds to a coupling term
linked to both the compression and shear waves. This term
behaves like r−2 for times that are short compared to r /Vs

−r /Vc, and the remaining terms behave as r−1. Since r−2

dominates r−1 as r→0, it is called the near field term in
comparison with the other two terms. In fact, the second and
third terms are classical far field terms, corresponding to
compression and shear waves, respectively. Their contribu-
tions, purely longitudinal and purely transverse, respectively,
are Dirac functions occurring at times r /Vc and r /Vs. The
near field term is a temporal ramp between r /Vc and r /Vs. It
can be seen that it plays the most important role in the shear
wave propagation. In fact, the shear wavelength in shear
wave elasticity imaging techniques is generally in the milli-
meter range, which corresponds to the propagation distances
of this wave. This coupling term has a longitudinal compo-
nent and a transverse component. It is therefore neither irro-
tational nor solenoidal.

The importance of this term has recently been investi-
gated by Sandrin et al.25 in the case of transient elastography.
However, the Sandrin study evaluated an external vibration
source, whereas we are evaluating a radiation force source.

B. Computation of impulse displacement for different
spatial sources

A force �applied in the xj direction� fi�x , t� induces dis-
placements inside the medium in the xi direction described
by the following spatio temporal convolution:

ui�x,t� = fi�x,t� �
Time Space

gij�x,t� . �15�

In the present study, stress was applied in the x3 direction.
Displacements were calculated for different source profiles.

1. Point source

A point source was applied in the x3 direction at point O
�origin� at time �=0. The observation point was placed at
x1=2 mm. In this case, the force can be expressed as

fi�x,t� = A��t���x��i3. �16�

In expressions �15� and �16�, dimensions of Green’s function
gij�x , t�, force fi�x , t�, impulse amplitude A ,��x� and ��t�
were speed per force unit, force per volume unit, force per
time unit, 1 /volume and 1/ time, respectively. With this
representation, the displacement had the correct dimen-
sion �distance�.

Figure 4 represents displacements in the x3 direction cal-
culated at x1=2 mm from the point source. If we look at the

FIG. 2. 2D representation �a� of the displacement vectors of the compres-
sion wave at r=0.05 m �Vc=1500 m/s and f =10 kHz� created by a sinu-
soidal point force F parallel to the horizontal axis applied at the origin O,
and �b� its angular directivity in polar coordinates.

FIG. 3. 2D representation �a� of the displacement vectors of the shear wave
at r=0.05 m �Vs=5 m/s and f =10 kHz� created by a sinusoidal point force
F parallel to the horizontal axis applied at the origin O, and �b� its angular
directivity in polar coordinates.
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displacement component u3 in the x1 direction, g33 can be
calculated with the following simplifications: �33=1 ,�1=1,
and �3=0. From Eq. �14� it can be seen that the far field
compression term is zero and the far field shear term is neg-
ligible. The near field term is predominant and has a trian-
gular shape. The beginning of displacement occurs at �Vc
=1.3 �s �propagation duration at the compressional velocity
between the point source and the receiver� and the end at
�Vs

=0.4 ms �time of flight between the source and the re-
ceiver at the shear velocity�. Time �Vs

being much greater
than time �Vc

, the total duration of displacement is linked to
the shear wave velocity with

�total � �Vs
= r � Vs. �17�

The maximum displacement amplitude Dmax can be deter-
mined from Eq. �14� :

Dmax =
A

4
��0�
1

r2Vs
, �18�

where A is the impulse amplitude. The displacement velocity
 �slope of displacement� corresponding to

 =
Dmax

�Vs

=
A

4
��0�
1

r3 �19�

is independent of the shear velocity value.

2. Linear source

In this case, the spatial source is composed of 401 points
identical to those defined in the previous paragraph, aligned
along the x3 direction. Figure 5�a� illustrates the Green’s
functions originating from each point source. The sum of all
these displacements gives the total displacement generated at
the observation point by the source line �Fig 5�b��. It can be
seen that the end of displacement corresponds to the duration
of propagation at the shear velocity between the farthest
point source and the observation point ��total�1.88 ms�. The
largest contribution is from the point of the source situated
exactly at 90° of the observation point �see Fig. 3�, which is

the source point that is the closest distance to the observation
point. The contributions of the other source points have
smaller amplitudes and occur later. Moreover, it is important
to observe the decrease in the displacement curve. This is
due to diffraction effects and not to attenuation.

3. Rectangular source

In this section the spatial source consists of 37 parallel
lines. This force therefore has a rectangular spatial profile.
Figure 6 describes the set of displacements induced by each
line source �Fig. 6�a�� and the overall displacement generated
by the summation of all these lines �Fig. 6�b��.

4. Three dimensional source

In order to compare the theoretical results with the ex-
perimental data, the displacements generated by a stress in-
duced by the transducer used in the experimental part must

FIG. 4. Normalized Green’s function g33 of one point source. The point
force is applied at the origin O and the receiver is placed at x1=2 mm.
Compression and shear wave velocities are Vc=1500 m/s and Vs=5 m/s,
respectively.

FIG. 5. Representation �a� of Green’s functions g33 of each source point and
�b� normalized overall displacement u3 generated by all these sources. The
origin O is placed in the middle of this 1.88 cm length linear stress source
and the receiver at x1=2 mm.

FIG. 6. Representation �a� of Green’s functions g33 of each source line and
�b� normalized overall displacement u3 generated by all these sources. This
rectangular stress source �18.8�1.7 mm2� is centered on the origin point O
and the receiver is placed at x1=2 mm.
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be predicted. The acoustic pressure generated by a focused
transducer �4.16 cm radius� was calculated in three dimen-
sions. The central frequency was 1 MHz and the focal dis-
tance was fixed at 6 cm. We used classical angular spectral
decomposition26 associated with a source condition de-
scribed by Levin et al.27 for the calculation of the ultrasound
pressure generated by the focused transducer. Figure 7 shows
the normalized amplitude of the radiation pressure in the
�x1 ,x3� plane computed using the square of the envelope of
the ultrasound pressure �see Eq. �3��. It can be seen that the
radiation force was well localized in space and measured 6
mm in the axial direction and 2 mm in the radial direction.
The “virtual finger” which pushes the medium in depth
therefore has cylindrical symmetry around the propagation
axis. This symmetry has consequences on the LF wave
propagation �Fig. 8�: this wave has a plane wave front in the
planes �x1 ,x3� and �x2 ,x3�, and has a ring shape in the plane
�x1 ,x2� perpendicular to the propagation direction.

Figure 9 illustrates the impulse displacement at x1

=0.5 mm originating from the three dimensional �3D� con-
volution of the elastodynamic Green’s function with the spa-
tial source calculated previously. We used a 3D grid with 576
points along x1 and x2, and 274 points along x3. The spatial
resolution of this numerical grid was 1.875�10−4 m in the

three dimensions. Each point of the discrete grid contributed
to the displacement with a triangular function. The summa-
tion of all these contributions is represented in Fig. 9. It was
obtained after filtering �in this example, signals of frequency
greater than 2.5 kHz have been removed� in order to delete
possible contributions due to spatial discretization. In this
example of displacement curve �max=250 �s and �total

=1.8 ms.

C. Influence of different parameters

The previously described 3D spatial source is used in the
following. The influence of emission duration, radial dis-
tance, and shear velocity is studied and discussed.

1. Influence of emission duration

Figures 10 and 11 represent the displacement curves at
x1=0.5 mm with the 3D spatial source for different durations
of emission T. It can be seen that in the case of short emis-
sion duration, the longer the emission duration, and the
higher the displacement amplitude �Fig. 10�. Moreover, the

FIG. 7. : Representation in plane �x1 ,x3� of the normalized amplitude of the
radiation force generated by a circular transducer �4.16 cm radius and 6 cm
focal length�.

FIG. 8. Representation of the cylindrical shear wave induced by a focused
transducer: the cylindrical symmetry around the propagation axis is due to
the cigar shape of the pressure field.

FIG. 9. Normalized impulse displacement in the case of a 3D source gen-
erated by a focused transducer � 4.16 cm radius and 6 cm focal length� at
x1=0.5 mm. The shear velocity is Vs=2.5 m/s.

FIG. 10. Normalized displacement u3�x1 , t� vs emission duration T: case of
short emissions �ranging from 100 to 450 �s�. This calculation is performed
at x1=0.5 mm with the 3D spatial source. The displacement amplitude is
proportional to the emission duration �dotted line�.
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displacement slope �deformation velocity� was the same
whatever the duration of emission T. However, when the
emission duration was too long, the displacement amplitude
reached a plateau �Fig. 11�. This can be explained by the fact
that a convolution occurs between the short impulse response
and a gate function �corresponding to the temporal profile of
the radiation force�. The temporal shape of the convolution
result leads to a gate function. The inclination of the dis-
placement slope begins when the duration T is longer than
time �max, corresponding to the maximum displacement in
the impulse case �here 250 �s�. The plateau occurs when T is
longer than the total duration of displacement �total in the
impulse case �in this example, 1.8 ms�. That means that the
medium has a static deformation: i.e., there is a balance be-
tween the radiation force generated and the passive vis-
coelastic force of the medium.

2. Influence of the radial distance

The displacement was calculated at different radial dis-
tances x1 �Fig. 12�. The different curves represent the propa-
gation of the shear wave along the axis x1 at 5 m/s, perpen-
dicular to the stress application direction x3. The distance

between the shear wave front and the beam axis then in-
creased as a function of Vs� t. The decrease in wave ampli-
tude was due only to the wave divergence �diffraction ef-
fects� because the viscosity was not taken into account in this
model. As previously noted, the shape of this wave was cy-
lindrical. This explains why diffraction attenuation was high,
as seen in the figure �amplitude divided by a factor of 5 after
2 mm propagation�. The beginning of displacement was
linked to velocity Vc and the maximum displacement to Vs,
explaining the spread of the temporal representation of dis-
placement when the radial distance increased.

3. Influence of shear velocity

The influence of velocity Vs, and hence the influence of
the shear elastic coefficient �, is investigated in this para-
graph. Figure 13 represents the displacement curves versus
time for two different shear velocities �Vs=2.5 m/s and Vs

=5 m/s�. It can be seen that when Vs increased, i.e., when
the coefficient � increased �E=3��, both the maximum dis-
placement amplitude Dmax and the time �max to reach this
maximum displacement decreased. In fact, the shear contri-
butions of each point source occurred earlier than the obser-
vation point. It is not hard to foresee intuitively that the
medium was less “elastic” when Vs increased, and the am-
plitude and duration of displacement were smaller.

There was a stretching of the coordinates in the two
dimensions, corresponding to the ratio between the two ve-
locities �factor of the dilatation scale of 2�. In fact, these
curves represent the summation of all the triangular signals
originating from each point source. As previously observed,
the amplitude and duration of displacement of all these
points were inversely proportional to the shear velocity. The
sum of all these contributions therefore had the same prop-
erties. When the velocity was divided by 2, the amplitude
and duration of displacement of each point of the displace-
ment curve in the case of this 3D source were multiplied by
this factor of 2.

Moreover, the two curves had the same slope of dis-
placement, i.e., the same deformation velocity. In fact, this

FIG. 11. Normalized displacement u3�x1 , t� vs emission duration T: case of
long emissions. Source and receiver position are the same as in Fig. 10. A
plateau occurs at t=1.8 ms �dotted line�.

FIG. 12. Displacement amplitude u3�x1 , t� vs radial distance x1 �ranging
from 0.01 to 2 mm�. In this example, the emission duration is T=200 �s and
begins at t=0.2 ms. The shear velocity is Vs=5 m/s.

FIG. 13. Displacement curves vs time for two different shear velocities
�Vs=2.5 m/s and Vs=5 m/s� in the case of an impulse temporal source. The
receiver is placed at x1=0.5 mm.
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slope was composed of the summation of the displacement
slopes  of each point source which were independent of Vs.

The maximum of amplitude Dmax and the time �max to
reach this maximum seem therefore to be two interesting
parameters to use in the study of the variations in Vs, and
hence the variations in the shear elastic coefficient �. More-
over, it can be seen that if there is a variation in the radiation
force amplitude, the displacement amplitude varies but the
displacement duration remains constant. It would therefore
be more appropriate to follow the variations in �max to image
the coefficient �. However, the parameters Dmax and �max are
directly linked to r and thus to the spatial profile of the stress
source. They vary when the spatial shape of the source varies
�by diffraction on an inhomogeneity for example�. The ultra-
sound beam generated by the system has thus to be as con-
stant as possible when the source application area is moved.

As described by Sarvazyan et al.,19 shear elastic coeffi-
cients can vary by 1 kPa to 2 MPa between healthy and
malignant mammalian tissues. For example, if we consider a
healthy biological medium with a 10 kPa shear coefficient
and a malignant medium with a 1 MPa shear coefficient, the
respective shear velocities are 3 and 30 m/s. We can then
conclude that, as the two velocities differ by a factor of 10, it
may in a homogeneous medium result in two displacement
curves which are very different in terms of amplitude and
duration of displacement. However, the images presented by
Nightingale et al.28 showed the real difficulties of this tech-
nique in in vivo applications. These can be explained by the
results presented in Fig. 14. The simulation was the same as
the previous one, but with a finite emission duration of T
=200 �s. It can be seen that there was no longer dilatation of
a factor of 2 between the two curves. In fact, convolution
with a finite temporal profile involves compression of the
two curves and thus it is no longer possible to evaluate the
real ratio between the two shear velocities. These curves are
therefore not easily exploited in comparison with the curves
obtained with a temporal impulse emission. To lessen the
impact of this loss of information, one hypothesis might be
�from displacement curves obtained with emissions of hun-
dred microseconds, which allow measurable displacements�
to perform a numerical deconvolution with the temporal

stress profile to obtain the impulse response. However, this is
not always easily feasible in practice.

4. Discussion

Some authors have analytically studied the shapes of
displacement/time curves. Andreev et al.29 used Eq. �3� and
ignored the compression terms in order to reach the shear
wave propagation equation. Approximation of a cylindrical
wave was achieved and a simplified expression of displace-
ment in the impulse case is described. This approximation
was not performed by Sarvazyan et al.8 Similarly, terms
linked to the compression wave were ignored, as in the
model of Andreev et al. The force expression described by
Eq. �3� was resolved using an analytical expression of the
pressure solution �focused Gaussian beam� of the linear para-
bolic propagation equation. Simulations for impulse emis-
sion and for continuous amplitude-modulated emission have
been tested and comparisons between our model and these
models have been made.30,31 We emphasize that in the near
field of the source created by the radiation force, shear and
compression waves are coupled. It is therefore important to
take into account the compression term in the displacement
description. It is only in the far field of the source �for dis-
tances greater than a few millimeters� that these two waves
can be studied independently. Lizzi et al.12 previously devel-
oped a numerical model �using finite-difference algorithms�
which takes into account the compressional component of
the displacement.

III. EXPERIMENTAL RESULTS

A. Experimental setup

In this section, we present briefly the materials and
methodology used in our technique of visualizing shear
waves excited by focused ultrasound. Figure 15 represents
the experimental setup. A tissue-mimicking phantom �3�
�10�10�8 cm3 gel with 8% gelatin� including a
1-�m-thick metallized sheet of Mylar �2� is placed in a water
tank �6�. While the transient shear wave propagates, this re-
flective target moves with the tissue. The central plane of the
phantom was positioned between the transducer �1� and the
optical interferometer �5�, perpendicular to both ultrasound
and laser beams. The 8.32-cm-diam transducer emitting at 1
MHz focuses at the optical focal point. The laser probe �SH
140, BMI, France� was a compact Mach-Zender heterodyne

FIG. 14. Same plots as in Fig. 13 in the case of a 200 �s temporal source.

FIG. 15. Experimental setup of the optic interferometric method.
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interferometer, equipped with a doubled YAG laser.32 The
laser beam enters the water tank through an optical window
�4� specially coated for the YAG wavelength to avoid reflec-
tion, propagates in the optically transparent phantom, and is
reflected back by the Mylar. A PC controls the emission �8�
and the position �7� of the transducer, and the output �via an
oscilloscope� of the laser probe �9�.

The displacement of the Mylar sheet induces modulation
of the phase of the optical wave. The optical phase-shift ��
is given by

�� =
4


�
u�t� , �20�

where u�t� is the displacement at the surface of the sheet.
In order to see the shear wave propagation, the trans-

ducer was moved in the radial direction x1. The laser beam
then measured the displacement u�t� in the direction of
propagation at a radial distance x1 around the focal point. A
high frequency �HF� filtering suppressed the HF burst. Dur-
ing our experiments, the displacements observed were
around 10 �m for burst durations in the millisecond range at
frequencies varying from 1 to 2 MHz.

Andreev et al.29 previously developed a technique al-
lowing visualization of displacements generated by an ultra-
sound radiation force in a gel with a laser source. This emis-
sion reception method between a laser and a diode provided
similar curve profiles to our method. However, this technique
requires a precise calibration procedure before each measure-
ment and has a noise level varying from 1 to 3 �m.

B. Predominant contribution of displacement

Reflection of the emission acoustic beam �emitted at f0

=1 MHz� on the membrane and the radiation force induced
by the attenuation of emission beam in the gelatin phantom
both contribute to the displacements of the membrane. Com-
parison of two characteristic values will help to distinguish
which provides the main contribution.

We first calculated the reflection coefficient R. Mylar
sheet thickness was eM =1.3 �m and its density �M

=1374 kg/m3. The longitudinal wave velocity in Mylar was
approximately VM =3000 m/s. If Zg is the gelatine imped-
ance and ZM the Mylar impedance, the reflection coefficient
is given by

R =
1

4
� Zg

ZM
−

ZM

Zg
�2

sin2�kMeM� , �21�

where kM =2
f0 /VM is the wave number of the Mylar sheet.
As Vg=1500 m/s and �g=1000 kg/m3 are the ultrasound
velocity in the gelatin and the phantom density, respec-
tively, the reflection coefficient is: R�10−3. The reflec-
tion radiation force term is also 2 ·10−3.

We then compared this force contribution with a term
due to the radiation force induced by the gel attenuation.
This term is �lc where lc is the characteristic length �the
length of the focal region� and � the attenuation coefficient
in the phantom in Np/m. We measured �dB=0.05dB/cm in
the gel. The following expression:

�dB = − 20 log�e−�� �22�

provides the value of �. As the focal region length is in the
centimeter range, �lc�6·10−3.

We can conclude that the difference between attenuation
and reflection contributions to radiation force is a factor 3.
Even if the term linked to the gel attenuation is preponderant,
this setup may introduce a non-negligible reflection radiation
force term. Moreover, the membrane may slightly stiffen the
gel surrounding it, which can reduce the measured displace-
ment.

C. Experimental results

1. Displacement at the focal point

Figure 16 presents an example of displacement curve
induced by the radiation force before filtering. The ultra-
sound emission began at 0.5 ms �1�. After 40 �s, corre-
sponding to the propagation duration between the transducer
and the Mylar sheet, the ultrasound wave can be seen �in the
present case, 300 periods at 1 MHz�, which rapidly moves
the reflective target. The acoustic HF pressure at the focal
point of the transducer �in the present study 4.2 MPa� can be
calculated from this HF displacement �2�. In our case, a con-
stant averaged pressure at the focal point induced a LF dis-
placement �3�. This displacement was followed by a period
of relaxation �4�. In this case, the displacement induced by
the radiation force was 2 �m and the displacement noise
level was 2 nm, whereas the ultrasound methods usually
used to measure these tissue displacements have a noise level
of 1 �m.11

Figure 17 represents the displacement amplitude of the
Mylar sheet for emission burst durations varying from 100 to
600 periods at 1 MHz. It can be seen that the displacement
amplitude is proportional to the high frequency burst dura-
tion �0.95 �m displacement for a 0.2 ms emission duration
and 1.9 �m displacement for a 0.4 ms emission duration�.
Moreover, the slope of the displacement/time curve is inde-
pendent of the emission duration. The velocity of displace-
ment �here 5 mm/s�, analyzed by Yamakoshi et al.2 and
more recently by Chen,33 could then characterize the me-

FIG. 16. Example of demodulated laser signal before filtering at the focal
point in the case of a 300 �s temporal source beginning at t=500 �s �trans-
mit voltage amplitude: 25 V�.
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dium. However, this velocity depends on the radiation force
amplitude �see Eq. �19��, which can vary with a change in
the structure of the medium studied.

Displacement amplitude of the Mylar sheet as a function
of the transmit voltage amplitude U is represented in Fig. 18.
It can be seen that when U increased, the displacement am-
plitude also increased, and that the duration of displacement
remained constant whatever the amplitude U: a constant
time, corresponding to the time between beginning emission
and the maximum displacement, is thus a characteristic con-
stant of the tissue. In this case, the time between burst recep-
tion on the reflective sheet and the end of displacement was
0.43 ms. The ratio of the measured displacements for the
different transmit voltages is consistent with the predicted
quadratic relationship between pressure and applied radiation
force magnitude, assuming a linear relationship between
force magnitude and displacement: when the transmit volt-
age amplitude was multiplied by 2 �10 and 20 V, respec-
tively�, the displacement amplitude was multiplied by 4
�0.35 and 1.4 �m, respectively�.

2. Shear wave generation

In this section, shear wave propagation was investigated.
The 1 MHz transducer emits a 0.5 ms burst with an emission
amplitude of U=40 V. The Mylar sheet was inserted in a gel
constituted of 8% gelatin. A scan was performed in the radial
direction around the focal point, with a displacement step of
200 �m. Figure 19 represents a seismic view of the shear
wave propagation.

The displacement amplitude of the shear wave at differ-
ent radial distances x1 from the focal point is shown in Fig.
20. In this case, the shear wave amplitude was around 7 and
3.2 �m at x1=1 mm and x1=2 mm, respectively, for an
emission of 50 V.

D. Comparison between theoretical and experimental
results

In order to compare the experimental measurements
with the analytical model, we performed an experimental 3D
scan of the pressure beam generated by the transducer used
in the experiments. Sections in the �x1 ,x3� and �x1 ,x2�
planes are represented in Fig. 21. The cigar shape of the

FIG. 17. Displacement amplitude vs emission burst duration T �varying
from 0.1 ms to 0.6 ms�. The onset of transducer emission �transmit voltage
amplitude: 20 V� occurs at t=500 �s.

FIG. 18. Displacement amplitude vs transmit voltage amplitude U �varying
from 10 V to 25 V�. The emission corresponds to a burst of 300 periods at
1 MHz.

FIG. 19. Seismic representation of shear wave propagation.

FIG. 20. Displacement amplitude vs radial distance x1 �ranging from 1 to
2.4 mm�. The transmit voltage amplitude is 50 V and the emission burst
duration 500 �s.
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pressure field is clearly seen. Axial and radial dimensions
were 7 and 1.5 mm, respectively. This 3D pressure field
made it possible to calculate the three-dimensional spatial
profile of the radiation force used in the theoretical model.
Thus the stress source in the experiment and the model was
the same. The experiment was carried out with a phantom
composed of 8% gelatin. Emission began at t=500 �m, du-
ration was T=500 �m and measurement was performed at
x1=1.2 mm. These parameters were taken into account in the
analytical model. The shear wave velocity was varied to ob-
tain the best fit between the experimental and theoretical
curves. Vs=1.3 m/s was chosen, which is within the ex-
pected range of shear velocity in gelatin phantoms,34 corre-
sponding to a shear elasticity coefficient �=1.7 kPa and a
Young modulus E�5 kPa. This comparison between theo-
retical and experimental displacement curves is presented in
Fig. 22. It can be seen that the theoretical profile agrees with
the experimental curve. The beginning of displacement, dis-
placement slope, and time of displacement are in good agree-
ment. A difference in the decreasing part of the curves can be
seen. This may be due to the viscosity, which is not taken
into account in the analytical model, relaxation times of a
medium being increased by viscosity. Moreover, the experi-
mental measurement may not have been performed exactly
at the focal point of the transducer, which is very thin.

IV. CONCLUSION

The purpose of this study was to provide an analytical
model for predicting the displacement generated inside tissue
in dynamic elastography methods based on the radiation
force. The approach developed for thus purpose is based on
the elastodynamic Green’s function. The importance of the
source geometry and the near field term of this Green’s func-
tion on the calculation of the temporal deformation induced
by ultrasound radiation pressure are emphasized. Expression
of the displacement u�x , t� is simply the convolution of this
Green’s function by the spatial force source and the temporal
evolution of the ultrasound emission. The shape of the dis-
placement curve was studied for different shear wave veloci-
ties, different emission times, and different amplitudes of the
radiation force. The importance of parameters obtained di-
rectly from the displacement curves such as the maximum
amplitude Dmax, the time �max corresponding to the duration
of the rising edge and the slope  of displacement curves
was studied theoretically. These analytical results were com-
pared with experimental measurements obtained in tissue-
mimicking phantoms and performed using an optical inter-
ferometric technique. The shape of the experimental
displacement curve and the evolution of this curve in relation
to the emission configuration or the description of the me-
dium agreed with the theoretical results. We propose that,
with an appropriate temporal deconvolution technique used
to compensate for the deformation effect linked to the finite
duration of the emission X0�t�, the rising time �max of the
displacement curve seems to be a reliable parameter to form
an image directly proportional to the shear elasticity modulus
�.
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Experimental results are compared with a theoretical analysis concerning wall effects on the
symmetric mode resonance frequency of millimeter-sized air bubbles in water. An analytical model
based on a linear coupled-oscillator approximation is used to describe the oscillations of the
bubbles, while the method of images is used to model the effect of the wall. Three situations are
considered: a single bubble, a group of two bubbles, and a group of three bubbles. The results show
that bubbles attached to a rigid boundary have lower resonance frequencies compared to when they
are in an infinite uniform liquid domain �referred to as free space�. Both the experimental data and
theoretical analysis show that the symmetric mode resonance frequency decreases with the number
of bubbles but increases as the bubbles are moved apart. Discrepancies between theory and
experiment can be explained by the fact that distortion effects due to buoyancy forces and surface
tension were ignored. The data presented here are intended to guide future investigations into the
resonances of larger arrays of bubbles on rigid surfaces, which may assist in surface sonochemistry,
sonic cleaning, and micro-mixing applications.
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I. INTRODUCTION

Modeling the compressible oscillations of gas bubbles
dates back to 1917 with the work of Rayleigh1 who gave the
first mathematical formulation of the dynamics of a single
oscillating bubble. In the family of Rayleigh-Plesset equa-
tions the radial expansion and contraction of the bubble is
given by the spherically symmetric momentum equation for
the liquid only; the ideal gas law is often used to give the
boundary condition at the bubble wall. Minnaert2 indepen-
dently developed a simple linear relationship for the reso-
nance frequency of a freely pulsating spherical bubble,
known as the Minnaert frequency, which was derived using
an energy balance approach that inherently assumed linear
behavior. Extensive work has since been done toward devel-
oping a model to describe the oscillations of multiple gas
bubbles in a liquid medium,3–11 mostly analyzing pairs of
bubbles. Furthermore, many investigators have been inter-
ested in how bubbles interact with each other, and in the
natural frequencies of a system of an arbitrary number of
bubbles.

A coupled-oscillator model based on the self-consistent
approach, such as that introduced by Tolstoy4 and later de-
veloped by Feuillade,12 is one way to describe the collective
oscillations of bubbles. This approach inherently eliminates

an inconsistency in the coupled equations owing to multiple
bubble re-reflections and has been shown to qualitatively
predict the acoustic pressure distribution around a bubble
chain.13,14 In his work, Feuillade12 modeled an arbitrary
number of bubbles in free space, showing how the symmet-
ric mode �where all bubbles oscillate in phase� has a lower
resonance frequency than the asymmetric modes �where
some, or all of the bubbles oscillate out of phase�.

Due to the complex nature of surface tension and buoy-
ancy effects, most modeling of bubbles attached to a rigid
boundary has been done numerically. A good review of
bubble deformation near rigid and free boundaries is given
by Blake and Gibson.15 Other workers include Chahine,16,17

who has used a numerical boundary element method to de-
scribe bubble collapse near a solid wall. However, in terms
of the current framework, for which experimental results can
be easily compared to a simple linear model, numerical cal-
culations are not required. In this paper, therefore, an image
theory approach developed by Strasberg18 will be incorpo-
rated into Feuillade’s work to model the effect of the bound-
ary.

Strasberg performed an analysis of the effect of a nearby
rigid boundary on the resonance frequency of a single spheri-
cal bubble. He showed that a bubble pulsating next to the
rigid boundary is equivalent to two bubbles pulsating in
phase in free space, which in this paper will be referred to as
the “image effect.” The result of this image effect is that
bubbles next to a rigid boundary have lower resonance fre-
quencies than the same bubbles in an unbounded domain.
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Including this into Feuillade’s model is easily done and will
be shown in the following. Other work, by Howkins19 and
Blue,20 also adopted Strasberg’s image theory to try to ex-
plain their experimental findings. In their work, they experi-
mentally measured the resonance frequency of a bubble
which was actually attached to a rigid boundary, and showed
that the resonance frequency was lower compared to that of
an equivalent bubble in free space. However their work only
considered single bubble arrangements of different bubble
radii, and only n different bubble radii, where n=2 for Blue’s
work and n=11 for Howkins’ work. This paper is intended to
determine whether the image theory is applicable for larger
bubble groups attached to a rigid boundary, by providing
original and detailed experimental results over a range of
bubble sizes.

Apart from these limited experimental and theoretical
studies on the resonance frequencies of multiple bubble ar-
rangements attached to a rigid boundary, the majority of
work has been carried out for bubbles in free space. For
example, lower resonance frequencies for groups of bubbles
has been shown by Nicholas et al.21 for bubble clouds, by
Feuillade12 for up to three bubbles, and by Manasseh et al.22

for a bubble chain. Furthermore, Hsiao et al.8 and Leroy et
al.11 experimentally showed that the symmetric mode reso-
nance frequency for two bubbles in free space is lower than
the resonance frequency of a single bubble in free space. In
addition, Weston23 and Tolstoy et al.24 have modeled line and
plane arrays of bubbles.

The present paper thus fills a gap in the literature, in that
it is concerned theoretically, but primarily experimentally,
with the symmetric mode resonance frequency of multiple
bubble arrangements attached to a plate, over a range of
bubble sizes. From a theoretical standpoint, the current work
builds upon a simplified version of Feuillade’s coupled-
oscillator model, in which a mirror image of bubbles is in-
troduced to model the presence of a rigid boundary. The
resulting system of equations is reduced to an analytical ex-
pression which gives the symmetric mode natural frequency
of an arrangement of up to three bubbles attached to a rigid
boundary, whose spacing between bubble centers is identical.
Although unequal bubble spacings are an interesting added
possibility, as is the possibility of unequal bubble sizes, ef-
fects of these parameters are not considered in this paper.

Experimental results for the symmetric mode resonance
frequency of different arrangements of bubbles attached to a
glass plate are presented. One, two, and three bubble ar-
rangements are considered, where in each case the system
was excited by a varying frequency �chirp� signal, covering
the expected resonance frequency of the given bubble ar-
rangement. The response with and without bubbles was de-
tected by a hydrophone, allowing the symmetric mode reso-
nance frequency to be determined. Comparison between the
theoretical natural frequency and the experimental resonance
frequency can be made since for the relatively large bubble
sizes involved, the resonance frequency and natural fre-
quency are essentially the same.

For ease of experimental setup, bubbles of order milli-
meter size were used, with natural frequencies of the order of
1000 Hz. As a result, the acoustic wavelengths in the experi-

mental tank were large ��1.5 m� relative to the spacing be-
tween the bubbles �which was approximately three times the
equilibrium radius; a typical value being 7.5 mm�. Hence the
symmetric mode was preferentially excited over the asym-
metric modes because a given bubble arrangement was under
the same pressure field at any one point in time, albeit with
slight variations in the pressure amplitude and phase.

From this work, predictions of the resonance frequencies
of multiple bubbles attached to a rigid boundary will poten-
tially help in the manufacture and operation of devices for
the medical-pathology field such as those already demon-
strated by Liu et al.25 as well as for surface sonochemistry
and sonic cleaning applications.

II. THEORY

A. Development of the model

Under adiabatic conditions, the natural frequency of a
spherical, millimeter-sized, linearly oscillating bubble is
given by Minnaert’s equation2

�0 =
1

R0
�3�P0

�
, �1�

where �0 is the circular natural frequency, � is the ratio of
gas specific heats, P0 is the absolute liquid pressure, � is the
liquid density, and R0 is the equilibrium radius of the bubble.

Feuillade’s model12 is used to describe the dynamics of
an arbitrary number of bubbles located in free space, driven
by an external pressure field. Mathematically this is given by
the following coupled differential equation:

miv̈i + biv̇i + �ivi = − Pie
I��t+�i� − �

j�i

N
�

4�sji
v̈ j�t − sij/c� ,

�2�

where vi represents the differential volume of the ith bubble
�i.e., the difference between the instantaneous and equilib-
rium bubble volumes�, mi�=� /4�R0i

� is the inertial “mass”
of bubble i, having radius R0i

, bi describes the damping,
and �i�=3�P0 /4�R0i

3 � is the “adiabatic stiffness.” The am-
plitude and phase of the external field experienced by the
ith bubble are denoted by Pi and �i, respectively, and sji

denotes the center-to-center distance between bubbles i
and j. The angular driving frequency is denoted by � and
t is time. The imaginary unit is denoted by I. The last term
on the right-hand side describes the time delay coupling
between the bubbles due to their oscillating pressure
fields. The speed of sound in water is denoted by c.

Since only the natural frequencies are required, the ex-
ternal field acting on each bubble is neglected. Later it will
be shown that the natural frequency is a very close approxi-
mation to the resonance frequency, given the relatively large
bubble sizes considered. The time delay in the second term
on the right-hand side of Eq. �2� can be neglected since there
is negligible time for the sound to propagate from one bubble
to another. In other words, because of the small bubble sepa-
rations considered �e.g., sij =7.5 mm� and the relative speed
of sound in water �i.e., c=1480 m/s�, the time delay term
sij /c�5�10−6 s and will be assumed to be small enough,
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compared to the natural period of an oscillating bubble, to
neglect. Further, it has been shown by Doinikov et al.14 that
time delays only affect the damping but not the natural fre-
quencies of the natural modes of the system when the
bubbles are not too far apart. Since the interest of this paper
is only on the natural frequencies of the system, it is antici-
pated that neglecting time delays will not affect any of the
data presented in this paper. As a further simplification it is
assumed that the bubbles have identical radii and the same
physical properties �i.e., R01

=R02
=…=R0N

=R0 , m1=m2

=…=mN=m, etc.�. Therefore Eq. �2� reduces to

mv̈i + bv̇i + �vi = − �
j�i

N
�

4�sji
v̈ j . �3�

It can be seen that the solution of the above gives N different
eigenmodes each having an associated eigenfrequency.

B. Introduction of a rigid boundary

Consider the dynamics of a planar array of bubbles situ-
ated a distance l /2 from a rigid boundary. A bubble next to a
rigid boundary creates an acoustic image of itself,12 which
oscillates in phase with the original bubble and is coupled to
it. Under the above-mentioned assumptions, the bubble pro-
duces a velocity field like a potential-flow source or sink;
hence the rigid boundary can be modeled by a mirror image.
This is depicted in Fig. 1 for the simple case of two bubbles
Bi and Bj. Note that l�=sii�

� is the separation between a
bubble and its image �e.g., Bi and Bi�

�.
It can be seen by examining Eq. �3� with j set to i� that

the image bubble �which simulates the solid wall� has the
effect of increasing the effective mass on the real bubble.
Physically this is because the boundary forces the stream-
lines to be parallel to itself and hence into a new �more
constrained� topology. Thus, an extra term �given by R0 / l�
arises as part of the inertial coefficient for bubble i. Also an
extra term �given by � /4�lj�i

� arises because of the coupling
between a given bubble i and all the other bubble images j�.
Equation �3� thus becomes

�m + m
R0

l
	v̈i + bv̇i + �vi = − �

j�i

N � �

4�sji
+

�

4�lj�i
	v̈ j , �4�

where lj�i
�=�s2+ l2� denotes the radial distance between im-

age bubble j� and bubble i.
An analytical expression is obtained for the undamped

natural symmetric mode frequency for N	3 bubbles,26 in
which the separation between bubble centers, s, is identical.
Since the symmetric mode is assumed all bubbles pulsate
with the same amplitude and phase, it follows that for the
undamped case, Eq. �4� reduces to one independent equation
given by

�m + m
R0

l
	v̈ + �v = − �N − 1�

�

4�
�1

s
+

1

l�
	v̈ , �5�

where l�=�s2+ l2. Grouping inertia terms, dividing through
by m and noting that m=� / �4�R0� and � /m=3�P0 / ��R0

2�
=�0

2, yields

�1 +
R0

l
+ �N − 1�R0�1

s
+

1

l�
		v̈ + �0

2v = 0. �6�

The damping term has been neglected because Strasberg18

showed that its impact on the resonance frequency is negli-
gible for relatively large bubbles. However, it does influence
the resonance frequency of small �submicron radii� bubbles,
as shown by Khismatullin.27 The natural frequency �in rad/s�
of Eq. �6� is thus given by

�symN
=

�0

�1 +
R0

l
+ �N − 1�R0�1

s
+

1

l�
	 , �7�

which holds for N	3. This limitation arises because it has
been assumed that the separation between bubble centers is
identical and a group of three bubbles is the largest number
of bubbles which satisfies the condition for a planar array.
Note that N=3 corresponds to a group of three bubbles ar-
ranged in an equilateral triangle.

A justification for the comparison between the resonance
frequency of the bubbles in the experiments and the natural
frequency given by Eq. �7� is as follows. The resonance fre-
quency is identical to the natural frequency when there is no
damping. Since the bubbles considered in this paper are quite
large, damping is small, meaning that the resonance fre-
quency can be very closely approximated by the undamped
natural frequency given by Eq. �7�. To show this, a plot of
the amplitude response �in terms of a change in radius� of a
group of two bubbles attached to a rigid boundary and driven
by an external source is given in Fig. 2, where R0=2.5 mm,
s=5R0, and l=2R0. In this numerical example, the bubbles
have been driven in phase �to excite the symmetric mode�,
and damping has been included. The amplitude has been
divided by the driving amplitude to give a normalized re-
sponse amplitude and is denoted by the solid line in Fig. 2.
The dashed line highlights the undamped natural frequency
as calculated using Eq. �7�. Clearly the difference between
the undamped natural frequency and the resonance frequency

FIG. 1. Schematic of bubble image model for N=2. The solid line repre-
sents the real bubble and the dashed line represents the image bubble.
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�the frequency at which maximum amplitude occurs� is neg-
ligible. For this example resonance occurs at approximately
956 Hz.

Bubbles are considered “attached” to the boundary when
l=2R0 �the smallest physical value for l�, such that the per-
pendicular distance from the center of a bubble to the plate is
equal to R0. Equation �7� does not allow for divergence from
sphericity due to the flattening of the buoyant bubble, which
in the experiment was trapped under a rigid boundary. It is
therefore expected that the expression will be more valid for
smaller bubbles which are closer to spherical shape. For
larger bubbles however there is a significant contact area
between the bubble and the boundary, resulting in reduced
bubble-wall velocity near the boundary as the bubble pul-
sates. In this situation the image theory is no longer appro-
priate. Instead, the dynamics of larger bubbles are better de-
scribed by hemispheres or domes as previously investigated
by Blue.20

To do this, a hemispherical shape is assumed, equivalent
in volume to half a spherical bubble. Therefore, in determin-

ing the resonance frequency of a hemispherical bubble, the
radius of a spherical bubble with twice the volume of the
hemispherical bubble is calculated and substituted into Min-
naert’s equation �Eq. �1��. This has the effect of reducing the
resonance frequency by a factor of 2−�1/3� compared to that of
a spherical bubble with the same volume as the hemisphere.
It is therefore suggested that the dynamics of a large �ap-
proximately hemispherical� bubble which is attached to a
boundary is equivalent to the dynamics of a single bubble
�with twice the volume� pulsating in free space. This is what
was implied from Blue’s work. In the absence of surface
tension and friction, this seems a reasonable approximation.

The above-noted consideration, which is consistent with
the work of Strasberg, Blue, and Howkins, means that the
resonance frequency of a bubble attached to a rigid boundary
will be lower than that of a bubble with the same size in free
space. But due to nonsphericity of the bubbles the resonance
frequency will be slightly increased.

III. EXPERIMENT

Experiments were carried out to detect the response of
air bubbles in water trapped under a glass plate when driven
by an acoustic pressure field, as depicted in Fig. 3. The tank
was made from 12-mm-thick Perspex with a 300 mm square
base. The glass plate �of thickness 3 mm� was securely main-
tained at a height of 20 mm above the face of a piston which
was attached to a modified speaker. A circular hole in the
bottom of the tank allowed direct transfer of sound from the
speaker to the water, thereby setting up an acoustic pressure
field within the tank. Adhesive tape was used to seal the area
adjoining the water and the face of the piston.

Air bubbles were generated with a syringe �50 
l, AL-
LTECH Associates Australia� with a volumetric accuracy of
±5% and were arranged as close to the center-line of the
piston as possible �±0.25 mm� so as to receive maximum
power from the speaker. A chirp signal was used to excite the
bubbles which was preamplified before passing through the
speaker. In the first set of single bubble experiments, a chirp
signal of 80 ms was used, while for the second set of single
bubble experiments, as well as for the two and three bubble
experiments, a chirp signal of 180 ms was used. The differ-
ence in chirp duration for the two sets of single bubble ex-

FIG. 2. Resonance frequency compared to the undamped natural frequency
for a group of two bubbles attached to a rigid boundary, each with R0

=2.5 mm. Separation distance s=5R0 and l=2R0. Equation �7� is used to
calculate the undamped natural frequency which is highlighted by the
dashed vertical line. The resonance frequency coincides with the undamped
natural frequency at approximately 956 Hz.

FIG. 3. �Color online� Schematic cross-sectional view
of the main experimental apparatus with a single air
bubble. The bubble is excited by the speaker.
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periments is shown not to affect the resonance frequency.
The applied sound pressures directly above the piston near
the glass plate were typically of the order of 100 Pa or less,
so as to remain in the linear regime. Frequencies employed
were mostly in the 400–3000 Hz range. Table I gives a sum-
mary of the experimental conditions and parameters.

The small pressure fluctuation caused by the response of
the bubbles was detected by a hydrophone �Brüel & Kjaer
8103, 9.5 mm diameter and 50 mm in length, with an essen-
tially constant frequency response from 0.1 Hz to 20 kHz�.
The distance from the hydrophone’s acoustic center to the
closest bubble wall was approximately 7 mm. The output of
the hydrophone was then fed into a charge amplifier �Brüel
& Kjaer type 2634, with an essentially constant frequency
response from 1 Hz to 20 kHz�, and connected to a digital
oscilloscope �HP54600A� for data acquisition and storage on
a PC. A schematic of the setup is given in Fig. 4.

Thirty time-domain responses were captured for a given
bubble volume and arrangement, and each one converted to a
frequency-domain response. Likewise, 30 responses without
bubbles were captured, thus measuring the response of the
tank and speaker assembly only. The difference in the

frequency-domain responses at each frequency with and
without bubbles was scaled by dividing by the average re-
sponse with no bubbles present. If the maximum “scaled”
difference in power was statistically significant, the fre-
quency at which this difference occurred was considered to
be the resonance frequency of the bubble arrangement. A
sample time-domain and corresponding frequency-domain
response are shown in Figs. 5 and 6, respectively, for a 45 
l
bubble. In Fig. 6 the maximum scaled difference occurs at
around 1100 Hz, indicating that that is the resonance fre-
quency of the bubble, when attached to the glass plate.

Although the dominant response detected by the hydro-
phone was believed to be pressure fluctuations caused by the
radial pulsation of the bubble �the breathing mode�, there
was the possibility that surface modes28 would interfere with
the response. Surface modes were visually observed, but
only when the system was driven at very high amplitudes. At
the amplitudes used during experimentation, surface modes
were not observed. Given the relatively large size of the
hydrophone head compared to the small scale pressure varia-
tions caused by surface modes, any surface modes that were
present would have had little influence on the hydrophone.
Therefore it is quite reasonable to assume that the above-
determined resonances were indeed associated with the ra-
dial pulsation of the bubble.

It should be emphasized that the purpose of this paper is
to investigate the symmetric mode resonance frequency of
the bubble groups, and not the other possible modes �e.g., the
asymmetric mode�. While the experiments were intended to
excite the symmetric mode, small differences in the pressure
amplitude applied to each bubble, as well as slight phase

TABLE I. Experimental parameters and conditions.

Density of water 1000 kg/m3

Temperature of water 20°C
Equilibrium water pressure 105 Pa
Speaker driving pressure amplitudes �100 Pa
Frequency range 400–3000 Hz
Polytropic index 1.33

FIG. 4. �Color online� Schematic of the experimental setup. See Table I for experimental conditions.
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differences, tended to excite asymmetric modes as well.
However the symmetric mode appeared to be dominant for
most of the conditions investigated. In the conditions where
this was not the case, only the contribution of the symmetric
mode was identified. Investigation of the asymmetric modes
is beyond the scope of this paper and will be the focus of
future work.

IV. RESULTS AND DISCUSSION

A. Single bubble arrangement with varying bubble
size

Figure 7 shows the symmetric mode resonance fre-
quency versus bubble radius for the case of a single bubble
attached to the glass plate. Superimposed is Minnaert’s rela-
tionship and the analytical expression from Eq. �7� for N
=1, as well as the half-bubble approximation. Clearly the
image theory �the analytical expression� gives a better agree-
ment to the experimental data than Minnaert’s relationship.
The error bars on the experimental results are included, but
are barely visible due to the tight confidence limits on the

results. The radii given on the horizontal axis represent the
radius of a spherical bubble with a volume �Vinj� equal to the
bubble which was injected �i.e., R0= �3Vinj /4��1/3�.

As predicted by the theory, the experimental data show
that smaller bubbles have higher resonance frequencies than
larger ones. This is expected and confirms that the resonance
response of the bubble has been detected by the hydrophone.
Also, both the image theory and the experimental data lie
below Minnaert’s relationship, which is consistent with the
data of previous investigators;18–20 and from the present
work, enough data points are now available for the func-
tional form of the relation to be confirmed. According to the
image theory, this can be reasoned as follows. The effect of
the boundary is equivalent to introducing an image bubble
adjacent to the real bubble. Since the image bubble will ex-
actly “mirror” the real bubble, there is a symmetric coupling
between the real bubble and the image bubble. This increases
the effective mass of the system, resulting in a decrease in

FIG. 5. Time-domain response of the system with and
without bubbles. The dotted line denotes the response
with a 45 
l bubble. The solid line represents the case
when the bubble was removed. This test used an 80 ms
chirp signal sweeping from 900 to 3500 Hz. A enlarged
region from 0.01 to 0.02 s is highlighted to distinguish
the response with a bubble from the response without a
bubble.

FIG. 6. Frequency-domain response of the system with and without bubbles.
The dotted line denotes the response with a 45 
l bubble. The solid line
represents the case when the bubble was removed.

FIG. 7. Comparison of experimental resonance frequencies and theoretical
undamped natural frequencies for a single bubble of varying radius. �---�
Minnaert’s equation and �—� represents the analytical expression for N=1.
�¯� The half-bubble approximation. The points denoted � are the experi-
mental results, with error bars shown by vertical lines.
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resonance frequency. This is analogous to a mass-spring sys-
tem where an increase in the mass will lower the resonance
frequency.

Although a bubble �especially a large bubble� is flat-
tened when attached to a plate �due to buoyancy and surface
tension� the deviation from spherical shape does not appear
to greatly affect the resonance frequency. Strasberg’s work
on the resonance frequency of oblate spheroids is consistent
with this observation. In his work, he showed that as a
bubble is deformed from sphericity its pulsation frequency
increases, but slightly, increasing by only 2% when the
bubble becomes a spheroid with a ratio of major to minor
axes equal to 2 �see Table I of Strasberg’s work18�. Admit-
tedly, his work was for a bubble in free space, but it appears
to be consistent with the trend observed in our experimental
data.

For small bubbles the experimental data show close
agreement with the analytical expression, but on closer
analysis �for radii less than about 3 mm� there is a slight
downwards shift in the experimental data. A possible expla-
nation for this is as follows. Recall that the analytical expres-
sion was based on the assumption that the bubble is spherical
and is just touching the boundary, meaning that distance be-
tween the real bubble and its image is given by l=2R0. How-
ever, even the smallest bubbles used in the experiments were
slightly flattened, giving l�2R0. This increases the effective
mass and hence decreases the resonance frequency. Conse-
quently the experimental data points are lower than the ana-
lytical expression. There may be other reasons for the slight
downwards shift; such as damping effects. It is known from
elementary mechanics that the damped resonance frequency
of a simple harmonic oscillator �such as a bubble� is lower
than the damped natural frequency. The fact that there is a
downwards shift for smaller bubbles is consistent with
damping having a greater influence on the resonance fre-
quency of smaller bubbles, as proposed by Khismatullin.27

The upwards shift in experimental data points from the
image theory for larger bubble radii ��3 mm� is not as
clearly justified. The measured eccentricity of the spheroidal-
shaped bubbles used in the experiments was approximately
equal to 2, and so the increase in resonance frequency ac-
cording to Strasberg’s18 work is insignificant. Furthermore,
the above-mentioned flattening effect �which has a greater
impact on larger bubbles�, would tend to decrease the reso-
nance frequency, making the fit even worse. Even with the
half-bubble approximation, which is a worse fit than the im-
age theory �but a more realistic physical approximation�, the
increase in resonance frequency caused by the flattening of
the bubble would be less than 2%, hardly enough to explain
the significant upward shift.

Thus, at this point there seems to be no reasonable ex-
planation for the upwards shift in experimental data points
for larger bubbles. Nonetheless, the limited results of Blue
and Howkins have been found to be consistent with the
present data, in that for small bubbles �which were used by
Blue� the experimental data lie below both Minnaert and the
image �equivalent to Strasberg’s� theory, while for larger
bubbles �which were used by Howkins� the experimental
data lie between Minnaert and Strasberg’s theory. The tran-

sition from a downwards to upwards shift in the experimen-
tal results as the bubble size increases suggests that for a
bubble attached to a rigid boundary, there is a critical bubble
size greater than which surface tension and buoyancy forces
significantly alter the dynamics and hence resonance fre-
quency of the system.

B. Multiple bubble arrangements with varying bubble
size

Figure 8 shows the experimental data for a three bubble
group arranged in an equilateral triangle, a two bubble group,
and a single bubble. The respective analytical expressions for
N=3, N=2, and N=1 are superimposed. For the arrange-
ments with two and three bubbles, the separation between
bubble centers was kept constant at approximately 3R0, in
which the radius of the bubble was known from the injected
volumetric measurement. Small variations in the volume of
air injected to make the bubbles had negligible impact on the
bubble radius �less than 1.7%�.

As with the previous single bubble case, a similar trend
�in terms of variation of resonance frequency with bubble
size� is seen here; where for large bubble radii there is an
upwards divergence from the analytical expression while for
smaller bubble radii there is a downwards shift.

As evident in Fig. 8, the analytical curves are displaced
downwards as N increases. This agrees with the trend in the
experimental data. The downwards shift can be explained by
the increase in effective mass for larger bubble groups, re-
sulting in a lower resonance frequency. There is a clear dis-
tinction between each arrangement which is statistically sig-
nificant since the error bars do not overlap for any given
bubble size.

FIG. 8. �Color online� Comparison of experimental resonance frequencies
and theoretical undamped natural frequencies for one, two, and three bubble
arrangements vs bubble radius at a fixed separation, s=3R0. �—� The ana-
lytical expression for one bubble �top curve�, two bubbles �middle curve�,
and three bubbles �bottom curve�. The points denoted �, �, and � are the
experimental results for one, two, and three bubbles, respectively, with error
bars shown by vertical lines.
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C. Variation of resonance frequency with bubble
separation

Hsiao et al.8 gave experimental results for the case of
two bubbles interacting in free space at varying separation.
Their results agree with that predicted by their theory, show-
ing that the symmetric mode resonance frequency decreases
as the bubbles are brought closer together. However, there
does not appear in the literature to be results for the case of
two and three bubbles attached to a rigid boundary. Hence
the purpose of the present results, which show that the same
trend as documented for bubbles in free space, also holds for
bubbles attached to a rigid boundary. The results also clearly
show that the image theory is a much better approximation
than the theory for groups of bubbles in an unbounded do-
main.

Figure 9 shows how the symmetric mode resonance fre-
quency decreases as two identical 50 
l bubbles are brought
closer together. The reduction in frequency for smaller sepa-
rations is due to the increased effective mass on each
bubble.12 Conversely, when the bubbles are further apart, the
image loading due to the interaction of the pair is weaker and
the frequency approaches that of a single bubble attached to
a boundary, shown by the dotted horizontal line in Fig. 9 and
subsequent figures.

As mentioned, the radius of a given bubble was known
from the volumetric measurement. Thus for a 50 
l bubble
the nominal spherical radius is 2.29 mm. For a 100 
l
bubble the radius is 2.88 mm. In order to change the ratio of
bubble separation to bubble radius, s /R0, the radii of the
bubbles were kept constant while the bubble separation was
varied �by moving one of the bubbles and keeping the other
fixed�. The analytical expression �Eq. �7�� is given by the
solid line in Fig. 9. The expression for two bubbles in an
unbounded domain is equivalent to setting l= in Eq. �7�

with N=2, resulting in the same expression given by Hsiao
et al.8 This is also plotted in Fig. 9 and is given by the
dashed line.

Figure 10 shows the same as Fig. 9 but for two 100 
l
bubbles. The same trend is observed, verifying that the re-
sults are reproducible, but there is a larger discrepancy be-
tween the experiment and theory for large values of s /R0.
Also plotted is the image theory for l=R0, given by the dash-
dot line. This has been plotted because the bubbles are
squashed and the center distance to their image is less than
2R0. On comparison with this line however, there still re-
mains a significant discrepancy, which is possibly due to
surface tension and buoyancy force effects.

The variation in symmetric mode resonance frequency
with bubble separation was also performed on a group of
three equi-spaced bubbles. Figure 11 shows the results for
three 10 
l bubbles �nominal spherical radius of 1.34 mm�.
A consistent trend is observed in reasonable agreement with
the theory. The fact that this trend is observed supports the
assumption that the interaction between the pair of bubbles is
caused by the coupled radial pulsations, rather than surface
modes.

V. CONCLUSIONS

The results from this work show that bubbles attached to
a rigid boundary have similar resonance trends to bubbles in
free space, while the actual frequencies are lower. It has been
shown theoretically and experimentally that smaller bubbles
have higher resonance frequencies than larger bubbles, and
that larger groups of bubbles have lower resonance frequen-
cies than smaller groups. The deviation from sphericity was
shown to have a minor effect on the frequencies predicted by
the analytical expression, and is clearly less dominant than
the increase in image loading caused by the decrease in sepa-
ration between a real bubble and its image. Furthermore,

FIG. 9. �Color online� Resonance frequency vs ratio of bubble separation to
bubble radius for two 50 
l bubbles �R0=2.29 mm�. �---� The undamped
symmetric mode frequency for two spherical bubbles in free space. �—� The
analytical expression �7� for N=2 and l=2R0. �¯� The limit as s approaches
infinity. The points denoted � are the experimental results, with error bars
shown by vertical lines.

FIG. 10. �Color online� Resonance frequency vs ratio of bubble separation
to bubble radius for two 100 
l bubbles �R0=2.88 mm�. �---� The undamped
symmetric mode frequency for two spherical bubbles in free space. �—� The
analytical expression �7� for N=2 and l=2R0, while �–.–� represents the
analytical expression for l=R0. �¯� shows the limit as s approaches infinity.
The points denoted � are the experimental results, with error bars shown by
vertical lines.
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despite the assumptions of spherical bubble shape and the
neglect of surface tension and damping, overall the analytical
expression shows good agreement with the experimental re-
sults. This is a useful outcome, because it means that the
resonance frequency of bubble arrays with greater number of
bubbles can be predicted with a certain degree of accuracy.
However, for very small bubbles, damping would have to be
more rigorously considered. Future experimental work in
this direction would help validate such predictions and pro-
vide guidance for the investigation of acoustic streaming
from bubble arrays as well as sonic cleaning applications.
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The dispersion spectra of SH guided waves are studied both analytically and numerically for
two-layered plates with a plane of propagation being the plane of transverse isotropy. The
boundary-value problems are considered for a plate with free, clamped, or clamped/free surfaces. It
is noticed that formally the problem is very similar to that for symmetric and antisymmetric Lamb
waves in a homogeneous plate. On this basis the Mindlin’s approach of a bound grid is applied for
an analysis. It is found that the studied spectra are characterized by the following specific features.
They have two asymptotic levels ct1 and ct2 corresponding to the speeds of SH bulk waves in both
layers. In the vicinity of the upper level �ct2� dispersion curves form a step-like pattern tending to
ct2 in succession one by one with further going down to the lower asymptote ct1. Over the level ct2

there is a zone, where dispersion curves have a wavy form similar to that in spectra of Lamb waves
in homogeneous plates. It is shown that the families of dispersion branches related to the boundary
conditions of free and clamped surfaces cross each other at the same types of nodes of Mindlin’s
grid as those for symmetric and antisymmetric Lamb waves in a free homogeneous plate. The
tracing speed level v=v0 is found where the appropriate families of dispersion curves cross each
other beyond the nodes of Mindlin’s grid. It is proved that the spectra of symmetric and
antisymmetric SH guided waves in symmetric three-layered plates with free or clamped faces are
described by the same four equations as for the studied two-layered plates with free, clamped,
free/clamped or clamped/free surfaces. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2046807�
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I. INTRODUCTION

Guided waves in plates, both homogeneous and layered,
due to their multiple applications in modern devices attract
more and more attention in the acoustic literature. Here one
can find monographs,1–4 review articles �e.g., see the paper
by Chimenti5 with four hundred references�, and numerous
original publications. There are several different approaches

to the problem: general theoretical studies,6–13 explicit
calculations,14–24 and computer analysis.25–28 Of course, this
list is very incomplete �we recall approximately 400 refer-
ences in Ref. 5�. In addition, there are also various combined
approaches. We shall be interested in a combination of ex-
plicit calculations and a computer analysis such as that given
by Auld et al.,29 who studied the propagation of SH waves in
periodically layered composites. In such a problem, due to
the simplicity of analytical description of SH waves in iso-
tropic media �even multilayered�, one can go rather far in an

explicit analysis. This provides a good level of qualitative
understanding of physical results. And additional computing
makes them more exact and quantitatively complete.

We shall consider a more local problem of the same type
being interested in specific features of spectra of guided SH
waves in a two-layered plate for a series of boundary-value
problems. The first motivation for this study was an intent to
find out analytically how many asymptotes occur in a spec-
trum of such waves: the only one equal to the minimum of
the two shear wave velocities �ct1 and ct2� for two layers, or
the largest velocity �say ct2� also represents an asymptotical
level. In the latter case in the vicinity of this level one could
expect quite specific behavior of dispersion lines, which
should tend to it in succession, not crossing each other, ap-
proaching the asymptote one by one with further going down
to the lower asymptote ct1. As a result, dispersion lines
should form around the upper asymptote a step-like terracing
pattern discussed earlier in Ref. 11 for spectra of homoge-
neous anisotropic plates. Figure 1 of Ref. 29 gave us hope
that indeed this expected anomaly in spectra of two-layered

a�Author to whom correspondence should be addressed; electronic mail:
deschamps@lmp.u-bordeaux1.fr
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plates might occur. So, we made some calculations and
checked the situation. The results have turned out to be very
unexpected: we found not only mentioned spectral anomalies
in the vicinity of ct2, but also some other very unusual fea-
tures, like a wavy form of dispersion lines over the level ct2

in the zone occupied by Mindlin’s grid.14,19 The number of
“zigzags” on the lines increases with growing frequency. We
have also established an intimate similarity between studied
spectra of SH guided waves in two-layered plates with those
of symmetric and antisymmetric Lamb waves in homoge-
neous plates. Furthermore, the deduced dispersion equations
for a two-layered plate with free, clamped, free/clamped or
clamped/free faces have proved to be simultaneously gov-
erned equations describing spectra of symmetric and anti-
symmetric SH waves in symmetric three-layered plates with
free or clamped surfaces. In the following all these observa-
tions will be presented analytically with exact computer il-
lustrations.

II. BASIC EQUATIONS

Consider a two-layered elastic plate with the plane of
transverse isotropy orthogonal to the surfaces. We choose the
coordinate system with the y axis along the normal n to the
upper surface, the x axis parallel to the plane of transverse
isotropy and the z axis perpendicular to this plane �Fig. 1�. In
the chosen Cartesian system the lower face is indicated by
the coordinate y=y0, the interface by y=y1, and the upper
face by y=y2, so that the thickness of the lower layer is equal
to y1−y0=d1 and the thickness of the upper layer is y2−y1

=d2. We shall be interested in SH guided waves propagating
in the sagittal plane of transverse isotropy �xy� and polarized
along z. For their characterization it is sufficient to fix the
moduli c44

�j�=� j and the densities � j�j=1,2� of the layers
�Fig. 1�. Then the phase velocities of the corresponding SH
bulk waves in the lower and upper layers are given, respec-
tively, by

ct1 = ��1/�1, ct2 = ��2/�2. �1�

In the following for definiteness we shall suppose that ct1

�ct2.
The basic vector characteristics of such waves, displace-

ments u, and tractions �n, are directed along z. So, we shall
describe them by the scalar steady-state fields,

uz = u�x,y,t� = A�y�exp�ik�x − vt�� , �2�

�yz = ��x,y,t� = − ikL�y�exp�ik�x − vt�� , �3�

characterized by the frequency �=2�f and the tracing speed
v=2�f /k. It is convenient to form the unknown two-
component vector function

��y� = �A�y�
L�y�

� , �4�

which can be expressed as a superposition

��y� = ���1��y� , y0 � y � y1

��2��y� , y1 � y � y2.
	 �5�

The functions ��j��y� describing the y profiles of fields �2�
and �3� in the separate layers �j=1,2� can be written as the
two-partial combinations

��j��y� = c1
�j��1

�j� exp�ikp1
�j�y� + c2

�j��2
�j� exp�ikp2

�j�y� . �6�

Here c1,2
�j� are amplitudes supposed to be found from condi-

tions at the surfaces and the interface, and the pairs �1,2
�j� , p1,2

�j�

are the eigenvectors and eigenvalues of the matrix NSH
�j� ,

which is an appropriate 2�2 modification of the general
6�6 Stroh matrix.30 According to Ref. 31

�1
�j� =

i
�2

� �� jpj�−1/2

− �� jpj�1/2 �, �2
�j� =

1
�2

��� jpj�−1/2

�� jpj�1/2 � , �7�

p1,2
�j� = ± pj = ± ��v/ctj�2 − 1, �8�

where ctj�j=1,2� are the shear velocities given by Eq. �1�.

III. FOUR TYPES OF BOUNDARY-VALUE
PROBLEMS

A formulation of boundary-value problems for a consid-
ered layered plate is seriously simplified in terms of the
propagator matrix WSH

�k� �y2 
y0�,9,13 which directly relates to
each other the amplitudes of displacements and tractions at
both surfaces:

�A2

L2
� = WSH

�k� �y2
y0��A0

L0
� . �9�

The corresponding 2�2 matrix WSH
�k� �y2 
y0� is defined by

WSH
�k� �y2
y0� = WSH

�k2��y2
y1�WSH
�k1��y1
y0� , �10�

where

WSH
�kj��yj
yi� = �

�=1

2

��
�j�

� T��
�j� exp�ikp�

�j��yj − yi�� ,

�11�

T = �0 1

1 0
� .

Combining Eqs. �10� and �11� with Eq. �7� one can easily
find

FIG. 1. The two-layered plate with its material parameters and geometrical
characteristics in the chosen coordinate system.
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WSH
�k� �y2
y0� =� cos �1 cos �2 −

a1

a2
sin �1 sin �2 − i sin �1 cos �2

a1
+

cos �1 sin �2

a2
�

− i�a1 sin �1 cos �2 + a2 cos �1 sin �2� cos �1 cos �2 −
a2

a1
sin �1 sin �2

� � �W1 W2

W3 W4
� , �12�

where the notation is introduced

� j = kdjpj, aj = � jpj, j = 1,2. �13�

In terms of the components Wi Eq. �9� reduces to the system

A2 = W1A0 + W2L0,

L2 = W3A0 + W4L0. �14�

Now we can consider the following four types of boundary
conditions.

A. Both faces of the plate are free of tractions „L0=L2
=0…

In this case system �14� transforms into

A2 = W1A0,

W3A0 = 0. �15�

The second of these equations is homogeneous and has a
nontrivial solution only if W3�k ,v�=0, which is the form of
dispersion equation for the plate with free surfaces. By Eqs.
�12� and �13�, this dispersion equation has the following ex-
plicit form:

	 f�v,k� = tan�kd1p1�cot�kd2p2� + a2/a1 = 0. �16�

Quite similarly one can derive dispersion equations for the
other boundary-value problems.

B. Both faces of the plate are clamped „A0=A2=0…

	c�v,k� = tan�kd1p1�cot�kd2p2� + a1/a2 = 0. �17�

C. The lower face is clamped and the upper face is
free „A0=L2=0…

	c/f�v,k� = cot�kd1p1�cot�kd2p2� − a2/a1 = 0. �18�

D. The lower face is free and the upper face is
clamped „L0=A2=0…

	 f/c�v,k� = cot�kd1p1�cot�kd2p2� − a1/a2 = 0. �19�

Transcendental Eqs. �16�–�19� determine the four infinite
sets of dispersion branches v= fn�k� or �after substituting
here k=2�f /v and extracting v�, in more convenient terms,
v=gn�f�.

IV. ANALYSIS OF DISPERSION EQUATIONS „16… and
„17…

A convenient method of analysis of dispersion equations
of this type was first introduced by Mindlin14 for symmetric

and antisymmetric Lamb modes in a homogeneous isotropic
plate �see also Refs. 19–21�. The idea was to find a discreet
series of points belonging to dispersion curves and simulta-
neously being the nodes of an infinite grid formed by the two
families of supplementary curves, the so-called bounds. Now
we shall analyze Eqs. �16� and �17� based on Mindlin’s idea.
It is rather evident that both mentioned dispersion equations
must be simultaneously satisfied in the points of intersection
of bound curves solving the two systems

tan�kd1p1�v�� = ± 
 ,

cot�kd2p2�v�� = 0; �20a�

tan�kd1p1�v�� = 0,

cot�kd2p2�v�� = ± 
 . �20b�

Both systems are solved by

kd1p1�v� �
2�fd1

v
p1�v� =

�

2
n ,

�21�

kd2p2�v� �
2�fd2

v
p2�v� =

�

2
m .

For odd numbers n=2r+1 and m=2t+1 �r , t=0,1 ,2 , . . . �,
Eq. �21� gives a solution of first system �20a� and for even
numbers n=2l and m=2s �l ,s=1,2 , . . . � it solves second sys-
tem �20b�. Combining Eqs. �21� and �8� one can easily find
an explicit form for the bound curves in coordinates v÷k or
v÷ f . In practice it is more convenient and customary to use
for an argument a frequency f rather than a wave number k,
so we present the bound functions in the form v= v̄n,m

�1,2��f�,
where

v̄n
�1��f� =

ct1

�1 − �nct1/4d1f�2
,

�22�

v̄m
�2��f� =

ct2

�1 − �mct2/4d2f�2
.

These two families of bounds, v̄n
�1��f� and v̄m

�2��f�, include
infinite sets of monotonic curves tending for f →
 to the
horizontal asymptotes ct1 or ct2, respectively, and with de-
creasing frequency—to individual vertical asymptotes

fn
�1� =

nct1

4d1
, fm

�2� =
mct2

4d2
, n,m = 1,2, . . . , �23�

also respectively. The crossing points of these two bound
families are given by

2852 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Alshits et al.: Dispersion of shear horizontal guided waves



fnm =
1

4
��n/d1�2 − �m/d2�2

ct1
−2 − ct2

−2 , �24a�

vnm =� �n/d1�2 − �m/d2�2

�n/d1ct2�2 − �m/d2ct1�2 . �24b�

We stress that n and m in Eqs. �22�–�24� must be of the same
evenness. And in Eq. �24� they must be chosen so that the
expressions under the square roots would be positive. Con-
sequently, with the accepted condition ct2�ct1, the choice of
numbers n and m in Eq. �24� is limited by the criterion

m

n
�

d2ct1

d1ct2
� � . �25�

Thus, each crossing point �24� must simultaneously be-
long to the two dispersion curves, vl

f�f� and vl
c�f�, which

solve problems �16� and �17� for free and clamped surfaces,
respectively. It is evident that neither of the dispersion curves
could intersect any bound line beyond the above-mentioned
nodes of Mindlin’s grid �that is why they are bounds�, this
would contradict Eq. �16� or Eq. �17�. Thus, Mindlin’s grid
provides a discreet frame for dispersion curves vl

f�f� and
vl

c�f�.
Figure 2 schematically shows the grid of bounds �22�

and the “even-even” and “odd-odd” crossing points �24� be-
longing to our dispersion curves. As is clear from this figure,
all bounds of the system v̄m

�2��f� are crossed by the infinite
number of bounds from the other family v̄n

�1��f�. However, at
�1 some number of first branches v̄n

�1��f� will go beyond
the bounds v̄m

�2��f� without intersections. Let the first odd
branch v̄n

�1��f�, which crosses v̄1
�2��f�, have the number n

=2n0+1. Then that will be the first bound of the family �1�,
which takes part in forming Mindlin’s grid, and it is conve-
nient to start counting curves of this series from that particu-
lar branch. In accordance with this principle, in the following

in this section the lth branch v̄l
�1��f� in the grid zone will be

supposed to be defined by Eq. �22a�, where n=2n0+ l.
Of course, the coincidence of a pair of the curves vl

f�f�
and vl

c�f� in a series of discrete points �24� does not mean
that these curves are identical. Let us evaluate slopes of the
branches vl

f�f� and vl
c�f� at the found crossing points. It can

be done based on Eqs. �16�, �17�, and �20�:

� �vl
f

�f
� n=2r

m=2s

= −
vnm

fnm
�vnm

2 �1d1 + �2d2

�1d1 + �2d2
− 1	 ,

�26�

� �vl
f

�f
� n=2r+1

m=2s+1

= −
vnm

fnm

�1d2 + �2d1

�1d2

p2
2�vnm�

+
�2d1

p1
2�vnm�

,

� �vl
c

�f
� n=2r

m=2s

= −
vnm

fnm

�1d2 + �2d1

�1d2

p2
2�vnm�

+
�2d1

p1
2�vnm�

,

�27�

� �vl
c

�f
� n=2r+1

m=2s+1

= −
vnm

fnm
�vnm

2 �1d1 + �2d2

�1d1 + �2d2
− 1	 .

Hence, the f and c branches have different slopes at the same
points. As is seen from Fig. 2, along these branches even-
even and odd-odd points must be situated in succession. And
by Eqs. �26� and �27�, in these neighboring points the deriva-
tives �vl

f /�f and �vl
c /�f represent analytical continuations for

each other. But then, the both dispersion curves vl
f�f� and

vl
c�f� must abruptly change a slope at each next point of the

grid. Consequently, the closer the dispersion line to the level
ct2, the less is the distance between neighboring nodes and
the more pronounced should be wavy form of dispersion
curves.

The considered nodes of our grid occur only in the re-
gion v�ct2, where both families of bond lines �22� coexist
�Fig. 2�. And even in this region nodes occupy only some
band. As follows from Fig. 2 and Eq. �24a�, in this band the
density of grid nodes grows with an increase of the fre-
quency. And accordingly the greater number of nodes on the
dispersion lines vl

f ,c�f�, the greater is l. In Fig. 2, the first
branches v1

f ,c�f� contain only one node, the second
branches—two, the third branch—three, and so on. On the
other hand, as we know, the more nodes there are on a line,
the more “zigzags” it contains. So, we come to the conclu-
sion: the greater the frequency the wavier the spectrum, how-
ever only inside the grid band just over ct2.

The separate problem is related to an estimation of a
width of the grid band. For each fixed n it can be evaluated
as vnm

max−ct2 where vnm
max is given by Eq. �24b� taken at the

maximum m=mmax admitted by inequality �25�. Let us esti-
mate vnm

max for large enough numbers n. At any n and � their
product always belongs to some interval between two inte-
gers: l�n� l+1. So, we put mmax= l and introduce the pa-
rameter �n=n�− l, which by definition belongs to the inter-
val 0��n1. For large enough n� to a first approximation:
l�n�. With the same accuracy

FIG. 2. Schematic plot of Mindlin’s grid of crossing bounds �Eq. �22��.
White and black circle points correspond to intersections of odd-odd
�dashed lines� and even-even bounds, respectively; circles with the equal
numbers �l� inside indicate crossing points belonging to the same dispersion
branches vl

f ,c�f�.
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vnm
max =��ct2n��2 − �ct1l�2

�n��2 − l2 �� �n

2�n
�ct2

2 − ct1
2 � . �28�

Thus, roughly, the upper limit of the grid band is propor-
tional to n1/2, i.e., to f1/2. Of course, the parameter �n depen-
dent on n provides some fluctuations of this dependence,
which might be even rather large. For instance, if the param-
eter � �25� slightly exceeds some integer which corresponds
to a resonance relation between definite pairs of cut-off fre-
quencies �23�, we arrive at very small �n�1 for a series of
numbers n and at respective coherent fluctuations of vnm

max.
On the other hand, if � is close from above to a rational
fraction �e.g., to 7 /4�, we shall have resonance situations
for a series of separate n �e.g., for each fourth n=4s,
where the number of resonant integers s depends on ��.
Such “resonances” for any n can be artificially arranged
by a special choice of parameters determining � �25�.

Figure 3 demonstrates the numerically found spectra of
SH guided waves in the two-layered plate with free or
clamped faces. It is seen that at large f the upper boundary of
the grid is indeed roughly proportional to f1/2 �the dashed
curve in Fig. 3�a��. Going up along dispersion curves vl

f ,c�f�
through the grid, after the last node on it we should fall
within a smooth zone between a pair of neighboring not
intersecting bonds. That is exactly what we see in Fig. 3�a�.
With decrease of frequency our curves approach their own
vertical asymptotes situated between the corresponding pairs
of the cut-off frequencies �23�. On the other hand, as is seen
from Fig. 3�b�, a pronounced wavy character of dispersion
curves occurs only in the bottom part of the grid zone.

Let us study the situation at vct2. In this region the
dispersion equations �16� and �17� remain valid but it is con-
venient to change them so that they would not contain the
imaginary parameter p2. Substituting into Eqs. �16� and �17�
p2= ip̄2 where

p̄2 = �1 − �v/ct2�2, �29�

we obtain the following new form for these dispersion equa-
tions:

tan�kd1p1� =
�2p̄2

�1p1
tanh�kd2p̄2� , �30�

tan�kd1p1� = −
�1p1

�2p̄2

tanh�kd2p̄2� . �31�

Let us start from the free surfaces boundary-value prob-
lem �30�. On the level v=ct2 we have p̄2=0, which leads to
the equation tan�kd1p1�=0, coinciding with the first equation
of system �20b�. This means that our dispersion curves vl

f�f�
cross the level v=ct2 at the same points f l as the bond lines
v̄2l

�1��f� �22� �the black square points in Fig. 3�:

f l =
ct2l

2d1p1�ct2�
. �32�

The slopes of the dispersion curves at these points can be
found similar to Eqs. �26� and �27�:

�vl
f

�f l
= −

ct2

f l

p1
2�c2�

1 + 2�2d2/�1d1
. �33�

Hence, with increasing frequency f →
 the slope of the dis-
persion curves on this level tends to zero. This shows that we
have met in our spectrum a very specific asymptotic level.
Dispersion branches should tend to it in succession, one by
one, changing each other and going down to the next asymp-
tote v=ct1. This is just a behavior, which one can see in Fig.
3�b�. Analogous step-like terracing patterns in spectra of ho-
mogeneous anisotropic plates were described in Ref. 11.

After crossing the level v=ct2 the branch vl
f�f� goes

down between the two bound curves,

FIG. 3. Numerical plot of dispersion curves vl
f�f� �—� and vl

c�f� �¯� on the
background of Mindlin’s bounds v̄l

�1��f� and v̄l
�2��f� �grey lines, solid and

dotted, respectively�. The black square and circle points show intersections
of the curves vl

f�f� and vl
c�f�, respectively, with the level ct2. The white circle

points in �a� indicate the upper nodes of the grid along bound lines. �b�
demonstrates a large scale image of the high frequency part �30� f �50� of
the same dependencies. In computations the following parameters were
used: d1=d2=0.5; �1=�2=2.7; ct1=3.2; ct2=6.4.
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v̄2l
�1��f� � vl

f�f� � v̄2l+1
�1� �f� . �34�

With increase of f when the both bounding curves �34� tend
to ct1, the function p1�v� in Eq. �30� is close to zero and the
dispersion equation �30� acquires the limiting form
tan�kd1p1�→ +
 identical to the first equation of system
�20a�. This means that at large f ,

vl
f�f� � v̄2l+1

�1� �f� , �35�

which is illustrated by Fig. 3�a�.
The analysis of the dispersion equation �31� for a plate

with clamped surfaces can be done in the same manner. The
results are similar: the family of curves vl

c�f� also demon-
strates an asymptotic behavior on the level v=ct2 �Fig. 3�b��.
Below this level they go down between the appropriate
bound lines:

v̄2l−1
�1� �f� � vl

c�f� � v̄2l
�1��f� �36�

�Fig. 3�a��. With increase of the number l the crossing points
of the curves vl

c�f� with the level v=ct2 �the black round
points in Figs. 3�a� and 3�b�� are approaching those for the
bounds v̄2l−1

�1� �f� with the same level. However at large f the
curves vl

c�f�, approach from below to the opposite �upper�
limit in Eq. �36�, like in the previous case �34� and �35�:

vl
c�f� � v̄2l

�1��f� , �37�

see Fig. 3�a�.

V. ANALYSIS OF DISPERSION EQUATIONS „18… and
„19…

The pair of boundary-value problems related to plates
with clamped/free and free/clamped surfaces, Eqs. �18� and
�19�, can be analytically analyzed in a completely analogous
manner. And Fig. 4 shows the results of a numerical analysis.
The solutions vl

c/f�f� and vl
f/c�f� also go through coinciding

nodes of the grid formed by the same families of bound lines
�22�. However this time the “active” nodes correspond to
intersections of bounds having different evenness: v̄2l

�1��f�
with v̄2s+1

�2� �f� and v̄2l+1
�1� �f� with v̄2s

�2��f�. Above the grid zone

the dispersion lines vl
c/f�f� and vl

f/c�f� must be limited from
both sides by some bound lines. And inside the zone of
crossing bounds the branches vl

c/f�k� and vl
f/c�k� have deriva-

tives again different both from each other at the same nodes
and, for one curve, at neighboring crossing points of the
above-mentioned two types. The latter difference indicates a
wavy configuration of dispersion lines in this zone. The num-
ber of “zigzags” on a line reflects the number of Mindlin’s
nodes on it. And both numbers increase with the order of the
eigenwave. In the vicinity of ct2, as before, a step-like
asymptotic pattern occurs. The curves vl

c/f�f� cross the level
v=ct2 at the same points as the bound lines v̄2l−1

�1� �f� �the
white square points in Fig. 4� and go down between the pairs

v̄2l−1
�1� �f� � vl

c/f�f� � v̄2l
�1��f� , �38�

closing at large f as before to the upper limit in Eq. �38� �Fig.
4�,

vl
c/f�f� � v̄2l

�1��f� , �39�

and smoothly approaching together with this curve to the
asymptote ct1.

The branches vl
f/c�f� go down between the same pairs as

vl−1
f �f�, Eq. �34�,

v̄2l−2
�1� �f� � vl

f/c�f� � v̄2l−1
�1� �f� . �40�

With increasing number l the crossing points f l of the lines
vl

f/c�f� with the level v=ct2 �the white round points in Fig. 4�
approach the corresponding points for the bound lines v̄2l−2

�1�

��f�. And for large f the branches vl
f/c�f� are closing to the

same bounds as vl−1
f �f�, Eq. �35�,

vl
f/c�f� � v̄2l−1

�1� �f� . �41�

However, one can check that everywhere

vl−1
f �f� � vl

f/c�f� . �42�

As is seen from Fig. 4, the above two curves are approaching
each other much faster than they both tend to the bound line
v̄2l−1

�1� �f�. As follows from an analytical analysis, at suffi-
ciently large l the branches vl−1

f �f� and vl
f/c�f� become expo-

nentially close to each other in almost all the zone v�ct2.
The same is valid also for the pair vl

c/f�f�, vl
c�f� and the

bound v̄2l
�1��f�. Summing up, we can state that by Eqs. �34�,

�36�, �38�, �40�, and �42� at and below ct2 there is a definite
order between the four series of dispersion curves with the
same numbers �Fig. 4�:

vl
f/c�f� � vl

c/f�f� � vl
c�f� � vl

f�f� . �43�

FIG. 4. Numerical plot of dispersion curves vl
f�f� �—�, vl

c�f� �¯�, vl
f/c�f�

�-·-�, and vl
c/f�f� �---� on the background of the grid bounds v̄l

�1��f� and
v̄l

�2��f� �grey lines�. The white square and circle points indicate intersections
of branches vl

c/f�f� and vl
f/c�f�, respectively, with the level ct2. The black

triangles show the points of intersection of the branches vl
f�f� with vl

c�f� and
vl

f/c�f� with vl
c/f�f� not coinciding with nodes of the grid and belonging to the

level v=v0. Other notations and used parameters are the same as in Fig. 3.
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VI. INTERSECTIONS OF DISPERSION CURVES
BEYOND THE NODES OF MINDLIN’S GRID

As is seen from Figs. 3�b� and 4, apart from intersec-
tions of the two studied pairs of families of dispersion curves
in nodes of Mindlin’s grid there is the other group of cross-
ing points related to a constant speed level, v=v0�7.16
conv. units. Its interpretation is automatically obtained from
the observation that at a1=a2 Eq. �16� becomes identical to
Eq. �17� and Eq. �18� coincides with Eq. �19�. Combining the
equation �1p1=�2p2 with Eq. �8� we immediately find this
level:

v0 =� �2
2 − �1

2

�2�2 − �1�1
=��2

2ct2
4 − �1

2ct1
4

�2
2ct2

2 − �1
2ct1

2 . �44�

Clearly it exists until the material parameters admit a real
square root in Eq. �44�. On the other hand, with �1p1

=�2p2 the dispersion equations �16� and �17� coincide into
one,

sin2�f

v0
�d1p1�v0� + d2p2�v0��� = 0, �45�

which in turn determines the coordinates of the considered
set of crossing points at the level v0:

fr =
rv0

2�d1p1�v0� + d2p2�v0��

=
r

2�d1�2 + d2�1�
� �2

2 − �1
2

ct1
−2 − ct2

−2 , r = 1,2, . . . . �46�

Quite similarly one can find that on the same level v0 �44�
the dispersion lines vl

c/f�f� and vl
f/c�f� must cross each other

at the points

fs =
2s + 1

4�d1�2 + d2�1�
� �2

2 − �1
2

ct1
−2 − ct2

−2 , s = 1,2, . . . . �47�

Bearing in mind that all numerical calculations for the
above-mentioned plots were accomplished for a particular
case �1=�2, we obtain in this case, instead of Eq. �44�,

v0 = �ct1
2 + ct2

2 , �48�

which for the used parameters ct1=3.2, ct2=6.4 immediately
gives v0�7.16 �conventional units� fitting our observa-
tions in Figs. 3�b� and 4.

VII. APPLICATION TO A SYMMETRIC THREE-
LAYERED PLATE

Consider a symmetric three-layered plate d1÷d2÷d1

�Fig. 5� with the same materials parameters as in the above-
mentioned two-layered plate d1÷d2. We shall suppose the
boundary conditions to be also symmetric: let both surfaces
of the plate be either free or clamped. In such a structure the
spectrum of eigenwaves must be split into two parts, sym-
metric and antisymmetric. In the coordinate system with the
plane xz coinciding with the middle plane of the structure
�Fig. 5� for symmetric modes there must be

u�− y� = u�y� , �49a�

��− y� = − ��y� , �49b�

and for antisymmetric modes, conversely,

u�− y� = − u�y� , �50a�

��− y� = ��y� . �50b�

As follows from Eq. �49b�, for symmetric modes the middle
plane y=0 of the plate must be free of tractions,

��0� = 0. �51�

Similarly, by Eq. �50a�, for antisymmetric modes the middle
plane is automatically “clamped,”

u�0� = 0. �52�

Accordingly, the f / f boundary-value problem of the
considered three-layered plate for a symmetric part of the
spectrum reduces to the f / f problem for the half of the struc-
ture, i.e., for a two-layered plate �say, d1÷d2 /2�. The corre-
sponding spectrum is determined by Eq. �16�, where one
should replace d2 by d2 /2:

tan�kd1p1�cot�kd2p2/2� + a2/a1 = 0. �53�

And the same f / f boundary-value problem for the antisym-
metric part of the spectrum is equivalent to the f /c problem
for the two-layered plate d1÷d2 /2, i.e., is described by the
dispersion equation

cot�kd1p1�cot�kd2p2/2� − a1/a2 = 0, �54�

compare with Eq. �19�.
Similarly, the above-mentioned three-layered plate with

clamped surfaces for symmetric waves has the same spec-
trum as the two-layered plate d1÷d2 /2 with clamped/free
faces which leads to the dispersion equation analogous to Eq.
�18�:

cot�kd1p1�cot�kd2p2/2� − a2/a1 = 0. �55�

And the c /c boundary-value problem for antisymmetric
waves reduces to the c /c problem for the two-layered plate
d1÷d2 /2 �see Eq. �17��:

tan�kd1p1�cot�kd2p2/2� + a1/a2 = 0. �56�

Thus, the three-layered plate with free or clamped faces
has the spectrum given by the pairs of equations �53� and
�54� or �55� and �56� respectively. But as we know, these
pairs of equations determine the dispersion curves, which go
through different �not coinciding� sorts of Mindlin’s nodes.
This explains why symmetric and antisymmetric branches of

FIG. 5. The three-layered plate with its material parameters and geometrical
characteristics in the chosen coordinate system.
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SH guided waves in the considered three-layered plate do not
cross each other �see Figs. 6�a� and 6�b��, in contrast to
Lamb waves in a homogeneous plate.

As is seen from Fig. 6, for both types of boundary con-
ditions the symmetric and antisymmetric branches below the
level ct2 are fast closing to each other and for large enough
frequency f practically coincide in almost all the zone v
�ct2. This observation is similar to analogous behavior of
corresponding branches for a two-layered plate �Fig. 4�. The
reason for that becomes quite clear if one compares the ap-
propriate dispersion equations �say, Eqs. �53� and �54�� with
each other in the region v�ct2. Indeed, in view of the rela-
tion p2= ip̄2, Eq. �29�, and the identity tan�ix�= i tanh�x�, for
v�ct2 the above pair of dispersion equations respectively
transforms to

tan�kd1p1� =
�2p̄2

�1p1
tanh�kd2p̄2/2� ,

�57�

tan�kd1p1� =
�2p̄2

�1p1
coth�kd2p̄2/2� ,

i.e., their right-hand sides differ from each other only by the
replacement

tanh�kd2p̄2/2� ↔ coth�kd2p̄2/2� . �58�

But for a large enough argument kd2p̄2�1 these functions
differ from each other only by exponentially small terms
�exp�−kd2p̄2�. Of course, at the level v=ct2, by Eq. �29�,
p̄2=0 and the right-hand sides of the equations in Eq. �57�
are essentially different. However, for any level v�ct2

there always exists such a large parameter kd2�1, which
provides the condition kd2p̄2�1 and the corresponding
closeness of appropriate dispersion curves �see Figs. 4 and
6�.

VIII. CONCLUSION

As was mentioned earlier, formally the studied
boundary-value problems for SH guided waves in a two-
layered plate �and, as we now understand, in symmetric
three-layered plate� are very similar to those for symmetric
and antisymmetric Lamb waves in a homogeneous plate. For
instance, in the latter case the dispersion equations for sym-
metric and antisymmetric waves differ from Eqs. �16� and
�17�, respectively, only by the following replacements in the
latter equations: ct1 by ct, ct2 by cl, d1=d2 by d /2 and the
parameter a2 /a1=�2p2 /�1p1 by 4p1p2 / �p1

2−1�2 for free

faces1 and by p1p2 for clamped faces.22 So the bound grids
for SH and Lamb waves will be quite similar and the most of
the features of the spectra found above will remain valid. In
particular, symmetric branches must cross the level cl at the

FIG. 7. Numerical plot of dispersion curves for symmetric and antisymmet-
ric Lamb waves in a free homogeneous plate, vl

s,a�f� �—�, and for SH guided
waves in a two-layered plate with free or clamped faces, vl

f ,c�f� �¯�. The
grid bounds, as before, are shown by grey lines. The used parameters were
d=d1+d2=1, d1=d2=0.5; ct=ct1=3.2; cl=ct2=6.4; �=�1=�2=2.7.

FIG. 6. Spectra of symmetric �—� and antisymmetric �¯� waves in the
three-layered plate shown in Fig. 5 with the parameters coinciding with
those for the above-mentioned two-layered plates, i.e., d1=d2=0.5; �1=�2

=2.7; ct1=3.2; ct2=6.4; �a� both surfaces are free, �b� both surfaces are
clamped.
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same set of points f i �32� as the bound lines v̄2i
�1��f� �22� �with

the above-mentioned renormalizing parameters�.
Figure 7 shows the numerical plot of dispersion curves

for symmetric and antisymmetric Lamb waves in a homoge-
neous plate with free faces and for SH guided waves in a
two-layered plate with free or clamped faces. The choice of
parameters provides the same Mindlin’s bounds �22� for
Lamb’s and SH waves. One can see that all qualitative fea-
tures of spectra of these two types of waves are indeed very
similar. All dispersion branches, vl

f ,c�f� and vl
s,a�f�, go

through the same nodes of bound grid and for sufficiently
large numbers l manifest both an asymptotic behavior at the
level ct2=cl and a wavy form over that. The latter proves to
be more pronounced for the Lamb’s branches vl

s,a�f�. In prin-
ciple, as was shown by Mindlin14 �see also Ref. 19�, cross-
ings of curves vl

s�f� and vl
a�f� can also occur beyond nodes of

the grid at the two different fixed speed levels v=v1,2. They
represent the two roots �additional to the Rayleigh velocity�
of the corresponding cubic equation 4p1p2 / �p1

2−1�2=1. The
condition for their existence reduces to the inequality: ct /cl

�0,567,32 which is not satisfied for our choice of param-
eters. Accordingly they are absent in Fig. 7.

As is seen from Fig. 7, the third specific speed level v3

exists for Lamb wave branches, where tangency occurs of
the curves vl

s,a�f� with the bound lines v̄l
�1��f�. One can easily

deduce that these points relate to the condition p1�v3�=1, i.e.,

v3 = ct
�2. �59�

The coordinates fn of the considered set of points are given
by

fn = �v3/2d�n . �60�

The slopes at the tangent points are decreasing with growing
fn as

 �v
�f
�

f=fn

= −
v3

fn
= −

2d

n
. �61�

For the parameters applied in Fig. 7 the level �59� cor-
responds to v3�4.38 which fits the numerical results. If un-
like our choice of parameters the level v3 turns out to be
more than cl �when cl�ct

�2�, we would obtain at the same
level the additional set of tangent points of the curves vl

s,a�f�
also with the second family of the bond lines v̄l

�2��f�. The
coordinates fm of the new tangent points additional to Eq.
�60� and the slopes of common tangent lines at the points of
this type of contact are equal

fm =
v3m

2dp2�v3�
,  �v

�f
�

f=fm

= −
v3p2

2�v3�
fm

= −
2dp2

3�v3�
m

.

�62�

It is worthwhile to mention that the above-discussed fea-
tures of Lamb wave spectra, a specific asymptotic behavior
at the level cl, and a wavy character of Lamb dispersion
curves over cl become even more pronounced in pre-stressed
compressible plates.33
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A generalized algorithm is developed for studying the sound wave propagation in a system of
interconnected rigid walled acoustic filter elements. The algorithm is based on the transfer matrix
approach of analysis. Interconnection between various elements is represented by a connectivity
matrix. Equations of mass velocity continuity and pressure equilibrium at the interconnections are
generated using this connectivity matrix and are solved to get the overall transfer matrix of the
system. The algorithm used for generalized labeling of the network and computation of transmission
loss is discussed. The algorithm is applied to investigate multiply connected automobile mufflers as
a network of acoustic elements. Results for some configurations have been compared with those
from the finite element model analysis and experiments cited in the literature. A parametric study
with respect to some geometric variables is carried out. While the results are illustrated here for a
few configurations, the approach holds for all kinds of combinations of acoustic elements with any
degree of complexity. The acoustical similarity between apparently different networks is discussed.
The approach is flexible to incorporate any other acoustic elements, provided the acoustic variables
at the junctions of the element can be related by a transfer matrix a priori. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2049127�

PACS number�s�: 43.20.Mv �SFW� Pages: 2860–2868

I. INTRODUCTION

Acoustic wave propagation through a combination of
acoustic filter or muffler elements has been studied for a very
long time in the history of acoustic filters. Study of two tubes
in parallel connection, for varying lengths and cross-
sectional areas, has been carried out since the 19th century,
first by Herschel and Quincke1,2 and later refined by Stewart
and Lindsay3–5 in the early 20th century. Stewart’s analysis,
however, was a restricted one in a way that it forced the
cross-sectional areas of the parallel ducts to be equal and the
sum of the cross-sectional areas of the two branch ducts to be
the same as that of the entrant and the exit duct. A general
analytical expression for the transmission loss of a simple
two-node, two-duct configuration �i.e., the Herschel-Quincke
�HQ� tube� was developed and the numerical and experimen-
tal verification of the same was carried out by Selamet et al.6

In their work, the conservation equations for mass, momen-
tum, and internal energy, coupled with the ideal gas equation
of state were formulated and solved using numerical meth-
ods.

Historically, the use of the HQ tube has been restricted
to the suppression of tones of specific frequencies. The sound
attenuation that can be achieved by use of such tube net-
works has not been exploited as it has been argued that the
attenuation bands are too narrow.7 But their attenuation
bandwidth may be enhanced by removing the restrictions
imposed by Stewart and by increasing the number of parallel
ducts. Selamet and Easwaran8 developed a close form ex-
pression for the transmission loss characteristics and reso-

nance locations for an n-duct configuration. The analysis,
however, was restricted to the configuration where inlets and
outlets of all the “n” ducts were connected together, respec-
tively.

The physical connection of two or more acoustic ele-
ments makes the pressure equal in all of the elements asso-
ciated at the point of connection. In the present work, it is
assumed that the lateral dimensions of all the elements are
such that the disturbances �the higher order modes� that are
created at the junction of elements or at any sharp bend that
may be present, die out within a very small distance �as
compared to the lengths of the converging tubes� from the
junction or the bend for the whole frequency range of inter-
est. So, the pressure field outside this small region of distur-
bance can be considered as plane in nature and this pressure
has been considered equal in all the elements at the junc-
tions. While using complex acoustic elements, the only care
that must be taken is to ensure that plane wave assumption
holds good in the frequency range of interest in all of the
constituting elements of the network. Insofar as the present
work is concerned, the walls of all the acoustic elements are
assumed to be strictly rigid so as to avoid any dispersive
effect in the waves carried through them. The summation of
volume velocity is also zero at these points. Such points of
connection of elements, hereafter, in analogy to the electrical
circuitry terminology, are referred to as nodes in the present
paper. Similarly, the acoustic element connecting any two
nodes is referred to as a branch to keep the discussion gen-
eral with respect to the elements constituting an acoustic fil-
ter �explicit mention of some of the used elements has been
made in the next section�. Such systems or acoustic filters
with many nodes and branches are referred to as acoustica�Electronic mail: munjal@mecheng.iisc.ernet.in
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networks in the present paper. So, as an example, the con-
figuration taken up by Selamet and Easwaran in their work8

shall be referred to here as a 2-node, n-branch network of
rigid walled ducts.

In the existing literature, generally, two methods,
namely, the transfer matrix method and stiffness matrix
method, are followed to analyze suchlike mufflers or any
acoustic network in general. Chainlike networks similar to a
muffler or a long duct with many changes of cross sectional
area and many segments for which individual transfer matri-
ces are known, have been dealt with as a cascade by means
of the transfer matrix approach.9,10 Apart from the attempt to
get a broad band sound attenuation, as in the case of auto-
mobile mufflers and multiply tuned quincke tubes, there is
another objective of the analysis of networks of acoustic
wave guides. In the gas piping systems, the knowledge of
resonance frequencies is more important than the overall
sound attenuation. Simplified analyses have been used to
study resonance in pipelines.11 To12,13 analyzed the acoustic
propagation in piping systems by developing a computer
program based on the transfer matrix approach. In applying
his approach, one needs to first locate the subsystems with
certain input/output combination. For example, one-input–
one-output, one-input–two-output, two-input–one-output,
etc. This task becomes very complicated when one deals
with a fairly complex network of filter elements. Again, at
times, it can be very difficult to distinguish a two-input–one-
output subsystem from a one-input–two-output subsystem,
and so on.

Craggs et al.14 have used the stiffness matrix method to
analyze the attenuation behavior of sound waves in pipe net-
works. They have used a two-dimensional finite element
model �FEM� of the bends and junctions of the network and
combined these solutions with exact solutions for the pipe to
study the overall sound attenuation in a certain network of
pipes, which they have verified experimentally.

Recently, Dowling and Peat15 have used the transfer ma-
trix approach to analyze silencers of general geometry. They
have devised a path fraction algorithm to break the complete
network into subsystems of simpler elements. This method
uses a fork �similar to the one-input–two-output subsystem
of To12� to connect a single input to two outputs. But, if a
number of branches emerge from a single point and all of
them are connected to some different locations, which in turn
may be the confluence point of many other branches of the
network, it may not be possible to break the network using
only forks, particularly in the case of three-dimensional net-
works, which is common in all realistic gas piping systems.

The present paper suggests a transfer matrix based ap-
proach to analyze a generalized m-node, n-branch, two-port
network of ducts �e.g., see Fig. 1�. The fifth configuration of
the figure below shows two ducts emerging from the same
point and they seem to be overlapping. This confusion can be
avoided if the network is visualized in a three-dimensional
space. An example of such a configuration has been shown in
Fig. 2 where several branches emerge from the same point of
the network. So, the concept of line diagram has been used to
represent the networks and is discussed in the next section. A
scheme has been proposed to label the network. A connec-

tivity matrix is formed using the network labeling. The con-
nectivity matrix gives an indication of acoustically similar
networks with different physical appearance. An algorithm
has been developed to use the connectivity matrix to auto-
mate the generation of the pressure balance equations, and
volume-velocity continuity equations along with the proper
transfer matrices between the nodes. The final transfer ma-
trix, which relates the acoustic variables at the upstream and
downstream points, is then evaluated from which the trans-
mission loss can be calculated.9,10 Investigation of complex,
multiply connected mufflers is carried out using the present
method. This generalized network can be used to analyze
many other acoustic elements which cannot be thought of as
networks on a first look. Some such cases are analyzed to
show the usefulness of this generalized network analysis.

The present study consists of four sections. Following
this Introduction, the algorithm developed is discussed.

FIG. 1. Schematic of some representative m-node, n-branch acoustic filters.

FIG. 2. �a� 3D view, �b� left side view, and �c� front view of a multiply tuned
Quincke tube.
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Then, the predictions are validated and some configurations
are analyzed to show the flexibility and usefulness of the
approach. One section exclusively deals with the investiga-
tion of multiply connected mufflers. The study is then sum-
marized and concluded with some final remarks.

II. ALGORITHM

As pointed out previously, some times it becomes diffi-
cult to comprehend from the two-dimensional representation
of networks. The three-dimensional figures are not suitable
for analysis either. So, the line diagram representation is used
in the present work to represent the networks. A general
m-node, n-branch network can be drawn by first noting the
nodes of the network. As indicated above, a node represents
a branching of a certain duct into several elements or the
confluence of several elements at a specific point. Then the
nodes can be connected by appropriate number of elements
referred to as branches or edges as indicated in a preceding
section. The lateral dimensions of these elements have been
considered small so as to have the plane wave region up to
the maximum frequency of interest. The medium inside the
elements is assumed to be a gaseous fluid so that the rigidity
assumption for the walls can be relied upon to a reasonable
degree of accuracy. These elements can be simple rigid
walled ducts, expansion chambers with or without any ex-
tended inlet/outlet, concentric tube resonators, duct with any
number of mutually interacting perforated ducts,16 or for that
matter, any other newly developed element. The theory of
deriving the transfer matrices for many of these filter ele-
ments has been discussed in the literature.9,10 The detailed
derivation of transfer matrix for some particular acoustic el-
ement may become very involved at times. The simplicity of
the present method lies in the fact that the transfer matrix
�derived rigorously� of such complex elements can also be
used directly without going into the intricacies of the deriva-
tion. The cutoff frequency for the constituting elements,
however, can be calculated from their geometrical param-
eters by referring to the respective literature.

A statement is worth noting regarding the above-
mentioned elements. Complex elements like concentric tube
resonators or similar can be used directly in the network if
the transfer matrix for the same is known a priori. Otherwise
these elements can themselves be analyzed as networks made
of simpler elements. The end terminations can be directly
incorporated as separate elements and the transfer matrices
for such terminations take into account the impedance of the
termination. So, no special treatment is needed to handle
such situations. However, the rigid terminations can be dealt
with in a much simpler way. A rigid duct of very small cross-
sectional area �nearing zero� and a very large length �arbi-
trarily large� can be imagined to be emerging from such a
termination and can be connected to any point of the net-
work. When two or more such terminations exist, they can be
connected to each other in this manner. This kind of treat-
ment of the termination has been illustrated in subsequent
sections. The lengths of the network branches need not be
considered while drawing these line diagrams. An example
of a line diagram is shown in Fig. 3 �the inlet and the outlet

tubes have not been considered� with its corresponding two-
dimensional network representation. A sudden change in area
can also be handled by introducing nodes at such disconti-
nuities. Such configurations are analyzed later in a subse-
quent section.

Once the line diagram is prepared, the next step is to
number the nodes. The nodes are numbered sequentially,
starting from 1, and this is assigned to the inlet of the net-
work. The numbering of intermediate nodes can be done
arbitrarily except that the outlet of the network must be as-
signed the highest node number. The complete algorithm has
been implemented through a computer program using
MATLAB Version 6. In the data input stage, which is the first
stage of the algorithm, the program involves gathering data
regarding the connectivities among the different elements as
user input with the help of the line diagram. It also involves
gathering information about the type of elements for each
connection, physical data �radii, lengths, perforation param-
eters, etc.� for each element, and then storing the complete
information as an editable data file. When multiple interact-
ing ducts are to be included in the network some more data
�information about the nodes that are associated with the
multiply interacting duct� must be entered so that the pro-
gram can identify all the nodes which are associated with
these interacting ducts. To enter this information correctly,
the line diagram itself is modified with dotted lines �instead
of solid lines� between the nodes which are part of these
interacting nodes. Use of this kind of line diagram has been
illustrated in subsequent sections through examples. This
data file can later be edited manually to make small changes
for some parametric study which would help in reducing the
total designing time of any particular filter or muffler con-
figuration. Each node may or may not be connected to all the
other nodes, and between any pair of nodes there can be
several branches. In the analysis stage, the program reads
data from the stored file and generates the program variables.
The connectivity information is stored in the form of a ma-
trix, hereafter called the connectivity matrix. For the network
shown in Fig. 3, this would look like the matrix �C� in Eq.
�1�,

FIG. 3. An example of line diagram representation of general network.
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�C� = �
� 1 0 1

1 � 2 0

0 2 � 1

1 0 1 �
� . �1�

The cross marks in the diagonal position suggests that each
node is connected to itself. Nonzero values in other positions
denote the number of branches between the pair of nodes, the
pair being decided by the position in the matrix. For ex-
ample, �C�23=1 indicates that there is only one branch
connecting the pair of nodes 2 and 3, and so on. A zero at
any position implies that the corresponding nodes are not
connected directly. The upper diagonal part of this con-
nectivity matrix is then traversed for getting the informa-
tion about the number of branches between each pair of
nodes, and labels are assigned to them sequentially as
L1 ,L2 , . . ., etc., up to the last branch. For the present con-
figuration, �C�12=1, �C�14=1 suggest that the name of the
branches between nodes 1–2 and 1–4 is L1 and L2, respec-
tively. Between nodes 2 and 3 there are two branches
��C�23=2� which are labeled as L3 and L4. This labeling
can be done without any preference to any of the branches
between these nodes. This labeling is done automatically
through the program. The physical parameters are input at
this stage of operation. The upstream and the downstream
ends are also assigned to the corresponding branches.
Once all this information is gathered, the transfer matrix
equations are generated, assuming plane wave propaga-
tion, for each branch between their corresponding nodes.
The state variables at the upstream and the downstream
ends of each branch are related by the transfer matrix as

�p

v
�

Li

u

= �TM��p

v
�

Li

d

, �2�

where p is the acoustic pressure and v is the acoustic mass
velocity. �TM� is the transfer matrix, superscripts “u” and
“d” denote the upstream/downstream points and “Li” de-
notes the branch for which the equation is being written.
The above equations could also have been written in terms
of the progressive forward and rearward moving pressure
waves.6 The advantage of writing in the transfer matrix
form is that, any acoustic element �or a cascade of ele-
ments� for which transfer matrix is known can directly be
incorporated between any pair of nodes; a branch does not
have to be a uniform tube, duct or pipe. This makes the
algorithm more general in terms of analyzing various net-
works with different acoustic elements. The equations are
generated using the symbolic arithmetic so that final re-
sults can be evaluated in two different forms. One can
assign numerical values to all parameters and solve the
final equation numerically. Alternatively, the equations
can be solved symbolically and later on the numerical
values can be assigned. The second method generally
takes much longer time to solve and is computationally
more demanding on the resources. But once this solution
is obtained the parametric studies become much easier and
faster. So, if the network is made of tubes only, which

happens to be the case in the current example, Eq. �2�
becomes

�p

v
�

Li

u

= � cos�kLi� jYi sin�kLi�
j

Yi
sin�kLi� cos�kLi� ��p

v
�

Li

d

, �3�

where k=� /a0 and Yi=a0 /Si. k is the wave number and Yi

denotes the characteristic impedance of ith branches labeled
as Li. � is the driving frequency, a0 is the speed of sound
in air, and Si represents the cross-sectional area of ith
branch. The transfer matrix equations for the first duct of
the present example that are generated in the program are
given as

pu
L1 − cos�kL1�pd

L1 −
ja0 sin�kL1�vd

L1

S1
= 0, �4�

vu
L1 −

jS1 sin�kL1�pd
L1

a0
− cos�kL1�vd

L1 = 0. �5�

Each such equation introduces four new unknowns in the
total list of unknowns.

Conditions for pressure equilibrium at each node or
junction of acoustic elements can be expressed as Eq. �6� and
the corresponding equations for the case at hand are given as
Eq. �7�,

pu,d
Li = pu,d

Lj , �6�

pd
L1 − pu

L3 = 0, pd
L1 − pu

L4 = 0, pd
L3 − pd

L4 = 0, pd
L3 − pu

L5 = 0.

�7�

Here, j traverses through all the elements �except the element
with the lowest serial number� present at a particular junction
of elements and i represents the element which bears the
lowest serial number among the set of elements present at
that junction. The “up” or the “down” status is read from the
matrix generated during the file reading process to obtain the
connectivity matrix. Equation �6� represents the pressure
equilibrium equation at the intermediate nodes. The corre-
sponding equations for the inlet and the outlet ports, respec-
tively, are as follows:

pu = pu
Li, �8�

pd = pd
Li. �9�

For the present example network, the pressure equilibrium
equations are given as

pu − pu
L1 = 0, pu − pu

L2 = 0, �10�

pd − pd
L5 = 0, pd − pd

L2 = 0. �11�

Continuity of mass velocity �assuming uniform density� at
the nodes is expressed as

vu + vu
Lb1 + ¯ + vu

Lbn = 0 �12�

at the inlet of the network, as
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vd + vd
Lb1 + ¯ + vd

Lbn = 0 �13�

at the outlet of the network, and as

vu,d
Lb1 ± vu,d

Lb2
¯ ± vu,d

Lbn = 0 �14�

at the intermediate junctions. For the present example net-
work �Fig. 3�, the equations for continuity of volume veloc-
ity are given as

vu + vu
L1 + vu

L2 = 0, vd + vd
L2 + vd

L5 = 0, �15�

for the inlet and outlet on the network, respectively, and

vd
L1 − vu

L3 − vu
L4 = 0, vd

L3 + vd
L4 − vu

L5 = 0 �16�

for the intermediate nodes.
It is worth noting that addition of each new branch in-

troduces four more equations. For example, when a new
branch is added to a single tube having six equations, to form
the Herschel-Quincke tube, the number of equations in-
creases to 10. So, for an n-duct configuration the total num-
ber of equations would be 4n+2. Each transfer matrix equa-
tion introduces four additional unknown variables.
Therefore, there would be 4n unknowns. The state variables
at the inlet and the outlet ports, namely pu, vu, pd, and vd, add
four more unknowns making the total number of unknowns
4n+4. On eliminating the intermediate unknown variables,
the pressure and the volume velocity at the inlet of the net-
work can be expressed in terms of those at the outlet of the
network. Then, setting vd=0 and pd=1 in the pressure equa-
tion, T11 can be found out. Similarly, the other three terms,
namely, T12, T21, and T22 of the transfer matrix can also be
evaluated. Then the two upstream variables at the inlet port
can be expressed in terms of the two downstream variables at
the outlet port as

�p

v
�

u
= 	T11 T12

T21 T22

�p

v
�

d
, �17�

where Tij�i , j=1,2� are known as the four-pole parameters of
the system. The transmission loss for the network can be
expressed in terms of these four-pole parameters as9

TLa = 20 log10
�T11 + T12/Y + YT21 + T22�

2
, �18�

where Y is the characteristic impedance of the upstream duct
�inlet port� or the downstream duct �outlet port�, assumed to
be equal in Eq. �18�.

III. VALIDATION OF THE ALGORITHM

Some self-consistency checks have been carried out for
validation of the algorithm described above. For a 2-node,
2-branch �L1, L2 being the lengths of the two branches� net-
work the transmission loss has been calculated. This network
is supposed to be acoustically identical to a simple expansion
chamber8 when the two branches become equal in length, the
area of expansion chamber being equal to the combined area
of the two ducts. In this case the expression for TL is given
by Davis et al.7 as

TL = 10 log10�1 + 1
4 �m − 1/m�2 sin2�kl�� , �19�

where m, the area ratio, is given by �S1+S2� /Su. S1 ,S2 are the
area of cross section of the two branches and Su is the cross-
sectional area of the upstream duct. The TL predicted from
the present network analysis has been verified to be identical
to that from Eq. �19� as expected. The TL curve for unequal
lengths �L2�L1� has been observed to be above the TL
curve for equal lengths of the branches. This comparison
brings out the importance of the role of unequal branch
lengths in wave cancellation.

Figure 4 shows the comparison of the predicted results
with the experimental6 ones for a 2-node, 2-branch network
�L1=0.3935 m, L2=0.9065 m, r1=0.0243 m, r2

=0.019 05 m� with unequal lengths and unequal cross-
section areas of the branch ducts.

The present approach has been used to analyze a 2-node,
n-branch network as a special case of the m-node, n-branch
network. The results obtained for 2-node, 2- and 3-branch
configurations �L1=0.4 m, L3=0.8 m, r1=0.025 m, r2

=0.025 m, r3=0.025 m� have been checked to have an exact
match with those of Selamet et al.8 as shown in Fig. 5. After
validating for a 2-node, n-branch configuration, the approach
has been used to predict transmission loss for an m-node,
n-branch �6-node, 7-branch� network of tubes. The experi-
mental results obtained by Craggs et al.14 for the network
have been compared in Fig. 6 with those obtained from the
present approach. The two can be seen to be matching well.
The dimensions �in meters� and other parameters used here
are the same as those used in Ref. 14 and are as follows:

L1 = 0.2, L2 = L3 = L4 = L5 = L6 = 0.453.

The branch denoted by L7, in fact, is an expansion chamber
with inlet length of 0.1555 m, expanded chamber length of
0.05 m and area expansion ratio of 3.25 to confirm with
the dimensions used in the cited reference. They have
used a square cross section for the tubes of the network.
For the present study, tubes with the same area of cross

FIG. 4. Transmission loss spectra for the network �L1=0.3935 m, L2

=0.9065 m, r1=0.0243 m, r2=0.019 05 m� investigated by Selamet et al.
�Ref. 6�. Comparison of network analysis and the experimental results.
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section �with r=0.027 m� have been considered in model-
ing the equivalent general network.

IV. SOME PARAMETRIC STUDIES

A general 4-node, 5-branch network is shown in Fig.
7�a�. Figures 7�b� and 7�c� show similar networks with ex-
pansion chambers in one and two of their branches, respec-
tively. All these networks can be analyzed as 4-node net-
works if the transfer matrix for the branches with expansion
chambers is used directly between the corresponding nodes.
They can also be analyzed by introducing more number of
nodes in the branches and this method has been used here for
the analysis. The line diagrams for the above configurations
are shown in the inset of Fig. 8. The curves show the trans-
mission loss predicted for the networks shown in the inset

comprising a number of tubes and expansion chambers. For
the configuration �a� of Fig. 8, the dimensions �in meters�
used are

ru = r1 = r2 = r3 = r4 = r5 = rd, ru = 0.02,

L1 = 0.1, L2 = 2L1, L3 = 1.5L1, L4 = 2.5L1, L5 = L1.

The configuration �b� shown in the inset of Fig. 8 consists of
an expansion chamber on its upper branch between nodes 3
and 4 �denoted by L5�. Dimensions for this configuration are
considered in such a way that the total length of the upper
branch of configurations �a� and �b� remains the same, i.e.,

�L2�a = �L2 + L5 + L6�b,

where L2 = L6 = L1/2, L5 = L1, and r5 = 3ru.

FIG. 5. Transmission loss spectra for the network �L1=0.4 m, L3=0.8 m,
r1=0.025 m, r2=0.025, r3=0.025 m� investigated by Selamet et al. �Ref. 8�
predicted from the present analysis.

FIG. 6. Transmission loss spectrum for a 6-node, 7-branch, acoustic filter
�L1=0.2 m, L2=L3=L4=L5=L6=0.453 m, r=0.027 m, L7=expansion
chamber with inlet length of 0.1555 m, expansion ratio=3.25, length of
expanded chamber=0.05 m�. Comparison of predicted results from present
analysis with the experimental results of Craggs et al. �Ref. 14�.

FIG. 7. A network with �a� zero, �b� one, and �c� two expansion chambers
on the branches.

FIG. 8. Comparison of the axial transmission loss spectra of networks con-
taining �a� zero, �b� one, and �c� two expansion chambers on the branch
ducts. �a� ru=r1=r2=r3=r4=r5=rd, ru=0.02 m, L1=0.1 m, L2=2L1, L3

=1.5L1, L4=2.5L1, L5=L1; �b� L2 of �a�= �L2+L5+L6� of �b�; L5=L1, L2

=L6=L1 /2, r5=3ru; �c� L4=1.5L1, L8=L9=L1 /2, r5=r8=3ru.
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In a similar way, the configuration �c� consists of an
additional expansion chamber on its lower branch between
nodes 6 and 7 �denoted by L8�,

where L4 = 1.5L1, L8 = L9 = L1/2, and r5 = r8 = 3ru.

From the TL curves of Fig. 8 it can be inferred that by
inclusion of multiple expansion chambers in the side
branches it is possible to enhance the attenuation bandwidth.

The present approach can be used for analysis of other
acoustical elements. Figure 9 shows such an example where
a branch resonator has been analyzed as a special case of the
equivalent network shown in the inset. The corresponding
line diagram also has been included in the inset figure. The
dimensions �in meters� used are L1=0.02, L3=0.08, L4

=0.02, L5=0.13, r1=0.005, r2=0.02, r3=0.04, r4=0.005, r5

=0.04. In order to simulate the above effect, the radius of the
duct between nodes 5 and 6 �r6� has been taken as almost
zero as has been discussed previously. Length L2 was chosen
to be 0.02 m which, in fact, may be assigned any value. It
can be seen from the figure that the result from one-
dimensional analysis correlates well with the prediction from
the present approach. The above equivalence motivates
analysis of other desired special acoustic elements using an
appropriate equivalent network having side branches at many
places of the network. By properly choosing the lengths and
radii of various ducts and branches, the attenuation behavior
can be controlled to obtain better performance over a desired
frequency range.

A. Analysis of multiply connected mufflers

The present approach can be applied to analyze mufflers
containing multiply connected components. One simple ex-
ample of such a muffler and its line diagram representation
are shown in Fig. 10. It can be seen from the diagram that the
pressure field inside the perforated inlet and in the outer an-
nular duct at plane “A” are interacting with the pressure field
in the main duct at plane “B.” So, this multiple connection

inside the muffler has been dealt with in the line diagram.
Representation of the rigid terminations as long, narrow duct
also has been illustrated in this example. The branch repre-
senting this long duct is shown by the length “l8” in the
figure. The dimensions �in meters� of the muffler are as fol-
lows:

Lu = Ld = 0.1, L1 = 0.12, L2 = 0.12, L3 = 0.08,

Ri = Ro = 0.02, Rs = 0.05.

The nondimensional perforate impedance, �, for the perfo-
rated portion of the extended inlet has been calculated ac-
cording to the following expression:9

� = �6 � 10−3 + jk�t + 0.75dh��/� , �20�

where t is the thickness of the duct wall and dh is the diam-
eter of the holes in the perforated region, and � represents
the porosity of the perforated portion given by the ratio of
open area to the total area of that part. The perforate imped-
ance has been nondimensionalized with respect to the char-
acteristic impedance of air medium. It is to be noted that for
these dimensions, the cut-on frequency for the first higher
order mode is calculated to be about 2.0 kHz. The sound
speed is assumed to be 340 m/s for the above calculation
of cut-on frequency.

The predicted transmission loss spectrum from the
present approach has been shown in Fig. 11. A comparison
has been made with the results from the 3D-FEM analysis of
the same muffler performed with SYSNOISE®, a commer-
cial FEM package.17 The results can be seen to be in good
agreement for the whole frequency range of interest. The
computational time ��200 millisecond per frequency� for
the FEM analysis is not much as compared to the network
analysis, for the mesh required for reasonable accurate re-
sults for the case under discussion. But, the modeling and the

FIG. 9. Transmission loss spectrum for the branch resonator. Comparison
with the predicted results from the equivalent network. L1=0.02 m, L3

=0.08 m, L4=0.02 m, L5=0.13 m, r1=0.005 m, r2=0.02 m, r3=0.04 m, r4

=0.005 m, r5=0.04 m. L6 is arbitrarily large. r6=arbitrarily small. FIG. 10. �a� Schematic of a multiply connected muffler. �b� Node marking
scheme. �c� The branches have been numbered through the algorithm. Lu

=Ld=0.1 m, L1=0.12 m, L2=0.12 m, L3=0.08 m, Ri=Ro=0.02 m, Rs

=0.05 m.
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mesh generation takes a good amount of time as compared to
the data input time for the present analysis. The present
analysis even presents a simpler data input scheme as com-
pared to the path fraction algorithm15 discussed in the intro-
ductory section. So, when it comes to parametric study for
optimizing the muffler dimensions, the FEM analysis is not a
convenient tool as compared to the network analysis. Figure
12 shows a still more complex multiply connected muffler
and the predicted TL spectrum is shown in Fig. 13. It can be
seen that the predicted result correlates well with the FEM
results. The same perforate impedance expression has been
used for both the perforated regions of the muffler. The con-
venience of using this approach vis-a-vis any FEM package

can be realized during the parametric study �with respect to
geometrical variables� of any system. Though the execution
time for the FEM analysis �with a fine mesh� is comparable
with that for the present approach, the geometrical model
and the FE mesh must be generated afresh for each variation,
which is very time consuming, particularly for conducting a
parametric study required for design purposes.

B. Example of acoustically equivalent but physically
different networks

Figure 14 shows TL curves for the two configurations
shown in the inset. The curves are indeed overlapping.
Though the two configurations seem to be physically very
different from one another, yet their acoustic behavior, at
least in the plane wave range, is identical. The figures of the
network in the inset have not been drawn to scale for a quick
appreciation of the fact that is being emphasized. For analy-
sis, however, the corresponding lengths between each pair of

FIG. 11. The predicted TL spectra for the multiply connected muffler shown
in Fig. 10. Comparison between 3D FEM and the 1D Network analyses.

FIG. 12. �a� Schematic of a complex, multiply connected muffler. �b� Node
marking scheme. �c� The branches have been numbered through the algo-
rithm. L1=0.05 m, L2=0.131 m, L3=0.054 m, L4=0.05 m, L5=0.05 m, L6

=0.07 m, L7=0.025 m, L8=0.091 m, L9=0.054 m, r1=0.02 m, r2=0.01 m,
r3=0.04 m, r4=0.02 m, r5=0.06 m.

FIG. 13. The predicted TL spectra for the multiply connected muffler shown
in Fig. 12. Comparison between 3D FEM and the 1D Network analyses.

FIG. 14. The predicted TL spectra for two apparently different but acousti-
cally equivalent filter configurations. L1=0.1 m, L2=9L1, L3=1.5L1, L4

=7L1, L5=2L1, L6=3L1, L7=1.5L1, L8=L1, r1=0.02 m, r2=r3=r4=r5=r6

=r7=r8=r1.
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node have been kept the same for the two networks to be-
come equivalent. Thus the approach outlined here can be
used to verify different networks with different physical ap-
pearance for their acoustical equivalence.

V. CONCLUSIONS

A generalized approach for analyzing the sound attenu-
ation behavior of complex networks �comprising m nodes
and n branches� of acoustic filter elements containing gas-
eous, nondispersive fluids has been presented based on the
plane wave assumption. Results for known acoustical ele-
ments have been reproduced using the approach as limiting
cases, and have been shown to correlate well. The transmis-
sion loss predictions have been validated against experimen-
tal results from available literature. Higher order modes may
affect the accuracy of the approach at higher frequencies for
complex networks. The locations of the resonant frequencies
however can be predicted with better accuracy. Use of the
proposed method has been made to analyze some complex,
multiply connected automobile mufflers. Validation has been
done through comparison with some analytical closed form
results, experimental results, and FEM solutions in some
cases where they were available. The approach has also been
used to show acoustical equivalence of apparently different
networks which in turn can be utilized for designing net-
works with better space utilization. Apart from networks of
simple tubes, networks with multiple expansion chambers at
various branches and side branch resonators have been in-
vestigated for their pattern of sound attenuation. The results
obtained reveal the acoustic resonant frequencies of the con-
figuration under consideration and can be used for analyzing
complex network systems with different acoustical elements
in the constituent branches.
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Reflection of the s0 Lamb mode from a flat bottom circular hole
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A study of the interaction of the s0 Lamb wave with a flat bottom circular hole in a plate is
presented. The majority of the study was performed using a three-dimensional finite element model,
representing an area of the plate with a circular flat-bottom hole �33% or 50% of the plate thickness
deep�. In the first part of the work, the incident s0 wave was specified to be a plane wave. The
specular reflection was predicted and showed the importance of several factors: the interference
phenomena between reflections from the leading and trailing edges of the hole and secondary
reflections, and the decay in amplitude of the reflected wave. Some results of this case are also
compared with analytical solutions based on modal superposition. In the second part of the work, the
Lamb wave mode is excited by a small circular source. The specular reflection is predicted and
compared with experimental results. An assessment is made of the significance of the path lengths,
wavelengths, and defect sizes on the reflection characteristics. Good agreement is found between all
techniques. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2074947�

PACS number�s�: 43.20.Mv �YHB� Pages: 2869–2879

I. INTRODUCTION

The motivation of the work presented in this paper is the
development of a guided wave inspection technqiue which
will test large areas of thick walled structures such as pres-
sure vessels or petro-chemical storage tanks for localized
loss of thickness caused by corrosion.

The inspection of such large areas is usually performed
by measuring the thickness of the plate on a point-by-point
basis, usually using electromagnetic techniques. This ap-
proach can find corrosion on either side of the plate, pro-
vided that the spacing of the sampling positions is close
enough not to miss localized defects, but it is very time con-
suming and thus expensive. Conventional ultrasonic equip-
ment can also be used to measure the thickness at any loca-
tion, by measuring the time of propagation of sound through
the thickness of the plate, but this is no faster, and it also
suffers from difficulties of coupling if the surface is rough,
dirty, or painted.

An alternative method is to use ultrasonic Lamb waves
which propagate along the plate and may be reflected by any
defects. These waves can inspect all positions along a line,
thus reducing the time of inspection. In recent years, there
has been a large and increasing number of publications relat-
ing to the exploitation of Lamb waves for the inspection of
flat plate1–10 or cylindrical shell11–17 structures. Much of the
literature relates to the practical use of guided waves in order
to inspect pipes. This is essentially a one-dimensional prob-
lem as the waves propagate unidirectionally, whereas the
propagation of guided waves in plates is a two-dimensional
problem. However the findings on pipes can be extended to
the plate study.18

This approach of using Lamb waves has been imple-
mented by Wilcox et al. in a prototype plate tester
device.18,19 This is a phased array transducer, employing

electromagnetic acoustic transducers �EMATs�.20–22 It gener-
ates a controlled signal in a chosen direction in the structure
and then receives the reflections coming from defects and
other features. Conceptually, the operation of the array may
be regarded as a number of pulse-echo tests, each looking in
a different direction at the surrounding plate. The final output
from the array is displayed to the operator as a two-
dimensional map of the plate.

This paper presents the results of research on the behav-
ior when the s0 Lamb mode is incident at a part-depth circu-
lar hole in a plate, representing, to a first approximation, a
corrosion patch. The aim is to improve understanding of the
practical results obtained by the plate tester device and to
estimate its sensitivity for target inspection tasks. This paper
follows as a progression from an earlier study by the authors
on the interaction of the s0 Lamb mode with a through-
thickness hole.23 In the earlier work the structure was per-
fectly symmetric with respect to the mid-plane of the plate,
and only symmetric waves were scattered when a symmetric
wave was incident. In the present work the part-depth hole
adds considerable complexity: mode conversions between
symmetric and antisymmetric waves must now be included,
and a three-dimensional analysis domain is required. This
work thus develops understanding of a more realistic repre-
sentation of target corrosion defects then previously. Clearly
the regular part-depth hole is not strictly representative of a
corrosion patch, but it is believed that the nature of the be-
havior found from this study will have generic application to
the behavior in real cases; this has certainly been the true in
the previous work on Non Destructive Evaluation �NDE� of
pipelines, cited earlier, in which regular notches were used as
an approximate representation of corrosion patches.

The study assesses the problem for two different kinds
of sources: a plane wave field coming from a straight plane
source, and a cylindrical wave field coming from a small
circular source. The former is typical of the assumed field for
many works on scattering, including the earlier paper.23 Thea�Electronic mail: m.lowe@imperial.ac.uk
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latter represents the field most easily generated in a practical
experimental setup. Both cases are studied using finite ele-
ment �FE� predictions, and the results are compared with
analytical and experimental data for the plane wave case and
the circular source case, respectively. The analytical model is
derived directly from the model which was used in the ear-
lier paper23 and was presented in full detail in a separate
paper by co-author Grahn.24 The experimental data are ob-
tained from the plate tester device and from single EMAT
transducers.

Mode characteristics and frequency range of interest

The study was performed using an aluminum plate,
since this was easier to handle than a steel plate for the
experimental work. However the principles of the findings
will be relevant to any elastic material, and, since the prop-
erties of waves in aluminum are very similar to those in
steel, the specific results presented here will also be appli-
cable to steel plates.

Figure 1 shows the group velocity dispersion curves for
an aluminum plate. The group velocity curves describe the
speed at which a guided wave packet travels and are there-
fore of particular interest for long-range NDE applications.
These dispersion curves were calculated using the predictive
model DISPERSE.25,26 The material properties of aluminum
are presented in Table I. Since the frequency axis may be
scaled with the plate thickness, the scale is plotted as fre-
quency thickness for generality.

At low frequency, the s0 Lamb mode has very little dis-
persion, which is ideal for long-range NDE. The effect of
dispersion on a propagating wave packet is that the energy

spreads in time and space as it propagates. This means that
close to the source the signal is similar to the input wave, but
as the distance increases, the signal duration increases and
the peak amplitude decreases. However, resolution require-
ments and an increase in the sensitivity to defects with in-
creasing frequency normally force the frequency of choice
upwards, thus a compromise between these characteristics
must be found.27,28 In previous papers,23,28 a sensible upper
limit was proposed to be around 1.6 MHz mm, in order to
avoid the a1 cut-off frequency. In fact the work which is
presented here is limited to the very low end of the range,
that is below about 1.2 MHz mm, where the s0 mode is
essentially nondispersive.

Figure 2 shows stress and displacement mode shapes of
the s0 mode through the plate at 750 kHz mm. The direction
z is the normal to the surface of the plate, y is the normal to
the plane of plane strain, and x is the direction of propagation
of the wave; displacements are denoted u and stresses � or �.
It can be seen here that the mode shapes of this mode at low
frequency are extremely simple, being dominated by the in-
plane components. This will enable a very simple finite ele-
ment to be employed for the modeling. Furthermore, these
shapes show that, at this frequency, this mode is equally
sensitive to defects at any location through the thickness of
the plate. Additional attractions are that it has low dispersion,
and if the plate is immersed in a fluid, then the attenuation
due to leakage is very small.

II. METHODOLOGY FOR FINITE ELEMENT
PREDICTIONS

In the following two FE models are described: �1� a
model with a plane wave excitation and �2� a model with a
small circular source.

In both cases, the presence of the part-depth hole re-
quires that the plate be modeled using a three-dimensional
�3D� domain. The 3D FE modeling was performed using the
program FINEL, which is developed at Imperial College.29 3D
solid elements, with eight nodes, each node having three
degrees of freedom �X ,Y ,Z displacements in Fig. 3� and lin-
ear shape functions were used in the models. The spatial
discretization in both cases was chosen to be certain of sat-
isfying the rule:

TABLE I. Material properties for aluminum.

Density ��� Poisson’s ratio ��� Young modulus �E�

2.7 g/cm3 0.33 70.75 GPa

FIG. 1. Group velocity dispersion curves for Lamb waves in an aluminum
plate.

FIG. 2. Mode shapes of the s0 mode in
an aluminum plate at 750 kHz mm; �a�
displacements and �b� stresses.
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�min � 8�x , �1�

where �min is the shortest wavelength, within the band-
width of the signal, of any waves which may travel in the
structure, and �x is the biggest dimension across any
single element in the model. This rule has been found to
be effective for ensuring accurate modeling, see for ex-
ample Ref. 16.

The program uses a diagonal mass matrix, allowing an
efficient explicit time marching algorithm to be exploited.
The explicit algorithm is stable provided that the time step is
short enough to meet the stability criterion stated, for ex-
ample, by Bathe.30 To be safe, a time step �t of 80% of the
strict limit was used, given by

�t 	 0.8
�s

c
, �2�

where c is the velocity of the wave and �s is the shortest
side-length of any element.

A. Simulation with plane wave excitation

Three-dimensional finite element models are computa-
tionally very intensive, so just two or three elements were
used through the thickness of the plate for the majority of the
study.

To be sure that two or three elements through the thick-
ness are enough to model the different waves properly, a test
model with six elements through the thickness was used and
compared with the less refined models. The same results
were achieved �not shown here� and this confirmed the
choice of having few elements through the thickness in order
to reduce computational time. However caustion must be

taken with any conclusions from this finding: the simple
model works well only because the frequency is low enough
that the mode shapes are very simple; at higher frequencies it
would be necessary to use more elements through the thick-
ness.

Plates of 5 and 7.5 mm thickness were modeled, each
with a 2.5-mm-deep hole. Thus the depths of the holes were
50% and 33%, respectively, of the plate thickness. The two
other dimensions �X and Y axes� of the element were 3 mm.
Also, to reduce computation time, only half of the plate was
modeled, applying symmetry in the X /Z plane through the
center of the hole �see Fig. 3�. The holes were modeled sim-
ply by removing elements from the mesh.

An s0 wave input was excited by prescribing displace-
ments in the X direction along the whole edge at the end of
the plate, as shown in Fig. 3. The wave signal was five cycles
of 100 kHz in a Hanning window. Its propagation along the
plate was then simulated in the time domain. Following the
interaction of the input s0 with the hole, the s0 ,a0, and sh0

components of the signal are reflected or scattered. Of these,
only the specular reflection of the s0 wave was studied since
this is the principal mode of interest for practical testing.
This was monitored at 33 points along a line on the plane of
symmetry, at a distance of about 900 mm from the hole. At
these points the symmetry ensures that only the s0 and a0

modes are present, while the distance allows the input and
reflected signals to be separated in time. In order to monitor
the s0 mode separately from the a0 mode, signals from the
top and bottom surfaces of the plate were summed: since a0

is antisymmetric, this addition cancels its contribution to the
field, leaving only s0.

A series of models was run covering the two different
hole depths and a range of diameters of the hole.

B. Simulation with small circular source excitation

The simulation studies with the small circular source
considered only the 50% depth hole, and so used just two
elements through the thickness of the plate. The two other
dimensions of the element �X and Y axes� were of 1.5 mm.
Note that this mesh was then finer than in the preceding
study, where elements were 3 mm in the X and Y directions.

FIG. 4. �Color online� �a� Outline of
the finite element model, showing the
monitoring line and the small circular
source; �b� details of the excitation.

FIG. 3. Schematic illustration of finite element spatial discretization: outline
of the mesh for the plane wave source study.
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It is not possible to excite motion at a single point in all
the in-plane directions. Thus in order to model a localized
source, excitation from the edge of a circular hole was intro-
duced, as shown in Fig. 4. Excitation could have been ap-
plied to a circle of nodes, without creating a hole, but in this
case there would have been an additional component of the
signal caused by waves propagating back through the center
of the circle. Therefore the use of a hole enables a cleaner
signal to be simulated. The wave was excited by prescribing
in-plane displacement radially to the edge of the source
circle all through the thickness of the plate and at all circum-
ferential positions. The wave signal was five cycles of 150
kHz in a Hanning window. In order to be sure that the wave
field was cylindrical and uniform with angle, the incident
wave was monitored at 420 mm after leaving the source and
at three angles �0°, 45°, and 90°� around the excitation
source. No discernible difference between the three moni-
tored signals could be observed.

Following the interaction of the incident s0 wave with
the hole, s0 ,a0, and sh0 are reflected and scattered. For com-
parison with the experimental data, the authors are particu-
larly interested in the s0 specular reflection, and the same
routine to remove the a0 mode as in the plane wave study
was performed.

A series of models was run covering the 50% depth hole
with a range of diameters of the hole. The reflected s0 signal
was monitored in the same way as was described for the
plane wave source. The monitoring line �Fig. 4� consisted of
30 points with 12 mm spacing, starting at a position 150 mm
away from the edge of the hole.

III. ANALYTICAL MODEL

The analytical model for this problem, developed by
Grahn, is very similar to that which was summarized in the
earlier paper on the through-thickness hole23 and discussed
elsewhere in detail by Grahn,24 and only the differences with
respect to the through-hole case will be summarized here.

A key difference is that the calculation of the scattered
wave field now needs to include the antisymmetric Lamb
modes which are expected to be generated by mode conver-
sion when the s0 Lamb mode is incident. Whereas the a0

mode is not of specific interest in this study, it is essential
that its existence is enabled in the analysis in order that the
scattering is calculated correctly.

The second difference is that the analysis now requires a
change in the boundary conditions, to represent the part-
depth hole. The boundary conditions are of two kinds, con-

tinuity of displacements and stresses. For the displacements,
continuity must hold at r=a �see Fig. 5� in the region of
material beneath the hole, thus

uinc + u
 = u�, 0 � z � 2b, r = a , �3�

where u
 is the scattered field in the outer region �r�−a and
r
a� and u� is the displacement field in the inner region
�−a�r�a�. The boundary conditions for the stress are con-
tinuity at r=a in the region below the hole and that the hole
is stress free, thus

��inc + �
� . êr = �0, 2b � z � 2h, r = a

�� . êr, 0 � z � 2b, r = a ,
� �4�

where êr is the unit vector in the radial direction.
The model predicts the field at any chosen location in

the plate, resulting from a plane wave incident at the hole.
The field is given by the displacement at the mid-plane of the
plate �z=h� at any chosen monitoring location.

IV. METHODOLOGY OF THE EXPERIMENTAL STUDIES

It is much more difficult to create a uniform plane wave
field in a plate than a cylindrical field from a localized
source. Therefore the experimental study was limited to the
case of the small circular source. The validation of the FE
results is thus achieved by comparison with the analytical
model for the incident plane wave and with the experimental
measurements for the incident cylindrical wave.

Two experimental setups were used, one with a single
EMAT transducer element, and the other with the plate tester
EMAT array device.18,19 The single EMAT was constructed
in the laboratory to be similar to one element of the array

FIG. 5. Geometry of the analytical problem with: �a� side view and �b� top
view.

FIG. 6. �Color online� Experimental setup using the phased array transducer.

FIG. 7. Typical time record from finite element simulation; hole diameter
114 mm, 50% of the plate thickness deep and monitored at 390 mm from the
near edge of the hole.
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device. Each EMAT transducer element is designed to gen-
erate an axially symmetric s0 field, with relatively little of the
unwanted a0 mode and practically none of the unwanted sh0

mode, and to operate in the frequency range of about 150–
300 kHz.

A. Single EMAT transducer study

The major practical problem when working with time
traces is to separate unwanted edge echoes from the wanted
echoes from the hole. The simplest way to do this is to use a
very large plate, but this becomes practically inconvenient to
handle and to machine the holes. Furthermore, as the thick-
ness increases, the amount of the unwanted a0 mode which is
generated increases, but if the plate is very thin then it can be
difficult to machine the holes accurately. As a compromise
between these factors, a 1 m square aluminum plate of thick-
ness 3 mm was chosen. Three such plates were obtained, and
a flat-bottomed hole was machined in each of them. The hole
diameters were 30, 40, and 50 mm, and all had a depth of
50% of the plate thickness.

The positions of the transducers were chosen such as to
optimize the separation of the different components of the
received signal. Thus a different measurement distance was
used for each hole. For the 50-mm-diam hole, the emitter
was positioned at 125 mm from the leading edge of the hole
and the receiver was positioned at a further 300 mm away,
but on the same radial line. For the 40-mm-diam hole the
emitter was placed at 130 mm from the leading edge of the
hole and the receiver 300 mm further. The emitter for the

experiment on the 30-mm-diam hole was placed at 140 mm
from the edge of the hole and the receiver at 250 mm further.
Thus in all cases the receiver was placed at a greater distance
from the hole than the emitter, the opposite way round to the
arrangement for the FE simulations. The implication is that
in the experimental study the “incident signal,” which travels
directly from the transmitter to the receiver, travels in the
direction away from the hole, whereas in the FE simulations
it travels toward the hole. However, because of the reciproc-
ity theorem, the measurement of the scattered signals re-
mains the same for both cases.

The excitation wave signal was five cycles in a Hanning
window. Measurements were made with five different values
of the carrier frequency, corresponding to frequency-
thickness products of 450, 570, 660, 810, and 1020 kHz mm.

B. Full array study

A 1 m by 1 m by 5 mm thick aluminum plate was used
for the full array experiments. Two holes, 30 and 50 mm in
diameter and 50% of the plate thickness deep, were ma-
chined in a single plate as shown in Fig. 6.

The plate tester array device19 has a diameter of 200 mm
and it is configured to act in “pulse-echo” mode, that is to
say, it can both generate and detect the waves. It is tuned to
maximize the generation and reception of the s0 mode while
avoiding as far as possible the unwanted a0 mode. It is con-
figured such that an emitted Lamb wave beam can be steered
in any chosen direction with uniform omni-directional per-
formance. The instrument is controlled by computer to per-

FIG. 8. Predicted variation of s0 re-
flection ratio with hole diameter nor-
malized to wavelength, when hole
depth is �a� 33% and �b� 50% of plate
thickness; results for hole diameters
60 mm ���, 72 mm ���, 84 mm ���,
96 mm ���, 114 mm ���, 120 mm
���, 132 mm ���, and 144 mm ���
for different frequencies. These results
are for the plane wave source study.

FIG. 9. FE predictions of the ampli-
tude of the reflected wave as a func-
tion of distance of the receiver from
the hole: �a� a 33% of the plate thick-
ness deep hole and �b� 50% of the
plate thickness deep hole. These re-
sults are for the plane wave source
study, and the amplitude is of the Fou-
rier transform at the center frequency
�100 kHz� of the complete signal from
the hole.
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form a series of angular measurements, yielding as its output
an area scan of the plate. The scan is displayed to the opera-
tor as a two-dimensional map of the plate, where a color
scale indicates the amplitude of any reflected signal at each
point in the plate. Because the array is of finite size, its
directionality is not perfect, and it cannot resolve the angular
position of a reflector precisely. Instead, a single reflector
produces a characteristic arc shaped signal on the output map
as will be seen later.

The array was used in a range of positions along two
monitoring lines, as shown in Fig. 6. The s0 mode which was
excited was a five cycle 150 kHz tone burst modified by a
Hanning window.

V. RESULTS AND DISCUSSION

A. FE results and comparison with results of
analytical model, for plane wave source

Figure 7 shows a typical finite element time history sig-
nal monitored at 390 mm from the edge of a hole which is
114 mm in diameter and has a depth of 50% of the plate
thickness. The incoming s0 Lamb wave on its way to the hole
is separated from the s0 wave reflected by the hole.

The reflection ratio was calculated by dividing the spec-
trum of the full signal reflected from the hole by that of the
input, in the frequency domain. The curve thus obtained dis-
plays amplitude �reflection radio� against frequency. To com-
pare curves for different cases, it is helpful to recognize that
for any given depth of the hole, the problem is defined by
three spatial parameters: diameter of the hole, wavelength,
and distance of the monitoring position from the hole �this
was discussed in the earlier paper23�. One approach to nor-
malization, which is consistent with most scattering work, is
to take the ratio of the size of the scatterer to the wavelength.
Therefore the reflection ratio results here have been plotted
against the axis “hole-diameter to wavelength ratio.” The
results for 33% and 50% deep holes are presented in Figs.
8�a� and 8�b�, respectively. The wavelengths of the s0 mode
correspond to frequencies of 90, 95, 100, 105, and 110 kHz
for each point extracted from each plate.

Maxima in amplitude are observed at hole diameters
corresponding to odd multiples of quarter-wavelength, and
minima at even multiples. The reason for these peaks and
troughs of the function is understood to be the interference
between two signals which reflect from the hole, one from

the leading edge and the other from the trailing edge �having
traveled across the flat bottom of the hole�. The reflection
from the trailing edge is, of course, retarded with respect to
the signal from the leading edge, so their superposition in the
resulting wave packet is either constructive or destructive,
depending on the duration of the delay. Furthermore, the re-
flections at both edges can experience phase shifts too, due to
the impedance change. For the leading edge, there is a de-
crease in impedance, whereas there is an increase for the
trailing edge.28 Consequently, the constructive interference
occurs when the trailing edge reflection is half a cycle behind
the leading edge reflection, that is when the hole is a quarter
of a wavelength in diameter. Similarly, a hole diameter of
half a wavelength delays the reflection by one cycle, thereby
causing the destructive effect. However, these maxima and
minima do not occur exactly at a quarter or half wavelength.
This is because the reflection is not only composed of the s0

mode, but is a combination of influence from both the a0 and
the s0 modes in the flat bottom of the hole.

Interference patterns can also be seen when plotting the
amplitude of the reflection from the hole at a given fre-
quency against distance of the receiver from the hole. Figure
9 shows the magnitude of the Fourier transform at the center
frequency �100 kHz� of the full signal reflected from the hole
shown in Fig. 7 as a function of distance away from the hole.
The waviness of these curves does not come from interfer-
ence between the leading edge and trailing edge signals, be-
cause all the results are plotted for a single value of fre-
quency. Instead the interference here is between the s0 Lamb
waves reflected by the hole �leading and trailing edges� and
secondary reflections which come later than the trailing edge
signal, which are evident in Fig. 7 �labeled “secondary re-
flections”�. The secondary reflections are composed of cir-

FIG. 10. Envelope of time signal shown in Fig. 7.

FIG. 11. Comparison between finite
element results and approximate
curves for �a� 33% and �b� 50% of the
thickness deep hole. Note that the re-
sults are only shown for three diam-
eters �for each hole depth� in order to
clarify the graph.
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cumferential creeping waves and mode converted sh0 waves.
Since these are scattered from any location on the circumfer-
ence of the hole �not just along the axis�, their interference
with the main reflections on the axis depends on the distance
from the hole, being constructive at some distances and de-
structive at others.

The other important information to come from Fig. 9 is
the overall decay of the signal with distance from the hole. In
order to compare this with a simple spreading function, the
interference of the secondary waves can be avoided by mea-
suring only the s0 part of the signal. This has been done
using an envelope of the signals in the time domain �this is
more reliable than attempting to separate the two parts of the
signal for a frequency analysis�. Figure 10 represents the
Hilbert transform of the signal in Fig. 7, this being a conve-
nient way of obtaining the envelope of the time domain sig-
nal. The reflection ratio for the leading edge s0 signal was
extracted from the figure by dividing the peak amplitude of
the first-edge reflection by the peak amplitude of the input
signal. This was repeated for a range of distances from the
hole and for several hole diameters.

Results are presented in Fig. 11, for cases of three of the
diameters. As expected, the curves are smooth, and the re-
flection ratio increases with diameter and decreases with dis-
tance from the hole, also the difference in amplitude between
the 33% and 50% deep hole results can be observed.

If the hole is assumed to function as a cylindrical emitter

of reflected waves, then the decay of the amplitude of a
signal is inversely proportional to the square root of the
propagated distance, as should reasonably be expected. Tak-
ing the center of the hole as the center of spreading of the
scattered cylindrical wave field, and fitting this cylindrical
decay function to the monitored points, it can be seen that
this assumption works well: the curves labeled “approximate
curves” are drawn using this decay function and they fit very
well with the FE predictions. This agrees with the earlier
findings for the through-thickness hole.

The “approximate curves” were calculated for the other
sizes of holes and are plotted together in Fig. 12, employing
a horizontal axis in which the distance of the monitoring
point from the hole is normalized to the diameter of the hole.
The curves are seen to overlie fairly closely for each of the
hole depths, confirming that, as with the throught-thickness
hole, this choice of normalization enables results of different
hole sizes, distances, and wavelengths to be plotted together.
This means that, at a given distance from the hole measured
in multiple diameters, all reflection ratios at a given fre-
quency are approximately the same, whatever the hole size.

The scattered field around the hole is illustrated well by
a polar plot, and this also allows comparison between the FE
results and the predictions of the analytical model. Figure 13
shows the predicted amplitudes of the scattered modes for a
hole which is 100 mm in diameter, when the receiver is at a
distance of 250 mm away from the edge of the hole. The

FIG. 12. Approximations calculated
from the finite element results, plotted
as ratio of distance away from hole to
hole diameter for: �a� 33 % of the plate
thickness deep hole and �b� 50 %. All
data points for eight diameters be-
tween 60 and 144 mm are shown.

FIG. 13. Polar plots comparing ana-
lytical �solid line� and finite element
�*� predictions for a hole 100 mm in
diameter, when the wave is received at
250 mm away from the hole. The ra-
dial distance in the plots represents the
amplitude of the received signal. The
s0 mode is incident at 100 kHz mm.
Plots show scattering of �a� s0 mode;
�b� sh0 mode.
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circumferential axis of the plots corresponds directly to the
angular location with respect to the center of the hole; the
origin �180°� corresponds to the direction of the incident
wave. The radial axis of the plots corresponds to the magni-
tude of the displacement.

The dominant displacement components are shown, that
is the radial component, ur �Fig. 13�a��, for the s0 mode and
the circumferential component, u� �Fig. 13�b��, for the sh0

mode. Note that these results show that there is significant
mode conversion of the incoming s0 wave to laterally propa-
gating sh0 waves. The solid lines are calculated from the
analytical model developed by Grahn24 for a single fre-
quency of 100 kHz. The amplitude plotted here is the whole
Lamb mode reflected amplitude from the hole, that is to say
the combination of the first edge and the back edge waves.
Results from the finite element models are also included at
some specific angles and those points are calculated by mea-
suring in the frequency domain the reflected or scattered
Lamb wave amplitude at 100 kHz.

Very good agreement is found between the two tech-
niques. The reflected s0 wave is scattered mainly forwards
and backwards �at 0° and 180°�, while the reflected sh0 is
scattered mainly in the transverse direction. Note that the
incoming s0 wave is not plotted.

B. FE results and comparison with results from
EMATs, for small circular source

1. Comparison of FE predictions with measurements
made with a single EMAT

Finite element predictions of the received signals at a
series of points along the axis were made in the same way as
for the plane wave source. Similarly, measurements were
made using a single EMAT transmitter and a single EMAT
receiver, as explained earlier. All of the holes had a depth of
50% of the plate thickness.

Figure 14 illustrates the kind of signals which were seen,
and the quality of the measured signals. Figure 14�a� shows a
typical FE predicted time signal at a location on this moni-
toring line and 350 mm from the hole. This shows the inci-
dent s0 mode on its way to the hole, which was in this case
50 mm in diameter, and the s0 reflection from the hole. The
secondary reflections can also be seen. Figure 14�b� shows a
measured time signal at a location 425 mm from the hole.
The center frequency of the five cycle tone burst is 810 kHz.
This shows the direct s0 mode signal from the transmitter to

the receiver �the incident signal”�, followed by the s0 reflec-
tions from the hole, which was in this case 50 mm in diam-
eter.

The processing of the results was performed using the
time domain envelope method which had the benefit of
smoothing the undulations out of the signal, and so clarifying
the comparisons for different distances. The reflection ratio
was extracted from the Hilbert envelopes by dividing the
peak amplitude of the s0 leading edge reflection by the peak
amplitude of the input s0 wave.

Figure 15 compares the experimental measurements
with the FE predictions for a range of distances of the re-
ceiver from the hole. Also shown in the figure is the cylin-
drical decay function, as used earlier with the plane wave
study, and fitted here to a single FE data value. This result
confirms the consistency of the measurements with the
EMAT transducers and the expected cylindrical decay of the
reflection function with distance from the hole.

Results for the full received signal, including the effects
of interference of the components of the signal, are shown in
Fig. 16. In this case the reflection ratio was calculated by
dividing the spectrum of the full signal reflected from the
hole by that of the input in the frequency domain, for both
the FE and experimental data. The curve thus obtained dis-
plays amplitude �reflection ratio� against the ratio of the di-
ameter of the hole to the wavelength. The points on the graph
correspond to ten frequency-thickness measurements from
the finite element results and five frequency measurements
from the experimental data within the frequency-thickness

FIG. 14. Example for a 50-mm-diam
hole of �a� a monitored FE time signal
at 350 mm away from the edge of the
hole; and �b� a monitored single
EMAT time signal at 425 mm away
from the edge of the hole. These time
traces are for the small circular source.

FIG. 15. Confirmation between finite element predictions ��� and experi-
mental data using a single EMAT ��� of the incident s0 mode plotted as a
function of distance from the source. Values are taken from the Hilbert
envelope calculation. The line shows the cylindrical decay function which
has been fitted to just one point.
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bandwidth 500–1000 kHz mm. Some normalization of the
experimental results to account for beam spreading has also
been applied. The experimental incident wave has traveled
only 125 mm on its way to the hole, compared with the 900
mm for the FE calculations; and the receiver is placed at 425
mm away from the hole in both cases. In order to compen-
sate for the difference in amplitude between the two incident
waves when they reach the hole, the beam spreading, or de-
cay in amplitude, has been taken from Fig. 15 and normal-
ized to that of the FE predictions. Thus the experimental
signal has the amplitude it would be expected to have if it
traveled the distance of the FE model.

In general good agreement is found between the predic-
tions and the measurements, although the latter show some
scatter. As in the plane wave case, maxima in amplitude are
observed at diameters corresponding to odd multiples of
quarter-wavelength, and minima at even multiples, and this
is now confirmed experimentally.

Unlike the incident plane wave case, the distance be-
tween the small source and the hole affects the results, and,
not surprisingly, the results can be normalized to take this
additional distance parameter into account. The signal from
the small source decays according to the cylindrical spread
function in the same way as was seen for the signal traveling
from the hole to the receiver, and thus a cylindrical decay

function can be used to describe the whole propagation path.
To normalize the source signal, its amplitude can be scaled
according to its distance from the hole. Alternatively, a con-
venient approach in this study is just to scale the diameter of
the circle which defines the small source. A pair of FE mod-
els was used to illustrate and confirm this. The first model
had a source diameter of 120 mm and the hole was placed at
eight source diameters away �960 mm� from the edge of the
source circle. A second model had a 60-mm-diam source and
again the distance between the edge of the source and the
hole was eight source diameters �480 mm�. The results for
two different hole diameters are shown in Fig. 17, in which
the horizontal axis has been normalized in the usual way to
account for the hole-receiver distance. It can be seen that the
two reflection amplitude curves overlay.

2. Comparison of FE predictions with measurements
made with the plate tester device

Figure 18 shows an example of a map obtained by the
plate tester system described earlier and in detail by
Wilcox.19 The edges of the plate can be clearly seen as well
as the two holes. Only one wave reflected by the 30-mm-
diam hole is detected, as the near edge and the far edge
reflections overlay in time. On the other hand, these two
reflections can be seen separately for the 50-mm-diam hole.

FIG. 16. Comparison between predicted and experimental variation of s0

reflection ratio with hole diameter normalized to wavelength, when hole
depth is 50% of plate thickness; FE results for hole diameters 30 mm ���,
36 mm ���, 50 mm ���, 57 mm ���, 60 mm ���, 66 mm ���, and 72 mm
��� and experimental data for 30, 40, and 50 mm ���.

FIG. 17. FE predicted decay function when the distance from the hole is
normalized to the diameter of the hole and the distance between the edge of
the source and the hole is taken into account. Results shown for a 30-mm-
diam hole ��� and a 60-mm-diam hole ���. Source has unit amplitude.

FIG. 18. Map of the plate obtained with the plate tester device �Ref. 19�.
Scale: 27 dB �white 0 dB, black −27 dB�.

FIG. 19. Comparison between experimental and FE results of the decay of
the amplitude of the incident wave. According to normalization in the array
instrument, the incident wave has unit amplitude at 240 mm from the center
of the source.
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In order to compare FE predictions with these experi-
ments, the FE incident wave needs to be scaled to the am-
plitude of that from the experiments. In the FE model, the
incident wave has unit amplitude at the edge of the source
circle. In the experiment, the normalization performed by the
instrument is such that the incident wave has unit amplitude
at its first reflection, this being the near edge of the plate �240
mm, see Fig. 6�.

It is interesting to see the nature of the decay, or beam
spreading, of the outgoing wave from the experimental trans-
ducer before it gets to the hole. This is needed in order to
check if the approximation of cylindrical decay from a point
source is correct for this instrument in this range of propa-
gation distance. Figure 19 shows a comparison between the
FE predictions and the experimental results for the outgoing
wave. The dashed line shows the constant amplitude which
would be expected for a plane wave source �unity�, the solid
line is the amplitude predicted by FE for a point source, and
the closed circles are the experimental data. In general, good
agreement is found between FE and experiments. It seems,
not surprisingly, that the decay of the incident wave follows
the predicted point source decay at distances greater than the
reference distance �240 mm�.

Figures 20�a� and 20�b� show a comparison between the
experimental data �symbols� and the FE results �dashed line:
plane wave; solid line: circular source excitation� for the
wave reflected from a 30- and a 50-mm-diam hole, respec-
tively. The symbols representing the experimental data are
calculated as follows: the middle point is the rms of five
values; the upper and lower points are the rms plus or minus
one standard deviation, respectively. Generally good agree-
ment is found between the predictions and the experiments,
although there is one anomalous experimental point marked
 in Fig. 20�b�.

VI. CONCLUSION

Following work presented earlier on related two-
dimensional problems,23 three-dimensional finite element
studies have been performed in order to investigate the na-
ture of the specular reflection of the simple extensional mode
s0 from a circular part-depth hole in a plate.

This case differs significantly from the previous work of
a through-hole in that the asymmetry of the defect with re-
spect to the mid-plane of the plate generates three-

dimensional phenomena in the response, including mode
conversion from the s0 mode to the a0 mode, and cross-
diameter propagation of modes across the remaining material
at the bottom of the hole. Such effects have previously been
studied for long notches using two-dimensional plane strain
models, but in those cases the models could not consider the
finite size of the scatterer in plane of the plate, or the effects
of the circular geometry. This study presents for the first time
a full three-dimensional analysis.

Studies have been carried out when the s0 wave signal
was created by a plane wave or by a small circular source.
The following has been found.

�a� When the reflection ratio of the full reflection from the
hole is plotted as a function of hole diameter to wave-
length ratio, maxima in amplitude are observed at diam-
eters corresponding to an odd multiple of quarter-
wavelengths, and minima at even multiples. This comes
from the constructive or destructive interference be-
tween the separate reflections from the front and the
back edge of the hole.

�b� As expected the signal decays as a function of one over
the square root of distance from the center of the hole.

�c� The reflection bahavior for a circular source can be nor-
malized to account for the source diameter, the hole
diameter, and the distance between them.

�d� Secondary waves, consisting of creeping waves and sh0

waves, also interfere with the reflected signal, and this
is seen as undulations in the reflection ratio plotted as a
function of receiver distance from the hole.

�e� The results of the plane wave finite element model
agree well with the results of the analytical model for
the specular reflection of the s0 Lamb mode and the
mode conversion to the sh0 mode.

�f� The results of the small source finite element model
agree well with experimental results obtained using a
single EMAT and the prototype plate tester instrument.
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In the present study a two-dimensional axisymmetric numerical model is developed for supercritical
parametric phase conjugation of ultrasound in a solid active element of cylindrical shape and finite
length. The pseudospectral time domain algorithm �PSTD� is used owing to its efficiency to model
large-scale problems. PSTD solves elastic wave equation in time-dependent heterogeneous isotropic
and axisymmetric anisotropic solids using FFTs for high order approximation of the spatial
differential operator on staggered grid, and a fourth-order Adams–Bashforth time integrator. In order
to truncate the computational domain absorbing boundary conditions are introduced with complex
frequency shifted perfectly matched layers. This procedure is highly effective at absorbing signals
of long time-signature. The free surface of the active ceramic rod is introduced through the method
of images. A systematic study of the influence of lateral limitations of the active medium on
parametric wave phase conjugation of sound is made. It is shown that retro-focusing of the incident
pulse takes place even in the case of mode conversions inside the active zone. Nevertheless,
amplitude and form of the obtained conjugate pulse depend on the simulated configuration.
Numerical simulation correctly describes the parametric amplification and retro-focusing of
ultrasound observed in experiments. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2062467�

PACS number�s�: 43.25.Dc �MFH� Pages: 2880–2890

I. INTRODUCTION

Parametric wave phase conjugation �WPC� of ultra-
sound using supercritical electromagnetic pumping in solids
is known as one of the basic principles of wave front reversal
in modern physical acoustics.1,2 As was demonstrated
experimentally2 this principle provides compensation of
phase distortions and automatic retro-focusing of ultrasound
beams in inhomogeneous media both in quasilinear and non-
linear modes of wave propagation. The potential of the para-
metric method of WPC is of interest for various applications
in nondestructive testing, medical imaging, and power ultra-
sonics. The experiments show a multitude of factors influ-
ence on power of emission and quality of acoustic field re-
production by parametric conjugation device �conjugator�.
Among them one can mention the geometry of active ele-
ment of conjugator �see Fig. 15 in Ref. 1�. Another factor
follows from the principle of parametric WPC based on
modulation of elasticity moduli of active material by electro-
magnetic field. As usual different acoustic modes of real ac-
tive materials have different modulation efficiency, therefore
multiple mode conversions influence essentially the dynam-
ics of parametric WPC. While some general aspects of su-
percritical WPC problem in acoustics were studied success-

fully by multiscale analytical methods,3–7 simulation of WPC
processes in real conjugators requires elaboration of numeri-
cal approaches. Recently, numerical studies of WPC super-
critical dynamics were made for the linear8 and nonlinear9

pumping modes, in a one-dimensional configuration. To
study the influence of geometrical factors, reverberations and
multiple mode conversions inside the active element of the
conjugator on the parametric WPC process, simulations have
to be extended in two �2D� or three dimensions.

In the present paper the pseudospectral time domain al-
gorithm �PSTD�10 is developed for 2D axisymmetric geom-
etry of solid state phase conjugator. The difference of modu-
lation efficiency for longitudinal and transversal waves is
taken into account. The acoustic field within cylindrical ac-
tive element is calculated for various stages of supercritical
parametric WPC. Influences of lateral and axial size limita-
tions on retro-focusing quality, output intensity, and pulse
shape of phase conjugate wave are studied.

II. THE ELASTIC WAVE SOLVER

In the present study, a 2D axisymmetric numerical
model is developed for elastic wave propagation in a cylin-
drical solid with an active zone of finite length L. Reversing
and amplification of an incident elastic wave of frequency �
are produced by modulating the elastic constants �or simi-
larly the sound velocities� in the active zone of the solid at
the frequency �=2�. In our experimental configuration this

a�On leave from GIP Ultrasons/LUSSI, Université de Tours, 2 bis Bd. Ton-
nellé, 37032 Tours, France; electronic mail: olivier.boumatar@iemn.univ-
lille1.fr

b�Also with Wave Research Center of General Physics Institute �RAS�, 38
Vavilova Str., 119991 Moscow, Russia.
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sound velocities modulation is created in a limited zone of a
magnetostrictive ceramic by pumping it with an alternating
magnetic field.1

A. Governing equations

Consider the propagation of elastic waves in an hetero-
geneous solid medium where the elastic coefficients change
with time according to an electric or magnetic external field.
Newton’s second law is written:

�vi

�t
=

1

�0

��ij

�xj
, �1�

where xj are the components of the position vector, �0 is the
density, vi are the components of the particle velocity vector,
�ij are the components of the stress tensor, and t is time. The
constitutive relation for a linear elastic solid is given by
Hooke’s law:

�ij = Cijkl�t��kl, �2�

where the linear approximation of the strain tensor � is

�kl =
1

2
� �uk

�xl
+

�ul

�xk
� . �3�

Cijkl�t� are the time-dependent elastic coefficients, and uk are
the components of the displacement vector given by

�ui

�t
= vi. �4�

In our case, we are interested in the axisymmetric wave
propagation problem in a transversely isotropic solid. It is
thus convenient to take cylindrical coordinates �r ,� ,z�. In
such a medium the elastic coefficients tensor in Voigt nota-
tions �xx→1,yy→2,zz→3,yz ,zy→4,xz ,zx→5, and
xy ,yx→6 in the case of axisymmetry about the z axis� has
the general form11

C = �
C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C66

� , �5�

where C12=C11−2C66, and the following constraints C11

�C66�0,C33�0,C44�0, and C13
2 �C33�C11−C66�. Be-

cause of the symmetry properties, the equations of motion
and the constitutive equations are given as follows:

�vr

�t
=

1

�0
� ��rr

�r
+

��rz

�z
+

�rr − ���

r
� , �6a�

�vz

�t
=

1

�0
� ��rz

�r
+

��zz

�z
+

�rz

r
� , �6b�

�ur

�t
= vr, �6c�

�uz

�t
= vz, �6d�

�rr = C11
�ur

�r
+ C13

�uz

�z
+ C12

ur

r
, �6e�

�rz = C44� �uz

�r
+

�ur

�z
� , �6f�

�zz = C13� �ur

�r
+

ur

r
� + C33

�uz

�z
, �6g�

��� = C12
�ur

�r
+ C13

�uz

�z
+ C11

ur

r
. �6h�

In the active zone of the solid, the elastic coefficients
modulations 	CIJ induced by the magnetic pumping are in-
troduced by

CIJ = CIJ
0 + 	CIJ, �7�

where

	CIJ = CIJ
0 mCIJ

cos��t + 
CIJ
� . �8�

Here, CIJ
0 �I ,J=1,… ,6� represent elastic coefficients in the

magnetostrictive ceramic when a static magnetic field has
been applied, and 	CIJ correspond to small variations
�	CIJ�1� induced by the dynamic magnetic pumping at the
frequency �. For an isotropic ceramic, these elastic coeffi-
cient variations are linked to modulation depths ml and mt of
the longitudinal cl and transverse ct sound velocities, intro-
duced by Ben Khelil et al.8 as

cl
2�t� 	 cl0

2 �1 + ml cos��t + 
l�� , �9�

ct
2�t� 	 ct0

2 �1 + mt cos��t + 
t�� , �10�

where the longitudinal and transverse wave speeds in the
absence of pumping are, respectively, given by cl0

=
C11
0 /�0 and ct0=
C44

0 /�0. In this case, the following re-
lations are obtained: mC11

=mC33
=ml, mC44

=mt, mC12
=mC13

= �C11
0 /C12

0 �ml−2�C44
0 /C12

0 �mt.

B. The pseudospectral method

The solver developed uses a pseudospectral method to
calculate the spatial derivatives involved in Eqs. �6a�–�6h�.
To reduce numerical artifacts in pseudospectral simulations
for a heterogeneous medium, a staggered grid implementa-
tion is used.10 For example, the derivative ��zz /�z is com-
puted by taking the Fourier transform of �zz�z� over z, mul-
tiplying each point in the resulting spectrum by jkze

jkz	z/2,
and performing the inverse Fourier transform:

��zz�z�
�z

= FT−1�jkze
jkz	z/2FT��zz�z��� , �11�

where FT is a forward Fourier transform, FT−1 is an inverse
Fourier transform, and kz is the wave number in the z
direction. 	z is the spatial step of the numerical grid in the
z direction.
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The spatial derivatives in the radial direction have to be
calculated differently to take into account the cylindrical ge-
ometry of our problem. Indeed, Eqs. �6a�–�6h� includes
terms divided by r, introducing a singularity on the symme-
try axis. In fact, both vr�r=0� and Trz�r=0� vanish. There-
fore, using a staggered grid with vr and Trz located on the
axis instead of vz ,Trr ,T��, and Tzz, no field component has to
be calculated. The stress and particle velocity components
have the following symmetric and antisymmetric properties
with r:

vr�− r,z� = − vr�r,z� , �12a�

vz�− r,z� = vz�r,z� , �12b�

�rr�− r,z� = �rr�r,z� , �12c�

����− r,z� = ����r,z� , �12d�

�zz�− r,z� = �zz�r,z� , �12e�

�rz�− r,z� = − �rz�r,z� . �12f�

Let f�r , · � represent a field variable defined along the
radial direction in cylindrical coordinates. The r differentia-
tion can be performed by the following scheme including as
described above a staggered Fourier differentiation process.
First, f�n	r , · � with �n=0,… ,N−1� for field variable with
antisymmetric extension and f��n+1/2�	r , · � for field vari-
able with symmetric extension are copied into the latter half
of a work vector of length 2N. N is the length of the grid in
the radial direction. The first half of this vector is assigned
the values −f�n	r , · � for antisymmetric extension and f��n
+1/2�	r , · � for symmetric extension, with n=−N ,… ,−1.
Then, a usual Fourier differentiation is done on the work
vector, and the radial differentiation �f /�r corresponds to the
latter half of the resulting vector.

The solver uses a staggered fourth-order Adams–
Bashforth method, by which stress and particle velocity are
updated at alternating half time steps, to integrate forward in
time.12 The resulting staggered grid in space and in time is
shown in Fig. 1.

To circumvent wraparound inherent to FFT-based pseu-
dospectral simulation, perfectly matched layers �PML�

boundary condition is used. In our case a novel implementa-
tion of the complex frequency-shifted �CFS� PML, named
convolutional PML�CPML� has been chosen and extended to
the axisymmetrical case. This method has been introduced in
electromagnetic simulations with finite difference time do-
main �FDTD� method,13 and studies have shown that CFS-
PML is highly effective at absorbing evanescent waves and
signals of long time signature.14

C. The CPML

The CPML method is introduced based on a stretched-
coordinate formulation of Eqs. �6a�–�6h�. The choice of the
complex stretching variables will be that proposed by Ku-
zuoglu and Mittra14 extended to cylindrical coordinates using
the complex coordinates.15–17 We introduce the complex co-
ordinate transformation:

z̃ = �
0

z

sz�z��dz�, �13a�

r̃ = �
0

r

sr�r��dr�, �13b�

where

sz�z� = �z�z� +
z�z�

�z + j�
, �14a�

sr�r� = �r�r� +
r�r�

�r + j�
, �14b�

where sz and sr are the stretched-coordinate metrics,
�z ,z ,�r, and r are assumed to be positive and real, and �z

and �r are real and �1. Introducing Eq. �14b� in Eq. �13b�,
the radial complex coordinate can be written explicitly as

r̃ = Sr = Kr�r� +
Pr�r�

�r + j�
. �15�

The originally split PML, proposed by Berenger18 and
first introduced for elastic waves propagation by Chew and
Liu,19 is retrieved imposing �z,r=0 and �z,r=1.

In the frequency domain and stretched-coordinate space
given by Eqs. �13a� and �13b�, Eqs. �6a�–�6h� becomes:

j�vr��� =
1

�0
� 1

sr

��rr

�r
+

1

Sr
��rr − ���� +

1

sz

��rz

�z
� , �16a�

j�vz��� =
1

�0
� 1

sr

��rz

�r
+

1

Sr
�rz +

1

sz

��zz

�z
� , �16b�

�rr��� = C11��� � � 1

sr

�ur

�r
 + C12��� � � 1

Sr
ur

+ C13��� � � 1

sz

�uz

�z
 , �16c�

�rz��� = C44��� � � 1

sr

�uz

�r
 + C44��� � � 1

sz

�ur

�z
 , �16d�

FIG. 1. Spatial and temporal staggered grid geometry showing the place-
ment of the field variables and the material parameters.
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�zz��� = C13��� � � 1

sr

�ur

�r
 + C13��� � � 1

Sr
ur

+ C33��� � � 1

sz

�uz

�z
 , �16e�

������ = C12��� � � 1

sr

�ur

�r
 + C11��� � � 1

Sr
ur

+ C13��� � � 1

sz

�uz

�z
 . �16f�

Equations �16a�–�16f� are next transformed back to the time
domain. Due to the frequency dependence of the stretched-
coordinate metrics, a convolution appears in the resulting
equations. Nevertheless the convolution terms may be elimi-
nated by introducing so-called memory variables.13 They are
replaced by a first-order differential equation for each
memory variable as described in the Appendix.

Finally, the system to be solved becomes

�vr

�t
=

1

�0
� 1

�r

��rr

�r
+

1

Kr
��rr − ���� +

1

�z

��rz

�z
+

Ar

�r
+

Br
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+

Cz

�z
� ,

�17a�
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�t
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1

�0
� 1

�r
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+

1
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�r

�ur

�r
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Kr
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+
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+
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�z

�ur

�z
+

C44

�r
Jr +

C44

�z
Lz, �17d�
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�z
+
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Gr +
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Hr +
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+
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ur +
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+
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Gr +
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�17f�

where the memory variables Ar ,Br ,Cz ,Dr ,Er ,Fz ,Gr ,Hr ,
Iz ,Jr, and Lz are obtained by the following first-order differ-
ential equations:

�Ar

�t
= − �r

��rr

�r
− �rAr, �18a�

�Br

�t
= − �̄r��rr − ���� − �̄rBr, �18b�

�Cz

�t
= − �z

��rz

�z
− �zCz, �18c�

�Dr

�t
= − �r

��rz

�r
− �rDr, �18d�

�Er

�t
= − �̄r�rz − �̄rEr, �18e�

�Fz

�t
= − �z

��zz

�z
− �zFz, �18f�

�Gr

�t
= − �r

�ur

�r
− �rGr, �18g�

�Hr

�t
= − �̄rur − �̄rHr, �18h�

�Iz

�t
= − �z

�uz

�z
− �zIz, �18i�

�Jr

�t
= − �r

�uz

�r
− �rJr, �18j�

�Lz

�t
= − �z

�ur

�z
− �zLz, �18k�

with �r,z=r,z /�r,z, �̄r=Pr /Kr, �r,z=�r,z+r,z /�r,z, �̄r=�r

+Pr /Kr and where the memory variables are zero outside the
PML zones. The particle displacements are calculated every-
where with Eqs. �6c� and �6d�. The choice of the CPML
parameters �r,z ,�r,z ,Pr ,Kr, and �r,z� used in our simulations
are the same as the ones given in Ref. 13.

The CPML offers the advantage over the traditional
implementation of the PML to be a nonsplitting PML corre-
sponding to perturbations to the original wave equations
where the perturbed equations reduce automatically to the
original wave equation outside the PML absorbing layers.
So, the fact that the CPML treats the boundary layers in the
same way as the rest of the computational domain, greatly
simplifies the computer implementation.

D. Free-surface implementation

In a Fourier pseudospectral simulation, the introduction
of free surfaces is not easy due to the nonlocal behavior of
the spatial derivatives, even if this problem has been reduced
by the use of a staggered grid. In the solver, a method of
images, first introduced by Levander20 and described in de-
tail by Robertsson,21 is used. The idea is as follows: for
example, a vertical free surface is chosen to be located on a
�rr node. On this node, the condition �rr=0 is imposed. To
guarantee that �rz is also zero on this free boundary, it is
mirrored around the free surface as an odd function when
calculating its radial spatial derivative. The radial spatial de-
rivative of all the nonzero variables on the free surface is
calculated after their mirroring around the free surface as
even functions.

In the solver the CPML zones are suppressed behind a
free surface, because no waves are supposed to propagate in
this zone. Thus, behind a free surface, we do not need to
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absorb any wave. Nevertheless, in this case the effects of the
domain periodicity inherent in FFT-based calculations reap-
pear. For this reason the stress and the particle velocity are
smoothly reduced to zero using an apodization window near
the limits of the numerical domain when a stress free bound-
ary is present.

This complex free surface implementation is linked to
the domain periodicity inherent in the Fourier pseudospectral
method. A better way to solve this problem should be to use
the multidomain PSTD method based on Chebychev polyno-
mials as described by Zheng et al.22 In this case free bound-
aries �and material discontinuities also� are directly included
in the polynomials expansion.

III. RESULTS AND DISCUSSION

The main objective of this part is to determine the influ-
ence of lateral limitation of the active medium on parametric
WPC, and more precisely the influence of reverberations and
mode conversions within the active zone of the conjugator.

Numerical simulations presented in this section were
made for the configuration shown in Fig. 2. The incident
acoustic wave is a three period wave train, with a frequency
of 10 MHz, emitted by a point source or a 750-�m-diam disc
source placed in position S. The wave phase conjugator is a
3.5 cm length �L� solid rod with a diameter of 1.5 cm, and
the following parameters:

� = 5000 kg/m3, Cl0 = 6000 m/s, Ct0 = 4000 m/s.

�19�

These values correspond to the polycrystalline ferrite sample
N1 described in Ref. 23, and used in experiments. In the
simulations the active zone length is always 2.5 cm and the
boundary conditions at the upper �z=3.5 cm� and lateral �r
=0.75 cm� boundaries can be a CPML absorbing zone or a
free boundary �solid/air interface�, depending on the stud-
ied configuration. In all cases the electromagnetic pump-

ing is switched on when the acoustic wave arrives in the
active zone. A T=19 �s pumping duration is chosen be-
cause it corresponds, for the experimental sample simu-
lated, to the maximal duration before nonlinear effects
induce a pumping depletion5,9 and therefore an amplitude
limitation of the conjugate wave.

As described by the linear theory of the supercritical
amplification stage in active coupled wave system3,4 the first
part of the envelop of the phase conjugate wave corresponds
to an exponential amplification with gain � given by the
following system:

� =
��ml

4
�2

− �Xc0

L
�2

, 1 +
�

X

L

c0
tg�X� = 0, �20�

where c0=cl0 for longitudinal wave and c0=ct0 for transverse
wave. An analytical expression of the gain increment can be
obtained in the case where the excess over parametric insta-
bility threshold is small:5

� =
�

2
��ml

4
−

�c0

2L
 . �21�

From the gain increment �=0.6 �s−1 measured in Ref. 23
one can estimate a typical transverse modulation depth
mt=4.1�10−2, obtained in experimental configuration. To
maintain the same gain increment in the case of longitu-
dinal wave active zone, e.g., an active zone where only the
longitudinal wave velocity is modulated, the modulation
depth has to be increased to the value ml=4.8�10−2.
These two values of mt and ml are chosen successively for
all the simulations, excepted as otherwise noted.

A. Validation of pseudospectral results

First, to test the accuracy of the PSTD code implemen-
tation, the wave propagation in a homogeneous elastic plate
test case proposed by Schubert et al.24 is used. The plate is
cylindical with thickness of 5 cm and radius of 10 cm. The
elastic parameters of the plate are as follows: �
=7820 kg/m3, cl0=5900 m/s, and ct0=3200 m/s. A normal
force impact with a 2 �s duration is applied in the center of
one surface of the plate. The displacement uz at the center of
the opposite surface �receiver position R1� and the dispace-
ment ur also on the opposite surface, but 4 cm away from the
center �receiver position R2� obtained are shown in Figs.
3�a� and 3�b�, respectively. They are in excellent agreement
with the results presented in Ref. 24 �Figs. 6 and 7, respec-
tively� in the case of the finer FDTD grid and the analytical
model.

Now, in order to validate the implementation of active
medium, a longitudinal plane wave incident on an active
zone with mt=0 and ml=4.8�10−2 is simulated. In this case,
the particle velocity vz obtained in the source plane �Fig.
4�a�� can be favorably compared to one-dimensional �1D�
simulation results already obtained8 and analytical
expressions.5 More precisely, the first part of the envelop of
the conjugate wave is effectively described by an exponential
function of time with an estimated gain �by fitting� of �
=0.512 �s−1. This gain is lower than the one predicted by
Eq. �21�, but corresponds perfectly to solution of Eq. �20�

FIG. 2. Geometry of the simulated solid wave phase conjugator with a 2.5
cm active zone. S is a point or 750-�m-diam stress source inside the solid.
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��=0.507 �s−1� and to numerical integration of the para-
metrically coupled system of equations obtained, for the
problem treated here, for slowly varying forward and reverse
wave amplitudes.3,6,7 The second part of the signal, after the
end of the pump excitation, corresponding to the spatial am-
plitude distribution of the acoustic conjugate wave inside the
active zone at the end of the pumping, is described by a
truncated sinusoidal function.4,6

Figure 5 presents the axial component of the time aver-
aged �on the acoustic wave period T=1/ f� Poynting vector
Pz given by

Pz = −
1

T
�

0

T

��rzvr + �zzvz�dt . �22�

This term provides the perpendicular energy flow across the
surface z=Ce. The giant amplification ��57 dB� of the con-
jugate wave �CW� compared to the incident wave is
clearly shown. The negative sign of Pz for the conjugate
wave represents its backward propagation toward the
source. When �=0 we obtain the parametric instability
threshold, which corresponds from Eq. �21� to a modula-
tion depth ml=�l /L=2.410−2, where �l is the longitudinal
acoustic wavelength. Then, as shown in Fig. 4�b�, after the
incident acoustic pulse has traveled a double path across
the active zone �t�T0=2L /cl0	8.3 �s if t=0 is the time
of electromagnetic pumping beginning� the conjugate
wave is stabilized to a constant value. Finally, when ml is
lower than the threshold value �ml=1.8�10−2 in Fig.
4�c��, the conjugate wave still exists but without any am-
plification according to the physical meaning of the
threshold.

B. Influence of lateral limitation of the active medium
on parametric WPC

Consider now a point source, inside the solid, at position
S corresponding to z=1.5 mm, when only the transverse
wave velocity is modulated. For the first computation, the
active zone has a limited size �2.5 cm length and 1.5 cm
diameter�, but the medium is unlimited. As shown in Fig. 6
the axial stress applied on the symmetry axis of the wave
phase conjugator creates a longitudinal and transverse
spherical waves propagating away from the source. When
the transverse wave arrives in the active zone, the electro-
magnetic pumping is switched on and a CW retro-
propagating to the source appears. This conjugate wave is
then amplified during all the pumping duration, even when

the incident shear wave has left the active zone. At the end of
the pumping duration �t=20 �s� the stored energy inside the
active zone is evacuated in the forward �FAW� and backward
�BKW� directions. This latter part of the stored energy con-
tinues to retro-focalize at the source, achieving a maximum
amplitude at t=23 �s.

The obtained time evolution of the stress �zz at the
source position is presented in Fig. 7�a�. As in the plane
wave simulation, the first part of the conjugate wave has an
exponential increase with time, but with a lower gain incre-
ment �	0.44 �s−1 here. This lowering of the increment
gain is probably induced by the fact that the amplitude maxi-
mum of the incident transverse wave impinges the active
zone with a large angle of incidence, and then crosses it only
in a limited zone, lowering the effective length L of the wave
phase conjugator. As described by Eq. �21�, the increment
gain is then decreased. Moreover, each component in the
spatial frequency domain, corresponding to an angle of inci-
dence on the active zone, crosses a different active zone
length, and is then differently amplified. So, the direction of
maximum amplitude of the conjugate wave follows during
the amplification process the direction of the spatial fre-
quency component of the incident wave which propagates
inside the active zone along the longest length �compare t
=5 �s and t=20 �s in Fig. 6, where straight lines have been
plotted to guide the eye�. In the presented case, it changes
from the direction of the incident wave �here �45° relative
to the symmetry axis� at the beginning of the process, to the
direction defined by the line linking the source position to
the outside upper corner of the active zone �r=7.5 mm and
z=30 mm�, when the incident transverse wave leaves the
active zone. Now, the second part of the conjugate wave
envelop no longer has a sinusoidal shape due to the modifi-
cation of the spatial amplitude distribution of the acoustic
wave inside the active zone at the end of the electromagnetic
pumping �Fig. 6, t=20 �s�.

Figures 7�b�–7�d� present the influence of the solid wave
phase conjugator size limitation on the phase conjugate wave
at the source position. First, when the conjugator is a 1.5-cm-
diam rod of infinite axial size �Fig. 7�b��, the axial stress �zz

of the conjugate wave is greatly amplified compared to the
case of an infinite solid, and the increment gain is now nearly
the same as the one obtained in the plane wave case: �
	0.52 �s−1. The shape of the axial stress, as a function of
time in this case, is very similar to the shape measured ex-
perimentally and presented in Fig. 4 of Ref. 6. The power of
the conjugate wave at the source position in this radial lim-

FIG. 3. �a� Displacement uz at receiver
position R1, and �b� displacement ur at
receiver position R2 obtained in the
PSTD simulation of the homogeneous
media test case of Ref. 24.
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ited configuration is more than two orders of magnitude
higher �Fig. 8�a�� than in an unlimited solid, and the maxi-
mum amplitude temporal position is 2 �s delayed. More-
over, the radial resolution of the retro-focused wave at its
focus is greatly enhanced: 300 �m �at −3 dB� in comparison
with 1 mm in the preceding configuration. To understand this
radial resolution enhancement, let us look to Fig. 9, which
presents the particle velocity �in dB scale referenced at

0.16 m/s� at four chosen time moments of the WPC process.
As shown at t=24.4 �s, corresponding to the time when the
conjugate wave at the focal point is maximum, the conjugate
wave comes from two sources: one created by the transverse
wave directly incident on the active zone and the other by the
transverse wave induced by the reflection of the longitudinal
incident wave on the radial boundary of the rod �indicated by
arrows�. Note that even inside the active zone the conjugate
wave retro-focuses to the source position following the inci-
dent wave path. These two sources of conjugate wave are
more clearly shown in Fig. 10 where the axial component Pz

of the Poynting vector in the lower side of the active zone
�z=5 mm� is plotted as a function of time for an unlimited
solid �a� and a 15-mm-diam rod �b�. When the solid is un-
limited the conjugate wave propagates outside the active
zone at the end of the electromagnetic pumping closer from
the symmetry axis than the incident transverse wave, as de-
scribed before. The direction of energy flow across the lower
boundary of the active zone, given by Poynting vector P, is
also shown in Fig. 10. The radial component Pr of P is
calculated in the same way as Pz by

Pr = −
1

T
�

0

T

��rrvr + �rzvz�dt . �23�

In Fig. 10�a�, it shows the direction of retro-focusing of
the conjugate wave. When the wave phase conjugator is a
rod of infinite axial length, interference pattern is shown on
Pz axial distribution, corresponding well to the two sources
of conjugate wave.

Now, when the conjugator is still a 1.5-cm-diam rod of
infinite length and the point source is replaced by a
750-�m-diam stress source, the major part of the incident
transverse elastic energy is concentrated around the axial di-
rection. So, reflections and mode conversions influence less
the wave phase conjugation process, and the radial resolution
enhancement is lowered, even if the amplitude of the conju-
gate wave is higher.

Finally, a free boundary is introduced at z=35 mm, and
identical parameters than the preceding simulations are kept.
As shown in Fig. 8, the wave phase conjugation process is
not modified: the amplitude of the conjugate wave and the

FIG. 4. Time evolution of particle velocity vz in the source plane for longi-
tudinal incident plane wave with a modulation depth �a� ml=4.8�10−2, �b�
ml=2.4�10−2, and �c� ml=1.8�10−2. The case �b� corresponds to the para-
metric instability threshold: ml=�l /L, where �l is the longitudinal wave-
length and L the active zone length.

FIG. 5. Axial component of the Poynting vector Pz in the source plane as a
function of time. The inserted curve is a zoom of the incident wave �IW�.
CW—conjugate wave.
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quality of the retro-focusing are the same. The only differ-
ence noticeable is the appearance of a trail after the conju-
gate pulse due to reflections of the forward amplified wave
on the upper free boundary. Contrary to 1D simulations8

these reflections do not have the same shape and amplitude
as the retro-focused conjugate wave. Indeed, the forward am-
plified wave is no more a plane wave and its reflection on the
free boundary and its following backpropagation to the
source does not take place in a coherent way, resulting in a
lower amplitude trail. This trail is always seen in experi-
ments, as shown for example in Fig. 3 of Ref. 6.

Similar results are obtained when only the longitudinal
wave is modulated in the active zone �Fig. 11�. The radial
limitation of the conjugator increases the retro-focused

FIG. 6. Particle velocity �in dB scale referenced at 0.04 m/s� at four time moments in the WPC process in the case of an incident wave emitted by a point
source, on a transverse wave active zone. The active zone has limited size �2.5 cm length and 1.5 cm diameter�, but the ceramic is unlimited. t=20 �s
corresponds to the end of the magnetic pumping and t=23 �s to the time when the conjugate wave at the focal point is maximum. LW—longitudinal wave,
SW—transverse wave, CW—conjugate wave, FAW—Forward amplified wave. Arrows indicate directions of energy flow.

FIG. 7. Axial stress �zz at the source position vs time in the case of an
incident wave, emitted by a point source �a�, �b� or a 750-�m-diam source
�c�, �d�, on a transverse wave active zone. The active zone has limited size
�2.5 cm length and 1.5 cm diameter�, but the ceramic is unlimited �a� or is a
1.5 cm diameter rod �b�–�d�. The axial dimension is unlimited �a�–�c� or has
a free boundary at z=35 mm �d�. IW—incident wave, CW—conjugate
wave, R—reverberations due to the limited axial size of the sample.

FIG. 8. �a� Axial component at the source position of the averaged Poynting
vector as a function of time, and �b� normalized amplitude of the Poynting
vector in the source plane as a function of radial distance. The four simu-
lated configurations are the same as described in Fig. 7. Case �a� of Fig. 7
corresponds to the solid line multiplied by a factor 1000, case �b� to the
dashed line, case �c� to the dotted line, and case �d� to the dash-dotted line.
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power �Fig. 11�a�� and enhances its radial resolution �Fig.
11�b�� in the case of a point source. When the stress source is
extended to a 750-�m-diam size �dash-dotted line� the great
majority of the incident longitudinal elastic energy arrives
nearly at normal incidence on the active zone. So, reflections
and mode conversions do not greatly influence any more the
wave phase conjugation process, and the radial resolution
enhancement is lost, even if the amplitude of the conjugate
wave is higher. In all three cases considered the obtained
increment gain is identically equal to �=0.5 �s−1.

IV. CONCLUSION

The presented results demonstrate high efficiency of
PSDT method for simulation of multiscale parametric pro-
cesses in solid active media. The method is applicable both
for sub- and supercritical parametric modes. Comparison
with analytical results for 1D configuration shows perfect
agreement of obtained gain increment and pulse shape of
conjugate waves. Extension of the method for 2D provided
simulation of dynamics of WPC for real axisymmetric geom-
etry of solid parametric conjugators. Calculations show that
acoustic mode conversion inside of a conjugator does not
prevent high quality retro-focusing of the phase conjugate
wave. Moreover lateral limitation of the active element leads
to increase of output power of a conjugator and to enhance-
ment of radial resolution of the retro-focused wave compared
with model of unlimited active medium. The numerical
simulation correctly describes the parametric amplification
and retro-focusing of ultrasound observed in experiments
and can be used for optimization of conjugators design. The
proposed numerical approach is developed now also for de-
scription of phase conjugate wave emission from parametri-

cally active solid to liquid in the cases of plane and crimped
interfaces between the media. The results are prepared for
following publication.
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APPENDIX

In this Appendix the procedure to eliminate the convo-
lutions appearing in Eqs. �16a�–�16f� is described in the case

of Eq. �16c�. First, we define s̄z=sz
−1, s̄r=sr

−1, and S̄r=Sr
−1.

Then, transforming back to the time domain Eq. �16c� gives

�rr = C11�s̄r �
�ur

�r
 + C12�S̄r � ur� + C13�s̄z �

�uz

�z
 ,

�A1�

Roden and Gedney13 have shown that the impulse response
of s̄z is given by

s̄z�t� =
��t�
�z

+ �z�t� , �A2�

where ��t� is the unit impulse function,

FIG. 9. Particle velocity �in dB scale referenced at 0.16 m/s� at four time moments in the WPC process in the case of an incident wave emitted by a point
source in a 1.5-cm-diam rod. In the active zone only the transverse wave velocity is modulated. t=20 �s corresponds to the end of the magnetic pumping and
t=24.4 �s to the time when the conjugate wave is maximum at the focal point. LW—longitudinal wave, SW—transverse wave, CW—conjugate wave,
LSW—longitudinal wave created by reflection of the SW, SLW—transverse wave created by reflection of the LW, SSW—transverse wave created by
reflection of the SW, FAW—forward amplified wave. Arrows indicate directions of energy flow.
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�z�t� = −
z

�z
2e−�z/�z+�z�th�t� , �A3�

and h�t� is the step function. Similar results are obtained for

s̄r, and S̄r:

s̄r�t� =
��t�
�r

+ �r�t� , �A4a�

S̄r�t� =
��t�
Kr

+ �̄r�t� �A4b�

with

�r�t� = −
r

�r
2e−�r/�r+�r�th�t� , �A5a�

�̄r�t� = −
Pr

Kr
2e−�Pr/Kr+�r�th�t� . �A5b�

Inserting Eqs. �A2�, �A4a�, and �A4b� into Eq. �A1� leads to

�rr =
C11

�r

�ur

�r
+

C12

Kr
ur +

C13

�z

�uz

�z
+

C11

�r
Gr +

C12

Kr
Hr

+
C13

�z
Iz, �A6�

where the following memory variables have been introduced:

Gr = �r�r�t� �
�ur

�r
, �A7a�

Hr = Kr�̄r�t� � ur, �A7b�

Iz = �z�z�t� �
�uz

�z
. �A7c�

The introduction of memory variables leads to replacing
the convolution in Eq. �16c� by a supplementary differential
equation for each variable, as will be shown now. Taking, for
example, the derivative of Iz and using properties of the con-
volution operator leads to

�Iz

�t
= �z

�

�t
��z�t� �

�uz

�z
� = �z

�uz

�z
�

��z�t�
�t

. �A8�

Taking time derivative of Eq. �A3� gives

FIG. 10. Axial component Pz of the Poynting vector for an incident wave,
emitted by a point source, on a transverse wave active zone in the lower side
of the active zone as a function of time. The solid wave phase conjugator is
of �a� unlimited size, and �b� radial diameter of 15 mm. In both cases the
active zone has limited size �2.5 cm length and 1.5 cm diameter�, and the
lower graph presents the direction of energy flow P across the lower side of
the active zone, when its amplitude is maximum.

FIG. 11. �a� Axial component Pz of the averaged Poynting vector at the
source position as a function of time, and �b� normalized amplitude of the
Poynting vector in the source plane as a function of radial distance in the
case of an incident wave emitted on a longitudinal wave active zone by a
point source �solid and dashed lines� or a 750-�m-diam source �dash-dotted
line�. The active zone has limited size �2.5 cm length and 1.5 cm diameter�,
but the ceramic is unlimited �solid line� or is a 1.5-cm-diameter rod �dashed
and dash-dotted line�. Note that the solid line corresponds to 100 Pz, and the
dashed line to 10 Pz.
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��z�t�
�t

= −
z

�z
2��t� − �z

�z
+ �z��z�t� . �A9�

Finally, inserting the last results into Eq. �A8� leads to
the following first-order differential equation for the memory
variable Iz:

�Iz

�t
= −

z

�z

�uz

�z
− �z

�z
+ �z�Iz. �A10�

Similar results are obtained for the two other memory vari-
ables Gr and Hr. All the equations of Eqs. �16a�–�16f� can be
treated in a similar way, resulting in Eqs. �17a�–�17f� with
the memory variables of Eqs. �18a�–�18k�.
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Numerical simulation of finite amplitude wave propagation
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A nonlinear system of fluid dynamic equations is modeled that accounts for the effects of classical
absorption, nitrogen and oxygen molecular relaxation, and relative humidity. Total variables rather
than acoustic variables are used, which allow for the inclusion of frequency-independent terms. This
system of equations is then solved in two dimensions using a fourth-order Runge-Kutta scheme in
time and a dispersion-relation-preserving scheme in space. It is shown that the model accurately
simulates wave steepening for propagation up to one shock formation distance. For a source
amplitude of 157 dB re 20 �Pa, the Fourier component amplitudes of the analytical and computed
waveforms differ by 0.21% at most for the first harmonic in a lossless medium and 0.16% at most
for the first harmonic in a medium that includes thermoviscous losses. It is shown that the absorption
due to classical effects and molecular relaxation demonstrated by the model is within 1% of the
analytical model and the computed dispersion due to molecular relaxation of nitrogen and oxygen
is within 0.7% over a large frequency range. Furthermore, it is shown that the model can predict the
amplification factor at a rigid boundary, which in a nonlinear system will be greater than two, to
within 0.015%. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2047109�

PACS number�s�: 43.28.Js, 43.25.Cb, 43.25.Vt �RR� Pages: 2891–2898

I. INTRODUCTION

The motivation for this research is to create a versatile
computational model that can simulate nonlinear propagation
of sound in air more realistically than numerical models that
are currently available. To achieve this goal, a number of
criteria need to be met. First, the model needs to recreate
nonlinear phenomena accurately; second, it needs to simulate
the absorption and dispersion due to shear and bulk viscosity,
thermal conductivity, and molecular relaxation processes;
third, it needs to be able to include spatially varying sound
speed, frequency-independent velocity, ambient temperature,
and ambient pressure profiles in order to accurately represent
realistic atmospheric conditions; fourth, it needs to be able to
do this multidimensionally using a reasonable amount of
computational resources in a reasonable amount of time. The
first two criteria are met using a set of nonlinear fluid-
dynamic equations taken from Pierce1 that include terms for
shear and bulk viscosity, thermal conductivity, and molecular
relaxation. The third criterion is met using a time-domain
numerical solver that uses the total variables rather than the
perturbed values, allowing for the imposition of spatially de-
pendent, frequency-independent terms in the solution. The
fourth criterion is met using an efficient time-domain nu-
merical solver.

Previous work by others in the acoustics community has
met some of the above-described criteria. The work of Spar-
row and Raspet2 had a similar aim, however their simula-
tions contained only up to second-order nonlinear terms, and
did not include the total variables or explicit relaxation
mechanisms. In other work, modified Burgers equations have
been developed and solved using either combination time/
frequency domain solvers or exclusively time domain
solvers.3 These methods have been tailored for quite specific
cases, e.g., sonic boom propagation, and all model only one-
dimensional propagation, hindering the general utility of
such models. More detailed explanations of these kinds of
models can be found in the work by Cleveland.4 Computa-
tional fluid dynamics algorithms, such as those developed by
Morris5 and Tam,6 have been implemented in two or three
dimensions and are nonlinear, but they do not include the
effects of molecular relaxation, which affects the accuracy of
the solution since molecular relaxation is the dominant at-
tenuation mechanism over a large frequency range and
causes a considerable amount of dispersion. Detailed expla-
nations of these types of algorithms can be found in the
literature by Tam,7 Long,8 and Kurbatskii.9

In this paper, the system of equations, which is mostly
taken from Pierce,1 is described. Following this, a descrip-
tion of the numerical solver is provided. This solver allows
one to model all of the above-described absorption mecha-
nisms. Some preliminary results are then shown that confirm
that the system of equations does indeed match known ana-
lytical solutions. Finally, future improvements of the model
are discussed.

a�Portions of this work were presented in “Numerical simulation of finite
amplitude waves in air including the effects of molecular relaxation,” Pro-
ceedings of the 18th International Conference on Acoustics, Kyoto, Japan,
April 2004.

b�Electronic mail: msw192@psu.edu

J. Acoust. Soc. Am. 118 �5�, November 2005 © 2005 Acoustical Society of America 28910001-4966/2005/118�5�/2891/8/$22.50



II. SYSTEM OF EQUATIONS

The fluid dynamic equations using the total variables,
rather than the perturbed �acoustic� variables, that govern
wave propagation are the continuity equation,10

��

�t
+ � · ��v� = 0, �1�

the Navier-Stokes equation �also known as the momentum
equation�,

�
Dv

Dt
= − �p + ���B � · v� + ��

ij

ei
��ij

�xj
, �2�

the entropy-balance equation,

�
Dsfr

Dt
+ �

�

�

T�

cv�

DT�

Dt
− � · ��

T
� T� = �s, �3�

and the relaxation equation,

DT�

Dt
=

1

��

�T − T�� . �4�

In the above equations, � is the density, t the time, v the
velocity, p the pressure, � and �B the shear and bulk viscosi-
ties, ei the unit vector in the ith dimension, � the rate of
shear tensor, sfr the frozen entropy, T the absolute tem-
perature, � the coefficient of thermal conduction, cv� the
specific heat at constant volume associated with the
�-type molecule, �s a variable used to represent the source
terms of the entropy equation �Eq. �3��, and T� and �� the
apparent vibration temperature and relaxation time of the
�-type molecule, respectively. In this investigation, the
�-type molecules considered are nitrogen and oxygen, al-
though more could be added to the calculation.

Equations �1�–�4� are called the constitutive equations.
To obtain a closed set of equations that may be solved, the
variables contained on the right-hand sides of the constitu-
tive equations need to be determined at each time step of the
calculation. They are given as follows:11

�s =
�B

T
�� · v�2 +

�

2T
�
ij

�ij
2 +

�

T2 ��T�2 +
�

T
�
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�ij =
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�xj
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�v j

�xi
−

2

3
� · v�ij , �6�

A� = � T

T�

− 1�cv�, �7�

and

cv� =
n�

n
R�T�

*

T�
�2

e−T�
* /T�. �8�

Here A� is the affinity associated with the �-type molecule,
vi the ith component of velocity, �ij the Kronecker delta,
n� /n the fraction of all molecules that is of species �, R
the gas constant, and T�

* the molecular constant of mol-
ecule �.

In addition to the constitutive equations, the van der
Walls form of the state equation and the entropy relation are
used:12

p =
�RT

M
+

�2

M2 �RTb − a� +
�3

M3 �RTb2� �9�

and

T = T0e�sfr−sfr0
−R ln��0/���/cv, �10�

where M is the molar mass of air, given as 28.96 kg kmol−1,
cv the specific heat of air at constant volume, given as
720.4 J kg−1 K−1, sfr0

the ambient entropy, T0 the ambient
temperature, given as 293.15 K, and the values of a and b
used13 are 1.361	105 J m3 kmol−2 and 0.03649 m3 kmol−1,
respectively.

The constitutive equations need to be recast in conser-
vative form so that they can be solved by an explicit time-
domain finite-difference scheme. An equation is in conserva-
tive form if there are no dependent variables in front of the
partial derivatives. Usually, one can reduce the nonconserva-
tive form to conservative form by inserting the left-hand side
of the continuity equation, Eq. �1�, which is by definition
equal to zero, on the left-hand side of the nonconservative
equation. This addition allows all of the terms on the left-
hand side to be regrouped within the partial derivatives, leav-
ing the equation in conservative form. A particularly clear
explanation of this approach is given in Anderson’s text.14 In
a two-dimensional Cartesian coordinate system the conserva-
tive forms of the constitutive equations are

��
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and
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+
���uT��

�x
+

���vT��
�y

=
�

��

�T − T�� , �15�

where u and v are the x and y components of the velocity,
respectively. Because the calculations presented in this paper
are two-dimensional, the Navier-Stokes equation, Eq. �2�,
has only x and y components, leading to Eqs. �12� and �13�.
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The computational domain resulting from these equations is
essentially a slice of a three-dimensional field that is invari-
ant in the third dimension. Therefore, the units used in the
calculation are the physical, three-dimensional units, e.g., the
units of pressure are pascals as opposed to pascals/meter. An
extension to three dimensions is straightforward. It requires
the inclusion of the z component of the Navier-Stokes equa-
tion and the reworking of some of the source terms in the
constitutive equations to account for the third dimension. It
should also be noted that although the equations are in a
Cartesian coordinate system, they are equally applicable to
other coordinate systems.

The last parameter that needs to be included is the rela-
tive humidity. The humidity of the air can change the relax-
ation frequencies of nitrogen and oxygen by several orders of
magnitude and hence it needs to be included in the model.
Relative humidity is incorporated using the following semi-
empirical relations:15

fN2
=

1

2
�N2

=
p

pref
�24 + 4.04 	 106h

0.02 + 100h

0.391 + 100h
� ,

�16�

and

fO2
=

1

2
�O2

=
p

pref
��Tref

T
�1/2

�9 + 2.8 	 104he−��	 , �17�

where

h =
10−2�RH�pvp�T�

p
, �18�

and

� = 4.17��Tref

T
�1/3

− 1	 . �19�

Using the above-presented equations, the relaxation fre-
quencies �fN2

and fO2
� or the relaxation times ��N2

and �O2
�

of nitrogen and oxygen can be determined. Here, pvp is the
saturation vapor pressure of water, h is the fraction of mol-
ecules in air that is H2O, RH is the relative humidity percent-
age, and the values used for Tref and pref are 293.16 K and
1.01325	105 Pa, respectively. The equation for the satura-
tion vapor pressure, which is a function of the absolute tem-
perature and pressure of the medium, is quite long and is
omitted, although it may be found in the work by Bass et
al.15 Equations �16�–�19� are solved using the initial, unper-
turbed values of pressure and temperature to determine the
values of fN2

and fO2
. The relaxation frequencies are as-

sumed to be constants thereafter.

III. NUMERICAL SOLUTION

Upon examination of the constitutive equations in con-
servative form, Eqs. �11�–�15�, it is apparent that they are all
of similar type and may be written together in the following
vector form:

�w

�t
+

�F

�x
+

�G

�y
= H �20�

where the time derivatives of the constitutive equations are
rows in the w vector, the x derivatives rows in the F vector,
the y derivatives rows in the G vector, and the source terms
rows in H. This gives the following vectors for w, F, G, and
H:
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Equations in this form, in which all of the variables on
the left-hand sides of the equations are within the derivative
operators of t, x, or y, may be solved by many explicit finite-
difference approximations. In the current investigation, a
fourth-order-accurate Runge-Kutta method is used in time
and the dispersion-relation-preserving �DRP� scheme intro-
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duced by Tam16 using a seven point stencil is implemented in
space. The DRP scheme has been shown to foster a numeri-
cal solution that exhibits a minimal amount of numerical
dissipation and dispersion. The increased accuracy is espe-
cially important for the work discussed here, in which atmo-
spheric absorption and dispersion is what one wishes to cap-
ture. The Runge-Kutta method used is of the form:

w�0� = wn, �25�

wl,m
�1� = wl,m

�0� − 1
2�tKl,m

�0� , �26�

wl,m
�2� = wl,m

�0� − 1
2�tKl,m

�1� , �27�

wl,m
�3� = wl,m

�0� − �tKl,m
�2� , �28�

wl,m
n+1 = wl,m

�0� − �t�
q=0

3

bqKl,m
�q� , �29�

where b= �1/6 ,1 /3 ,1 /3 ,1 /6� and

Kl,m =
1

�x
� �

j=−3

3

ajFl+j,m� +
1

�y
� �

j=−3

3

ajGl,m+j� − Hl,m,

�30�

where16

a0 = 0,

a1 = − a−1 = 0.799 266 43,

a2 = − a−2 = − 0.189 413 14,

a3 = − a−3 = 0.026 519 95. �31�

Using the above-described scheme, the system of equa-
tions is solved over an incremental time spacing of �t using
a spatial spacing of �x. Sources are introduced by adding a
Gaussian spatially distributed density perturbation in the
computational domain. A mass disturbance can be added just
once at the beginning of the calculation to simulate an acous-
tic pulse or a time dependent mass source can be inserted
anywhere in the spatial domain to simulate a continuous
source.

A useful feature incorporated into the model is a set of
on/off switches that allow each individual absorption mecha-
nism to be turned on or off without affecting the others. If,
for example, the nitrogen relaxation mechanism is not
wanted, it is eliminated by simply imposing that fN2

=0. The
bulk viscosity, shear viscosity, or the coefficient of thermal
conductivity are individually made equal to zero if the re-
spective absorption mechanism is not wanted. This feature is
especially helpful when investigating the effect that each
specific absorption mechanism has upon the propagation
characteristics of the medium and allows better comparison
of the computational results to a variety of published data.

IV. RESULTS

The model was written in FORTRAN 90 and run on a
3.2 GHz Pentium 4 with 2 Gbytes of RAM. A typical run

time for 20 000 computational iterations on a spatial grid of
22 500 points is about 150 min. It should be noted that the
following results are calculated on a two-dimensional grid,
but because plane waves are used in the calculations, the
results are essentially one-dimensional. These conditions are
used to allow comparison to the relatively abundant one-
dimensional analytical results. It should also be noted that
with the exception of the results in which the amplification
factor on a rigid boundary is measured, boundary conditions
are not implemented since the waves do not encounter the
boundaries.

The first result given demonstrates the ability of the
model to simulate wave steepening. A Gaussian-distributed
source of the form

� = �0 = A exp�−
ln�2��x − x0�2

2 �sin �t �32�

was inserted into the center of the domain. Here �0 is the
ambient density, A the amplitude of the disturbance, x the
spatial variable, x0 the position of the source,  the half-
width of the Gaussian, and � the angular frequency. Because
in this case the Gaussian is a function of x only, the wave is
invariant in the y direction, resulting in a plane-wave-like
source in the x direction. The half-width of the Gaussian is
set to be small to approximate the plane wave sources used
in the analytical results given in the following. A high fre-
quency source will be used in order to clearly demonstrate
the effect of atmospheric absorption within a reasonably
small computational domain. Using the above-described
source, 1 MHz plane waves with a Gaussian half-width of
10% of the wavelength at 157 dB re 20 �Pa ��−�0

=0.0173 kg/m3� were propagated through a lossless do-
main of 20 001	7 points using 800 points per wavelength
and a Courant-Friedrichs-Levy �CFL� number of 0.99,
where

CFL � c
�t

�x
. �33�

Fifty-three virtual microphones were placed in the com-
putational domain at regular intervals along the path of the
wave. The spectrum of the recorded time waveforms re-
ceived from each microphone were normalized and com-
pared to the Fubini solution:1

Bn =
2

n�
Jn�n�� , �34�

where Bn is the Fourier component amplitude for harmonic
n ,Jn the Bessel function of the first kind, n the harmonic
number, �=x / x̄, and x̄ the plane wave sinusoidal shock for-
mation distance, given as

x̄ =
1

��k
, �35�

where � is the coefficient of nonlinearity, � the acoustic
mach number, and k the wave number. The comparison be-
tween the Fubini solution and the numerical results are
shown in Fig. 1 for n=1, 2, and 3. Only the first three har-
monics are included for clarity, but it should be noted that
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the Fubini solution matches the numerical solution far be-
yond the third harmonic. The percent difference between the
two approaches is at most 0.23% for the first harmonic
throughout the entire domain. The time waveforms at four
different propagation distances are given in Fig. 2.

Using the same computational parameters, the test was
rerun with thermoviscous losses turned on. This includes
bulk viscosity, shear viscosity, and thermal conductivity. The
results were compared to Mendousse’s solution of Burgers’
equation given by Pierce:1

p

p0
=

4

�
�n=1

�
�− 1�n+1In��

2
�ne−n2�/� sin�n�t��

I0��

2
� + 2�n=1

�
�− 1�nIn��

2
�ne−n2�/� cos�n�t��

�36�

where

� =
c3

��2x̄
, �37�

� =
�

2�
�4

3
+

�B

�
+

�� − 1��
cp�

	 , �38�

t� the retarded time, In the modified Bessel functions, cp the
specific heat at constant pressure, and � the ratio of specific
heats. The comparison of the two is shown in Fig. 3 again for
only the first three harmonics. The difference between the
two solutions is at most 0.16% for the first harmonic. The
time waveforms at various propagation distances are given in
Fig. 4.

The next test demonstrates the ability of the code to
predict amplification factors at a rigid boundary. In a linear
system pressure doubling occurs at a rigid boundary, but for
nonlinear systems of large enough incident pressure ampli-

FIG. 1. �Color online� Graph of Fourier component amplitudes as a function
of shock formation distance showing the comparison between the Fubini
solution �solid line� and the normalized computed solution �circles� for the
first three harmonic components of a 1 MHz plane wave traveling in a
lossless medium. For clarity, every other data point for the computed solu-
tion has been omitted.

FIG. 2. �Color online� Graph showing the comparison between the time
waveforms resulting from the analytical solution �solid line� and the com-
puted solution �circles� at four different propagation distances in a lossless
medium. The y axis is the acoustic density �kg/m3�, �−�0, and the x axis is
the grid point number.

FIG. 3. �Color online� Graph of Fourier component amplitudes as a function
of shock formation distance showing the comparison between the Fubini
solution �dashed line� for a lossless medium, and the Burgers solution �solid
line� and the computational model’s solution �circles� for a medium includ-
ing classical absorption and molecular relaxation of nitrogen and oxygen.
For clarity, every other data point for the computed solution has been omit-
ted.

FIG. 4. �Color online� Graph showing the comparison between the time
waveforms resulting from the analytical solution �solid line� and the com-
puted solution �circles� at four different propagation distances at 1 MHz and
in a medium including classical absorption and molecular relaxation of ni-
trogen and oxygen. The y axis is the acoustic density �kg/m3� and the x axis
is the grid point number.
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tudes, amplification factors will be greater than two. This
amplification factor for normal incidence may be determined
using the Pfriem solution:17

a =
�2�pinc/p0�1/� − 1�� − 1

pinc/p0 − 1
, �39�

where

� =
2�

� − 1
. �40�

Here, pinc is the total incident pressure and a the amplifi-
cation factor, which again equals two in the linear acous-
tic regime. The test was performed by propagating
Gaussian-distributed plane wave pulses of varying ampli-
tude through a lossless domain and onto a rigid boundary.
The rigid boundary was created by imposing on an N
	M sized grid that for all j,

��N, j� = ��N − 1, j� , �41�

u�N, j� = − u�N − 1, j� , �42�

v�N, j� = v�N − 1, j� , �43�

sfr�N, j� = sfr�N − 1, j� , �44�

TN2
�N, j� = TN2

�N − 1, j� , �45�

and

TO2
�N, j� = TO2

�N − 1, j� . �46�

Waves at 1 MHz were propagated in a lossless domain
of 4001	7 points using a value of 8.575	10−8 m for �x
and 3.125	10−11 s for �t. A virtual microphone was placed
on the boundary and a time history of the pressure was re-
corded as the plane wave pulse approached and reflected off
the rigid boundary. The peak pressure was then taken and
used in the calculation of the amplification factor. The com-
parison between the Pfriem solution, Eq. �39� and the com-
putational results are shown in Fig. 5. The percent difference

between the two results is within 0.015% over the entire
range of amplitudes.

The next set of results demonstrate the ability of the
code to simulate the effects of classical absorption �including
bulk viscosity� and molecular relaxation absorption of nitro-
gen and oxygen. First, Gaussian-distributed line sources
were propagated over a frequency range of 10 Hz–1 MHz
with only the modified classical absorption mechanisms
�shear viscosity, bulk viscosity, and thermal conductivity� in-
cluded in the calculation. Typical computational parameters
included a grid size of 10 001	7 points with 200 points per
wavelength, a CFL number of 0.99, and amplitude of 108 dB
re 20 �Pa. Line sources were used so that the cylindrical
spreading inherent to the propagation in the two-dimensional
computational domain was avoided, and the only non-
numerical loss observed was due to the particular mechanism
that was turned on. The analytical, modified classical absorp-
tion equation is given by1

cl� =
�2�

2�0c3�4

3
+

�B

�
+

�� − 1��
cp�

	 . �47�

The absorption coefficient values were determined using the
decay envelope of the propagated wave.

Absorption tests using the same parameters used in the
classical absorption calculation were performed with only
nitrogen relaxation and then only oxygen relaxation turned
on. The analytical relaxation absorption equation is given by1

� =
1

�
����m

2���

1 + �����2 , �48�

where

����m =



2

�� − 1�cu�

cp
�49�

and � is the wavelength. All of the absorption mechanisms
�classical absorption and molecular relaxation� were then
turned on and the total absorption of the model was tested.
The analytical absorption curve for the combination of clas-
sical absorption and nitrogen and oxygen relaxation has been
shown analytically18 and experimentally19 to be equal to a
sum of the three for frequencies below 10 MHz; thus, the
following analytical form is used in the comparison:

 = cl� + N2
+ O2

. �50�

The results for all four tests described above are given in Fig.
6. The percent differences for all four tests stay within 1% of
the analytical results, and it is the authors’ belief that finer
grids would decrease this difference further. However, the
results are sufficient to show that the model can accurately
recreate atmospheric absorption, and any further tests are left
for future work.

The next results show the effect of molecular relaxation
upon the propagation speed of waves of different frequen-
cies. Again, using a Gaussian-distributed line source, the
speed of propagation of monofrequency waves was deter-
mined over a variety of frequencies and using a variety of
atmospheric conditions. The model used 200 points per
wavelength, a grid size of 7501	3 points, a Gaussian half-

FIG. 5. �Color online� Graph of amplification factor for a plane wave pulse
incident upon a perfectly rigid boundary in a lossless medium as a function
of incident pressure comparing the Pfriem solution �solid line� and the com-
puted solution �circles�.
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width equal to 10% of a wavelength, and a source amplitude
of 108 dB re 20 �Pa. The analytical result for the variation
of sound speed as a function of frequency is given as1

vph = c −
c



�

�

����m

1 + �2��
2 , �51�

where vph is the phase velocity. Using only nitrogen relax-
ation, the wave speed of the computational model was
determined and is compared to the analytical result in Fig.
7. The difference between the equilibrium �low-frequency
limit� sound speed and the frozen �high-frequency limit�
sound speed,20 another important parameter in molecular
dispersion, was determined to be approximately
0.0209 m/s over the frequency range given. The analytical
result for this is given by1

�c� =
c



����m, �52�

where �c� the difference between the equilibrium and frozen
sound speeds, which is equal to 0.0211 m/s for the frequen-
cies used in the calculation, a percent difference of
0.731%.

Next, the dispersion due to oxygen relaxation was inves-
tigated using the same parameters as that for nitrogen. Using
only oxygen relaxation, the wave speed of the computational
model was measured and is compared to the analytical result
in Fig. 8. The value of �c� for oxygen was determined to be
approximately 0.112 m/s over the frequencies used in the
calculation, compared to the analytical result of 0.111 m/s
using Eq. �53�, a percent difference of 0.503%.

Finally, the dispersion that occurs with both oxygen and
nitrogen relaxation included was investigated using the same
parameters as those used earlier. The resulting analysis and
its comparison to the analytical result is given in Fig. 9. The

FIG. 6. �Color online� Summary of the absorption calculated for four dif-
ferent conditions: analytical modified classical absorption �dotted line� and
calculated modified classical absorption �open circles�; analytical nitrogen
relaxation absorption �dashed line� and calculated nitrogen relaxation ab-
sorption �squares�; analytical oxygen relaxation absorption �dash-dot line�
and calculated oxygen relaxation absorption �diamonds�; and analytical total
atmospheric absorption �solid line� and calculated total atmospheric absorp-
tion �closed circles�.

FIG. 7. �Color online� Graph of the calculated sound speed minus the equi-
librium sound speed as a function of frequency normalized by the relaxation
frequency showing the comparison between the analytical dispersion curve
�solid line� and the computed solution �circles� for a medium including
nitrogen relaxation only.

FIG. 8. �Color online� Graph of the calculated sound speed minus the equi-
librium sound speed as a function of frequency normalized by the relaxation
frequency showing the comparison between the analytical dispersion curve
�solid line� and the computed solution �circles� for a medium including
oxygen relaxation only.

FIG. 9. �Color online� Graph of the calculated sound speed minus the equi-
librium sound speed as a function of frequency showing the comparison
between the analytical dispersion curve �solid line� and the computed solu-
tion �circles� for a medium including nitrogen and oxygen relaxation only.
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difference between the analytical and computational disper-
sion is at most 0.280%.

V. CONCLUSIONS

This investigation has shown that by solving a set of
nonlinear fluid dynamic equations that include the effects of
shear viscosity, bulk viscosity, thermal conductivity, molecu-
lar relaxation and relative humidity using an accurate time-
domain finite-difference solution scheme, realistic absorp-
tion, dispersion, and nonlinear phenomena can be simulated.
In essence, a computational acoustical workspace has been
created: one that can handle complex acoustical phenomena
and simulate atmospheric absorption and dispersion. Al-
though the numerical solution has proven itself to be accu-
rate and reliable, improvements are possible, such as using
sophisticated boundary conditions like the perfectly matched
layer described by Berenger21 that would allow for high-
quality nonreflecting boundary conditions. For the long-
range propagation of shock waves, another region of interest
in nonlinear acoustics, a weighted essentially nonoscillatory
�WENO� scheme such as the one described by Shu22 may
eventually replace the dispersion-relation-preserving algo-
rithm used currently. The WENO scheme has been shown to
propagate discontinuities with very low oscillatory behavior
and also to have a similarly high order of accuracy.
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Ocean sound channel ray path perturbations from internal-wave
shear and strain
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The relative importance of internal-wave strain and internal-wave shear on perturbation of acoustic
ray trajectories in the ocean is analyzed. Previous estimates based on the Garrett-Munk
internal-wave spectral model are updated using data from recent field studies of internal waves.
Estimates of the ratio of the rms shear effect to the rms strain effect based on data from the upper
kilometer of ocean are as high as 0.25–0.4, exceeding the estimates of 0.08–0.17 stemming from the
model. Increased strength of three phenomena that have shear to strain ratios higher than the
internal-wave average can cause this effect. These are near-inertial waves, internal tides, and vortical
modes. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2062127�

PACS number�s�: 43.30.Cq, 43.30.Ft, 43.30.Re �WLS� Pages: 2899–2903

I. INTRODUCTION

Small-scale temporally variable perturbations to the av-
erage ocean sound channel have been known for some time
to cause acoustic field variability. Based on work motivated
by reciprocal-transmission measurement of currents
�Worcester �1977��, studies of variability generally neglect
the effect of fluctuating current shear with respect to the
effect of the fluctuating vertical derivative of sound-speed
�Colosi, Flatté, and Bracher �1994�; Flatté �1983� Sec. II D;
Munk, Worcester, and Wunsch �1995��. Those studies use the
Garrett-Munk �GM� spectral model of internal waves to de-
scribe perturbation strain in the ocean. �GM describes both
strain and shear in the case of Worcester �1977��. The strain
is responsible for sound-speed perturbations. However, mea-
surements from the ocean suggest that conditions may vary
from GM. In particular, stronger shear to strain ratios have
been observed than are consistent with GM, so the relative
strength of the two terms is revisited here and in another
paper �Colosi �2005��.

The relative effects of strain and shear on ray-path per-
turbations are chosen for analysis, rather than some other
aspect of the acoustic field, because a ramification of ocean
medium fluctuations is temporally variable ray-path alter-
ation, which is one manner of describing acoustic field fluc-
tuations �Simmen, Flatté, and Wang �1997��. Also, the path
perturbations themselves have been suggested to be an im-
portant indicator of sound field variability �Beron-Vera and
Brown �2003�; Brown et al. �2003�; Brown and Viechnicki
�1998�; Smith, Brown, and Tappert �1992�; Virovlyansky
�2003���. Ray paths can fluctuate rapidly because of two in-
ternal wave effects: changes to the vertical gradient of
sound-speed caused by internal-wave vertical strain, and to
the vertical component of internal-wave shear.

Here, it is reported that the rms shear effect on rays may
be as large or larger than one-quarter the rms strain effect,
which is roughly double the 13% effect predicted using GM.
Both ratios refer to effects on rays in the upper ocean, where
both effects will have their maximum effect on rays. This

means that it may be important to include shear effects in
some situations. For completeness, expressions that govern
ray trajectories in the presence of internal wave currents that
have an angle/depth form are derived. This form facilitates
comparison by having terms related to shear and strain in
only one equation. Next, the rms magnitudes of various per-
turbation terms controlling ray curvature are examined as
functions of depth in the ocean sound channel, and are com-
pared with curvature imposed by the mean profile of sound
speed.

The paper is organized in the following way. In Sec. II,
the ray equations valid in a moving medium in the form
appropriate for the deep-ocean sound channel are given. In
Sec. III, the sizes of various perturbation terms in the ray
angle equation are investigated, showing the relative impor-
tances of various small-scale effects. Results obtained using
the GM model and using oceanic data are computed and are
compared to each other. Sec. IV is a summary.

II. RAY TRAJECTORIES IN A MOVING
INHOMOGENEOUS MEDIUM

The analysis uses an angle/depth version of the equa-
tions governing ray trajectories in an inhomogeneous me-
dium with inhomogeneous motion. These equations can be
derived using the calculus of variations and Fermat’s prin-
ciple of least time. This approach is outlined in one reference
�Munk, Worcester, and Wunsch �1995��, and appears in a
report �Bowlin et al. �1993�� �The report may be found on-
line�. To apply Fermat’s principle to long-range propagation
in the ocean sound channel, we must assume that the ray
approximation, as derived from Helmholtz equation via the
eikonal equation �Ostashev �1997�, for example�, a high-
wavenumber model, provides a valid description of the phys-
ics at the frequency of interest. The ray approximation has
been shown to hold at frequencies as low as 75 Hz �Colosi et
al. �1999��.

Mathematically, Fermat’s principle is expressed by set-
ting the variation of the time to zero,
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�T = �� dt = 0, �1�

where the integral on the right hand side is over the path of
the ray with fixed limits of integration and where � is any
�differentiable� variation in the path that keeps the end points
fixed. In order to find the path we convert the integral over
dt to an integral over path length ds using the slowness in the
moving medium

Q = dt/ds = 1/�c + us� = 1/�c + ur cos � + uz sin �� , �2�

where c is the sound speed, ur and uz are medium velocity
components along horizontal r axis and vertical z axes, and
us is the medium velocity in the direction of the ray. � is the
angle between the ray and the horizontal. Out-of-plane ve-
locity is disregarded. This gives

�T = �� Qds . �3�

The path length can be expressed in terms of Cartesian co-
ordinates xi as ds= �dxidxi�1/2 where we use the summation
convention of implicitly summing over repeated indices.

Using manipulations common in the calculus of varia-
tions yields

�T =� �xi��iQ −
d

ds
�Qẋi��ds , �4�

where a dot over a quantity indicates the total derivative of
the quantity with respect to s. For this expression to be zero
for any and all variations, the term within parentheses must
equal zero. This yields the ray equation, which may be also
be written

ẍi =
�iQ

Q
− ẋi�ẋj

� jQ

Q
� . �5�

The components ẋi form a unit vector pointing along the
direction of the ray. The second term on the right hand side
is the projection of �Q /Q in the ẋ direction. Thus ẍ is equal
to that part of �Q /Q which is perpendicular to the path of
the ray.

To put this into a more familiar form used in ocean
acoustics, and applying the typically used restriction of
propagation only within a plane, consider the ray angle �.
The r component of the resulting ray equation is an expres-

sion for �̇,

Q�̇ = �zQ cos � − �rQ sin � . �6�

The slowness S=1/c is typically used in derivations of this
type, instead of the quantity Q used here. The inclusion of
medium velocity in the slowness implies that an advective
push of the sound does not invalidate Fermat’s principle,
which may be intuitive. Intuition does not constitute a proof,
however. Fortunately, a proof that Fermat’s principle is valid
for a moving medium has recently been published �Godin
and Voronovich �2004��.

A few manipulations yield

d�

dr
= − Q��zc + �zur cos � + �zuz sin ��

+ Q tan ���rc + �rur cos � + �ruz sin �� . �7�

Now, expand Q with ui /c as a small parameter, giving

d�

dr
= − c−1�1 − ur cos �/c − uz sin �/c���zc + �zur cos �

+ �zuz sin �� + c−1 tan ��1 − ur cos �/c − uz sin �/c�

���rc + �rur cos � + �zuz sin �� . �8�

Eighteen terms remain on the right hand side. With no mo-
tion this is the basic ray angle equation. The other terms
show the effects of advection, which are small in the ocean.
If the sound speed is written as a basic profile plus perturba-
tions c�r ,z�=co�z�+c��r ,z�, and if we delete most of the de-
rivatives with respect to range, which are smaller than de-
rivatives with respect to vertical because the ocean is known
to have anisotropic perturbations, then we can write an ex-
pression that includes the effects of velocity and sound speed
perturbations

d�

dr
= − co

−1�1 − c�/co − ur cos �/co − uz sin �/c���zco

+ �zc� + �zur cos � + �zuz sin � − �rco tan �� , �9�

where terms of higher order in c� /co have been omitted.
Further analysis in the next section shows the relative influ-
ences of the anomaly c�, the shear �zur, the strain �zuz, and
the velocities ur and uz.

An additional equation needed to trace rays is that for
ray height

dz

dr
= tan � . �10�

If travel time is of interest, it is given to first order in ui /c by
this expression:

dt

dr
=

sec �

c
�1 − ur cos �/c − uz sin �/c� . �11�

The advective effect of the medium velocity enters in an
intuitive way.

Note that �9�–�11� have the same meaning as the sets of
equations appearing in other works �Franchi and Jacobson
�1972�; Lamancusa and Daroux �1993�; Ostashev �1997��,
which might have been chosen for analysis instead. How-
ever, the form used here contains medium properties in only
one of the two geometry equations, facilitating the analysis.

III. COMPARISON OF PERTURBATION TERMS

To first order in ui /co and c� /co, rewrite �9� as

d�

dr
= − co

−1��zco�1 − c�/co − ur cos �/co − uz sin �/co�

+ �zc� + �zur cos � + �zuz sin � − �rco tan �� . �12�

Here, we have taken advantage of the fact that small-scale
ocean sound-speed and velocity perturbations have red spec-
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tra �Garrett and Munk �1975�; Pinkel �1984��, so that most of
the energy is at low wavenumbers, below order 2� / �500 m�
in the horizontal and order 2� / �100 m� in the vertical.
This means that the differentiation operation on perturba-
tions �multiplication by wavenumber for members of a
Fourier expansion� reduces magnitude, so that many de-
rivative terms have been omitted.

There are eight terms on the right-hand side of �12�.
Although many small terms have already been neglected,
many remaining terms are typically also quite small and
could sensibly be omitted for almost all ocean acoustic situ-
ations. There is no danger in retaining these terms, however,
although their presence may obscure the essential physics.
The danger lies in incorrectly omitting significant terms. The
first and last terms in �12� represent the effect of the unper-
turbed sound channel. Between them are six perturbation
terms. The first three perturbation terms are corrections to the
rate of change of � versus r that arise because the sound is
not traveling at the background speed co. These are very
small and are not considered any further. Term 7 is expected
to be much less than term 2 and is also not evaluated. �The
ratio of term 7 to term 2 for a wave of angular frequency �
is � /�zco.� The relative sizes of the remaining perturbation
terms �5 and 6, �zc� and �zur cos �� are examined in the next
section using two methods: Computations involving GM
model internal-wave spectra, and evaluation in terms of di-
rectly observed small-scale velocities and sound-speed per-
turbations. Because a number of papers have shown that re-
alistically scaled perturbations c� can lead to large ray path
alterations about a mean state �Beron-Vera and Brown
�2003�; Virovlyansky �2003��, we must only show that
�zur cos � is similar to �zc� in magnitude in order to verify its
importance.

A. Analysis of terms using a spectral model

The GM model spectrum, which fits observed internal
wave spectra in most regions of the deep ocean �away from
the uppermost 500 m� within about a factor of three, pro-
vides expressions for variances of internal wave horizontal
velocity û= r̂ur+ ŷuy, shear dû /dz, displacement �, and strain
�z�. Hat indicates vector. r̂ and ŷ are unit vectors. The square
roots of these provide useful estimates of typical perturbation
term magnitudes. Worcester �1977� has already analyzed the
relative sizes of terms 5 and 6 using the GM model spectrum
and a canonical sound-speed profile. Only a few numbers are
given, however, and subsequent work has formalized the re-
lationship between shear variance and strain variance in the
model, so a similar analysis is included here. Also, the GM
model was new at the time of that publication, and details
concerning how it compares with oceanic data have since
been uncovered. These are discussed here.

The GM model expresses wave spectral density in terms
of frequency and vertical mode number. Manipulations allow
spectra in terms of frequency, horizontal wavenumber, and
vertical wavenumber to also be written. The dispersion rela-
tion, which relates wavenumber angle from the horizontal to
frequency, constrains the model, so that only two of those
three are independent. The primary features of GM are sym-

metry in vertical wavenumber, horizontal isotropy, and sepa-
rable wavenumber and frequency dependencies. The fair
agreement with observation stems in part from the fact that
the model parameters were deduced from observations �Gar-
rett and Munk �1975��. Some of the differences between GM
and actual ocean spectra are pertinent to this work and are
discussed later.

For given temperature and salinity profiles, the GM
model yields expressions for the four variances of interest
that are functions of depth, with depth-dependence param-
eterized in terms of the buoyancy frequency N�z�, which is
proportional to the density gradient. For this computation,
profiles from the summer Levitus database for the position
27° N, 48° W in the North Atlantic are chosen �Levitus
�1982��. From these, N�z� and co�z� are computed �Fig. 1�.
For the GM76 version of the model, the variances are given
as follows �Gregg �1989��

�u2	 = �ur
2	 + �uy

2	 = �3/2�b2EN0
2�N/N0� , �13�

���zu�2	ku
= �3/2��Ebj*N0

2ku�N/N0�2, �14�

��2	 = �1/2�Eb2�N/N0�−1, �15�

���z��2	ku
= ���zu�2	ku

/�R�N2� , �16�

where E=6.3�10−5 is the dimensionless energy param-
eter, N0=5.2�10−3 �3 cph�, f is the Coriolis frequency,
b=1300 m is the stratification length scale, and j*=3 is the
internal wave bandwidth parameter. The shear to strain
ratio R� is 3 for the GM model. The notation � 	ku

means
integrated up to cut-off vertical wavenumber ku. The final
expression stems from a different paper than the others
�Polzin, Toole, and Schmitt �1995��. Note that b

FIG. 1. The top left panel shows temperature T�z� and salinity S�z� �dashed
line� profiles used in the GM model computation of fluctuation term rms
values. The top center and top right panels show buoyancy-frequency and
sound-speed profiles computed from T�z� and S�z�. The lower panel shows
rms magnitudes of terms 1 �mean profile�, 5 �strain�, and 6 �shear� in Eq.
�12�. The lower panel also shows the dimensionless ratio of shear to strain
rms magnitudes at the right, as a function of depth. The shear to strain ratio
R� is 3 in the GM model. Higher R� have been observed in the ocean,
implying a higher ratio of shear to strain effects.
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=1300 m is almost universally chosen when the GM spec-
trum is evaluated, despite the fact that the N�z� profile
rarely has the form exp�z /1300�, particularly in the upper
500 m.

Rms values of ur ,�zur ,�, and strain �z� are found by
taking the square roots. Rms magnitudes of the horizontal
velocity and shear terms �third and sixth� of �12� can then be
computed directly. The c� terms �second and fifth� require
conversion of displacement to sound speed perturbation via
c�=���zco−�aco� where �a is the adiabatic sound speed gra-
dient, typically 1.1�10−5 m−1, and via �zc�
�z���zco

−�aco�
The lower part of Fig. 1 shows the magnitudes of the

rms values of three of the five terms chosen for analysis, as
functions of depth. Terms 2 and 3 lie off the left edge of the
plot, varying between 10−7 at great depths and 10−4 at shal-
low depths. The shear term �number 6� is a little smaller than
the �zc� strain term �number 5�. Both exceed the magnitude
of the background term �number 1� near the sound channel
axis. The strain term is seen to give an appreciable effect in
the upper water column, consistent with the results of the
papers showing ray path fluctuation cited previously. The
shear term approaches the strain term in magnitude at depth,
but each are smaller than �zco �term 1� there.

Shear term rms values are smaller than strain term rms
values at all depths for this model, with the ratio ranging
from 0.08 to 0.15 in the upper kilometer. �These are different
values than obtained by Worcester using the canonical pro-
file�. However, we have two reasons to believe that the GM
model underestimates shear with respect to strain. One rea-
son is that GM does not include near-inertial waves, which
have high shear and low strain, to the degree sometimes
observed in the field, and does not include the spectral peaks
at tidal bands �internal tides� that are apparent in some data
�Nash et al. �2004��. An excess of these types of waves at the
low-frequency end of the internal-wave band would increase
the shear to strain spectral ratio above the GM value of R�

=3. �Some data sets do not provide enough information to
compute R�=3.� Another reason is that R��3 have been
observed in the upper kilometer of water at many locations
�Polzin et al. �2003��, implying that excess low-frequency
waves and/or finescale velocity features such as zero-
frequency geostrophically balanced vortical modes �not in-
cluded in GM�, may be prevalent. The shear variances at
those locations exceed that of GM, while the strain variances
are in line with GM. This would boost the shear term con-
tribution to trajectory perturbations a factor of about three in
the extreme cases, increasing the shear-effect to strain-effect
ratios to the range 0.24 to 0.45.

B. Observational evidence

The GM model is a useful benchmark for intercompari-
son of observed internal wave spectra. However, even with
adjustments such as made at the end of the previous section,
it does not fully describe many observed spectra, particularly
those in the upper ocean �Duda and Cox �1989�; Pinkel
�1984�; Pinkel �1985��. The separability criterion is notably
troublesome. Thus, it is prudent to estimate perturbation term

sizes by looking directly at shear and strain data. Multiplica-
tion of the GM spectrum by a scaling factor so that it
matches observed rms shear, for example, might not produce
rms strain that also matches the observations.

Data sets providing concurrent estimates of rms shear
�zur and rms �zc� are available. One such data set was col-
lected in the North Atlantic Tracer Release Experiment
�NATRE� in the North Atlantic Ocean at 25-27°N, 28-35°W
�Duda and Jacobs �1995�; Ledwell, Watson, and Law
�1998��. Using data from a profiling float, rms shear values
from a depth range of approximately 250–425 m were mea-
sured to be 0.005 s−1 in the fall of 1992 and 0.007 s−1 in the
spring of 1993 �Duda and Jacobs �1995��. These must be
multiplied by 0.707 to get standard deviation for a single
component. The resulting rms �zur values of 0.0035 and
0.005 s−1 are a bit higher than the term 6 predictions of order
0.002 s−1 shown in the lower part of Fig. 1. Rms high-
frequency strain values obtained from the same float were
always near ��z��rms=0.3 s−1. These strain values differ from
the values of Polzin et al. �2003� mentioned at the end of the
previous section because these do not include static fine-
structure signatures �possibly vortical modes�, which those
do �i.e., these data contain only strain and shear effects in the
internal-wave frequency band�. Because measured ��zco� is
�0.04 s−1 and ��zco−�co� is �0.06 s−1, resulting rms �zc�
values are about 0.018 s−1, close to the term 5 prediction
shown in Fig. 1, but only about four times larger than the
higher of the two rms �zur values. Thus, the ratio of shear
and strain term rms values is 0.25 rather than the GM value
near 0.1.

Consistent with this, shear to strain ratios R� measured
in NATRE ranged from 7 to 19, always exceeding the GM
value of R�=3. Additional finescale shear estimates were
collected with a mooring during the experiment, and tempo-
rally variable shear intensity was observed, sometimes at-
taining values far exceeding GM �Ledwell, Watson, and Law
�1998��.

The nature of the measurements may make the separa-
tion of sub-inertial band and internal-wave band signals dif-
ficult �Polzin et al. �2003��. Note that although NATRE
internal-wave strain measurements were consistent with rms
�zc��0.02 s−1, observed �zc� values exceeded this by up to a
factor of two in individual profiles, stemming from “static
finestructure” that was removed before estimation of high-
frequency strain �i.e., internal-wave strain�. This means that
although the ratio of rms �zur to rms wave-induced �zc� ex-
ceeded the GM prediction, the overall ratio of �zur to �zc�
effects may, by chance, be closer to that given by GM.

IV. CONCLUSION

It has been shown that the ray-refracting effects of ver-
tical shear of horizontal currents in the ocean can have mag-
nitudes exceeding one-quarter those of strain-induced sound
speed perturbations. Ratios of rms shear to strain effects are
up to 0.25 in the spring 1993 NATRE observations �Duda
and Jacobs �1995��, and of that same magnitude for other
data sets �Polzin et al. �2003��. Because ocean sound-speed
perturbations are widely believed to be large enough to in-
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fluence ray geometry in long-range propagation, the shear is
thus large enough to do the same. This value of 0.25 in the
upper few hundreds of meters in the ocean exceeds values of
0.13–0.17 for those depths computed earlier from an
internal-wave model �Worcester �1977��, and exceeds values
of 0.08–0.15 similarly computed here. Thus, precise study of
long-range acoustics may require that shear effects be in-
cluded rather than neglected. Finally, the analysis shown here
uses angle-depth ray geometry equations, rather than other
canonical variable or vector forms, which place all of the
effects into a single equation, simplifying the comparison of
shear, strain, and mean-profile effects.
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A new method for estimating shear-wave velocity in marine
sediments from radiation impedance measurements
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Shear-wave velocity is one of the important parameters that characterize the physical properties of
marine sediments. In this study, a new method is proposed for measuring shear-wave velocity in
marine sediments by using radiation impedance. Shear-wave velocities for three kinds of urethane
rubber with different Japanese Industrial Standards hardness values were obtained by radiation
impedance and time-of-flight measurement techniques. It was shown that the values of the
shear-wave velocity measured by the radiation impedance method were consistent with those of
time-of-flight measurements. It was then shown that the shear-wave velocities for air- and
water-saturated beach sands are different. It was also found that the indicated shear-wave velocity
is dependent on the vibrating plate radius because the instrument measures an average shear-wave
velocity within a depth window beneath the plate; the larger the plate radius, the deeper the
averaging window. Finally, measurements were made on two-layered media in which air-saturated
beach sand or urethane rubber was covered with air-saturated clay, and the relationship between the
thickness of the clay layer and the indicated shear-wave velocity was investigated. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2047187�

PACS number�s�: 43.30.Ma �RAS� Pages: 2904–2912

I. INTRODUCTION

Shear-wave velocity is one of the important parameters
for characterizing the properties of the marine sediments. It
is normally measured by using a bimorph type piezoelectric
transducer.1 However, it is difficult to conduct in situ mea-
surements for marine sediments with slow shear-wave ve-
locities.

In this study, a new measuring method that utilizes the
radiation impedance of a circular vibrating plate on the sur-
face of the sediment is proposed.2,3 In our previous study, we
developed “an open acoustic tube method” for measuring
sound velocity and attenuation in marine sediments.4,5 Dur-
ing the development, the radiation impedance viewed from
the tube end was investigated in detail, and the possibility of
measuring the shear-wave velocity by using radiation imped-
ance was discovered. Dunlop proposed a radiation imped-
ance method for measuring the longitudinal-wave velocity
and attenuation; however, his method cannot be used for
shear-wave velocity measurements.6 As a result of our exten-
sive research on radiation impedance measurements,3,7,8 a
new method has been developed as a nonintrusive technique
for measuring shear-wave velocity. In this paper, first, the
usefulness of this method is shown for three kinds of ure-
thane rubber with different JIS �Japanese Industrial Stan-
dards� hardness values. Next, measurements in air- and
water-saturated beach sands were carried out, and the results
of the measurements were compared and investigated. The
variation of the indicated shear-wave velocity as a function
of the radius of the plate was then investigated. Finally, the
measurements of two-layered media, in which air-saturated

beach sand or urethane rubber is covered with air-saturated
clay, were made, and the relationship between the thickness
of the air-saturated clay and the indicated shear-wave veloc-
ity was investigated.

II. RADIATION IMPEDANCE

In marine sediments, the assemblage of the mineral
grain is saturated with seawater. In this study, the marine
sediment is assumed to be a homogeneous elastic medium.9

Robertson10 derived the radiation impedance for an elas-
tic medium. According to his derivation, the radiation imped-
ance of a circular vibrating plate of radius a on a semi-
infinite elastic medium is expressed as follows:

zr = rr + jxr =
4a�

j��1 − ���0

1

��t�dt , �1�

where � denotes Poisson’s ratio; �, shear modulus; and �,
angular frequency. ��t� satisfies the Fredholm integral equa-
tion of the second kind,

��t� +
1

�
�

0

1

K�t,������d� = 1, �2�

where K�t ,�� denotes the kernel of the integral equation, as
follows:a�Electronic mail: mkimura@scc.u-tokai.ac.jp
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K�t,�� =
jksa

2�1 − ���− �sr
�sr

2 − �2 exp�jksatsr�cos�ksa�sr�
f��sr�

+ �
0

� ���2 − �2 exp�jksat��cos�ksa���

��2 − 0.5�2 + ��2 − �2�1 − �2�2
d�

+ �
�

1 �3��2 − �2��1 − �2 exp�jksat��cos�ksa���
��2 − 0.5�4 + �1 − �2���2 − �2��4 d�� . �3�

In Eq. �3�, sr is the root of

f�s� = �s2 − 0.5�2 − s2�s2 − �2�s2 − 1 = 0, �4�

�2 =
1 − 2�

2�1 − ��
=

�

	 + 2�
= 	 cs

cl

2

, �5�

ks =
�

cs
, �6�

cs =��



, �7�

where 	 and � are the Lamé constants; cl and cs, the
longitudinal- and shear-wave velocities, respectively; and 
,
the density.

Equation �3� is satisfied in the case of t��. In the case
of t��, it is necessary to interchange t and � in the equation.

III. NUMERICAL CALCULATIONS FOR RADIATION
IMPEDANCE

Equation �2�—the Fredholm integral equation of the sec-
ond kind—cannot be solved analytically. Robertson derived
the approximate equations for ksa�1, but not for ksa�1. It
is necessary to obtain the solution of Eq. �2� for ksa�1 in
this study. We obtained the radiation impedance for ksa�1
by approximating the second term on the left-hand side of
Eq. �2� using a numerical integration method.11,12 Thus,

��t� +
1

�
�
j=1

n

K�t,� j���� j�� = 1, �8�

where � is assumed to be divided by n in �0,1�. It is ex-
pressed as follows:

� =
1 − 0

n
=

1

n
. �9�

In addition, since the range of t is �0,1�, at t= t1=1/n,

��t1� +
1

�n
�
j=1

n

K�t1,� j���� j� = 1.

At t= t2=2/n,

��t2� +
1

�n
�
j=1

n

K�t2,� j���� j� = 1.

At t= tn=1,

��tn� +
1

�n
�
j=1

n

K�tn,� j���� j� = 1.

Generally at t= ti= i /n, the following equation is ob-
tained:

��ti� +
1

�n
�
j=1

n

K�ti,� j���� j� = 1 �i = 1,2, . . . ,n� , �10�

where we put Kij = �1/�n�K�ti ,� j�, �i=��ti�, � j =��� j�, and
abbreviate Eq. �10� to the

�i + �
j=1

n

Kij� j = 1. �11�

Moreover, we use the Kronecker �ij and obtain

�
j=1

n

��ij + Kij�� j = 1 �i = 1,2, . . . ,n� . �12�

Rewriting the upper equation in matrix form, the following
can be obtained:

�
1 + K11 K12 K13 ¯ K1n

K21 1 + K22 K23 ¯ K2n

K31 K32 1 + K33 ¯ K3n

¯

] ] ] ] ]

¯

Kn1 Kn2 Kn3 ¯ 1 + Knn

�
�1

�2

�3

]

�n

 = �
1

1

1

]

1

 .

�13�

By solving this n-dimensional simultaneous equation, the
values of �i �i=1,2 , . . . ,n� can be obtained. Hence, the ra-
diation impedance can be calculated from Eq. �1�. Through-
out the paper, the radiation impedance is calculated with
relatively large number of division, n=100. The number of
division, n=100, was determined to be adequate because a
larger number of divisions �e.g., 200� did not lead to any
significant improvements in the calculation of radiation
impedance results. In the case � / �	+2��
=0.000 03,0.0003,0.003,0.03, the calculated results of the
normalized radiation resistance rr0

�=rr /z0 ,z0=�a2
cl� and
the normalized radiation reactance xr0

�=xr /z0� are shown
in Figs. 1 and 2, respectively. The radiation resistance
increases with the value of � / �	+2��. Each normalized
radiation reactance curve is plotted as a function of the
dimensionless frequency kla and has a deep notch. The

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Masao Kimura: Shear-wave measurements using radiation impedance 2905



radiation reactance is negative to the left of the notch, as
indicated by the minus sign. To the right of the notch, it is
positive and approaches the case of the lossless fluid at a
high kla. At the center of the notch, its magnitude is zero.

IV. NEW EXPRESSION FOR SHEAR WAVE
VELOCITY

The relationship between the value of kla �kl=� /cl�
where the value of the radiation reactance reaches zero
kla�xr0

=0, and the square of the shear- to longitudinal-wave

velocity ratio � / �	+2��= �cs /cl�2 from Fig. 2 is shown in
Fig. 3. In Fig. 3, the results for the case where the square of
the shear- to longitudinal-wave velocity ratio is higher than
0.03 are also shown. From Fig. 3, it can be observed that a
line exists up to a higher limit of 0.03 in �cs /cl�2, and that the
value of �kla�xr0

=0 is proportional to the half-power of � / �	
+2�� in this range, which can be obtained from the slope of
the line in Fig. 3. That is,

�kla�xr0
=0 = 2.5� �

	 + 2�
= 2.5

cs

cl
. �14�

The following simple equation can be derived from Eq. �14�:

cs =
2�a

2.5
�f �xr0

=0. �15�

Equation �15� implies that the shear-wave velocity cs can be
obtained by measuring the frequency at which xr0

becomes
zero. The frequency �f �xr0

=0 will be termed the “zero-

reactance frequency.”
This linear relationship between �kla�xr0

=0 and cs /cl is

considered to exist for the following reason. The radiation
reactance consists of the radiation mass Mr and the medium
compliance Cr. Assuming that ksa�0.7, the radiation mass
and the medium compliance are given approximately by13

Mr =
4
a3A1

1 − �
, �16�

Cr =
1 − �

4
cs
2a

, �17�

where A1 is approximately constant, in the range of the Pois-
son’s ratio concerned. Using Eqs. �16� and �17�, the follow-
ing linear relationship between �kla�xr0

=0 and cs /cl can be

obtained:

�kla�xr0
=0 =

1
�A1

� �

	 + 2�
=

1
�A1

cs

cl
. �18�

It is considered that for kla�1, the radiation mass decreases
as kla increases, and the linear relationship between �kla�xr0

=0

and cs /cl does not hold, from the consideration of the char-
acteristics of radiation reactance for lossless fluid.

V. EXPERIMENTS

A. Measurements in urethane rubber „Ref. 7…

The shear-wave velocities of three kinds of urethane
rubber with the different JIS hardness values, 30, 60, and 90
�UR30, UR60, and UR90� were measured by employing the
radiation reactance method. Each urethane rubber sample
was cylindrical in shape, with a diameter of 100 mm and
length of 150 mm. Each sample was set in a water vessel
with a volume of approximately 60 l, thus equating the sur-
faces of the medium and the water. The radiation reactance is
obtained from

FIG. 1. Calculated normalized radiation resistance as a function of kla. The
values of � / �	+2��= �cs /cl�2 as the parameter are 0.000 03, 0.0003, 0.003,
and 0.03.

FIG. 2. Calculated normalized radiation reactance as a function of kla. The
values of � / �	+2��= �cs /cl�2 as the parameter are 0.000 03, 0.0003, 0.003,
and 0.03.

FIG. 3. Dimensionless zero-reactance frequency �kla�xr0
=0 as a function of

� / �	+2��= �cs /cl�2. The linear relationship exists up to 0.03 for the value
of �cs /cl�2.
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xr0
=

RQ	 f0

fT
−

fT

f0



	
clS

A2 
 , �19�

where f0, R, and Q denote the resonance frequency, reso-
nance resistance, and quality factor of the unloaded trans-
ducer, respectively; fT is the resonance frequency in the
loaded condition where the surface of the transducer is in
contact with that of the medium; S, the area of the surface of
the transducer; and A, the force factor of the transducer. The
transducers are Langevin-type with diameters of 20, 10, and
5 mm, lengths of approximately 100 mm, and a resonance
frequency of approximately 21 kHz. In case of the mea-
surements at smaller diameters, a half-wavelength alumi-
num horn with the diameters of 2.5, 1.5, and 1.2 mm is
attached to the surface of the transducer. The density of
each sample is obtained from the measured values of the
weight and the volume. The longitudinal-wave velocities
are measured using the ultrasonic pulse method. The block
diagram for the shear-wave velocity measurement system
is shown in Fig. 4. The frequency characteristics of the
radiation reactance were obtained by using input admit-
tance. Input admittance is obtained by measuring input
voltage and current at the electrical terminals of a
Langevin-type transducer. The measurements are carried
out at a temperature of 25–32 °C. The measured results of
the radiation reactance are shown in Fig. 5. It is evident

that there is a notch in each curve. The value of kla at
which xr0

becomes zero increases with the JIS hardness
value. The measured and calculated radiation reactance
for the three kinds of urethane rubber is shown in Fig. 6.
The measured results are consistent with the calculated
curves.

The shear-wave velocity is obtained from the zero-
reactance frequency by using Eq. �15�. The results are shown
in Table I. In this table, the values of the shear-wave veloci-
ties by using the bimorph type piezoelectric transducer are
also shown for comparison. The measured values obtained
by the radiation impedance method are in good agreement
with those obtained by the bimorph type piezoelectric trans-
ducer method. It is evident that the measurement method for

FIG. 4. Block diagram of the shear-wave velocity measurement system
using input admittance for urethane rubber. Input admittance is obtained by
measuring input voltage and current at the electrical terminals of a
Langevin-type transducer.

FIG. 5. Measured normalized radiation reactance as a function of kla for
three kinds of urethane rubber. The curve for the case of the lossless fluid is
also shown.

FIG. 6. Measured and calculated radiation reactance as a function of kla for
three kinds of urethane rubber. The curves for the case of the lossless fluid
are also shown.
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shear-wave velocity by using radiation impedance is useful
because it is a nonintrusive method by which the medium for
measurement does not suffer any disturbance.

B. Measurements in air- and water-saturated sands
„a=50 mm…—Ref. 3

The measurements of radiation impedance for air- and
water-saturated sands were carried out. In the laboratory, the
sand was set in an acrylic vessel with the dimensions of 90
�90�30 cm. A circular vibrating plate was set on the center
of the sand surface. The plate was made of aluminum with a
radius of 50 mm, and thickness of 25 mm. A force pickup
�PF-31, Rion Co.� was attached to the center of the lower
surface of the vibrating plate and an acceleration pickup �PV-
02, Rion Co.� was attached to the upper surface. The fre-
quency characteristics of the radiation reactance were ob-
tained by measuring the force and acceleration signals.
Transducers were used for undertaking measurements in ure-
thane rubbers. By this method, it was necessary to use many
transducers to vary the values of kla. Therefore, force and
acceleration pickups were used after these measurements be-
cause a wide frequency range could be covered by using one
vibrator. The block diagram of the measurement system is
shown in Fig. 7. In Shizunami beach, the measurements were
carried out on air- and water-saturated beach sands; the latter
was almost completely saturated with seawater. The mea-
sured results of the frequency characteristics of the radiation
reactance, from the laboratory and in situ on the beach, are
shown in Fig. 8. The zero-reactance frequencies obtained

from these figures and the shear-wave velocities computed
from the frequencies by using Eq. �15� are shown in Table II.
It can be observed that the shear-wave velocity in the water-
saturated sand is smaller than that in the air-saturated sand,
both in the laboratory and in situ on the beach. This is most
likely due to the density difference between the water- and
air- saturated sands and the difference of the depth depen-
dence of the shear-wave velocity in air- and water-saturated
sands; the increasing rate with the depth of shear-wave ve-
locity in air-saturated sand is larger that in water-saturated
sand. The measured values in the laboratory are relatively
close to those obtained on the beach.

TABLE I. Measured values of shear-wave velocities for three kinds of ure-
thane rubber by using radiation impedance and a bimorph type piezoelectric
transducer.

cs �m/s�
from radiation

impedance
�f =20 kHz�

cs �m/s�
measured using

bimorph transducer
�f =3.5 kHz�

UR30 52 60
UR60 82 80
UR90 225 205

FIG. 7. Block diagram of the shear-wave velocity measurement system
using force and acceleration pickups for sand.

FIG. 8. Measured radiation reactance as a function of frequency for air- and
water-saturated Shizunami sand �a� in laboratory and �b� on the beach.

TABLE II. Measured values of the zero-reactance frequencies and the cor-
responding values of shear-wave velocities for air- and water-saturated Shi-
zunami sands in the laboratory and on the beach.

Zero-reactance
frequency
�f �xr0

=0 �Hz�

Shear wave
velocity
cs �m/s�

Laboratory Air-saturated 462 58
Water-saturated 318 40

Beach Air-saturated 454 57
Water-saturated 350 44
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C. Indicated shear-wave velocity as
a function of the radius of the vibrating plate
„a=16,50 mm…—Ref. 3

In the measurements of the radiation impedance of the
air- and water-saturated sands in the laboratory, a vibrating
plate with a radius of 50 mm was used, as mentioned in Sec.
V B. The effect of the plate radius on the indicated value of
the shear-wave velocity will be examined. A second vibrat-
ing plate with a radius of 16 mm was also used. The mea-
sured frequency dependence of the radiation reactance for
the air- and water-saturated sands is shown in Fig. 9. The
zero-reactance frequencies obtained from these figures and
the shear-wave velocities computed from the frequencies by
using Eq. �15� are shown in Table III. With both the plates, it

is seen that the shear-wave velocity in the water-saturated
sand is always smaller than that in the air-saturated sand in a
relative sense.

The indicated absolute values of shear-wave velocity ap-
pear to change with the plate radius. This may be explained
in terms of the penetration depth of the measurement: �1�
The measured reactance is influenced by the property of the
medium within an averaging window that extends from the
surface to an effective penetration depth, which increases
with wavelength. From Eq. �15�, it is seen that the zero-
reactance wavelength �frequency� increases �decreases� with
the radius of the vibrating plate. �2� In sand, both the shear-
wave velocity and the overburden stress are known to in-
crease with the depth.14 These two facts combine to produce
an indicated shear-wave velocity that appears to increase
with the plate radius. In fact, the instrument yields an aver-
age shear-wave velocity, averaged over a depth window that
changes with the plate diameter. For these reasons, the indi-
cated shear-wave velocity obtained from a vibrating plate
with a radius of 16 mm would be less than that obtained
from a radius of 50 mm; this observation is consistent with
the results in Table III.

D. Measurements using two-layered media

1. Kibushi clay on Miho sand „Ref. 3…

From the measured results for the air- and water-
saturated beach sands in Sec. V C, it was observed that the
indicated shear-wave velocity varies as a function of the ra-
dius of the vibrating plate. This is due to the effect of the
depth dependence of stress in sand. The frequency character-
istics of the radiation reactance of a two-layered medium,
composed of a layer of air-saturated Kibushi clay on a half-
space air-saturated Miho sand, were measured to investigate
this phenomenon in greater detail. In this experiment, the
thickness of Miho sand was 30 cm and that of Kibushi clay,
overlaying the Miho sand, was 0 �that is, only Miho sand�, 1,
2, 4, and 30 cm �that is, only Kibushi clay�. The changes in
the frequency characteristics of the radiation reactance as a
function of the thickness of the clay were investigated. An
example of the measured radiation reactance �radius of the
vibration plate a=16 mm, and clay layer thickness d=1 cm�
is shown in Fig. 10. From this figure, a zero-reactance fre-
quency is easy to determine with depth dependent shear-
wave velocity. The measured values of zero-reactance fre-
quencies and the computed values of the shear-wave
velocities are shown in Tables IV and V by using the 50- and
16-mm plate radii, respectively. The indicated shear-wave
velocity values from Tables IV and V are plotted in Fig. 11.

The following observations are made from Fig. 12.

�1� In case of pure Miho sand or Kibushi clay, the indicated
shear-wave velocity is greater for the plate with a larger
radius than for one with a smaller radius. As explained
previously, the indicated shear-wave velocity is an aver-
age value over an averaging depth window that increases
with the plate radius. Both the sand and the clay have
overburden stresses that increase with depth; hence, the

FIG. 9. Measured radiation reactance as a function of frequency for Shi-
zunami sand in laboratory �a=16 and 50 mm� �a� air-saturated and �b�
water-saturated.

TABLE III. Measured values of the zero-reactance frequencies and the cor-
responding values of shear-wave velocities for air- and water-saturated Shi-
zunami sands, with vibrating plate radii of 50 and 16 mm.

Zero-reactance
frequency
�f �xr0

=0 �Hz�

Shear wave
velocity
cs �m/s�

Air-saturated a=50 mm 463 58
a=16 mm 1163 47

Water-saturated a=50 mm 315 40
a=16 mm 877 35
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shear-wave velocities also increase with depth. For these
reasons, the indicated shear-wave velocities should in-
crease with the plate radius.

�2� The shear-wave velocity decreases as the thickness of
Kibushi clay increases. It is observed that the indicated
value approaches the shear-wave velocity for pure Ki-
bushi clay because the influence of Miho sand decreases
as the thickness of Kibushi clay increases.

�3� Vibration plates with two different radii produce differ-
ent shear-wave velocities for the clay layer of thickness
d=30 cm. This is solely due to the overburden stresses
in the clay layer.

2. Kibushi clay on urethane rubber „Ref. 8…

The frequency characteristics of the radiation reactance
for two-layered media composed of air-saturated Kibushi
clay on urethane rubber with the different JIS hardness val-
ues 30 and 60 �UR30, UR60� were measured. The diameter
of the urethane rubber samples is 100 mm and the thickness
is 150 mm. In this experiment, the thickness of Kibushi clay,
overlaying the urethane rubber, varied from 3 to 80 mm. Cir-
cular vibrators of radii 3 and 16 mm were used. The changes
in the frequency characteristics of radiation reactance as a
function of the thickness of the clay were investigated. The
measured values of the zero-reactance frequency and the cor-
responding values of the shear-wave velocity are shown in
Table VI. The plots of shear-wave velocity versus the thick-
ness of clay are shown in Fig. 12: the closed triangles and
closed circles indicate the shear-wave velocities for pure ure-

TABLE IV. Measured values of the zero-reactance frequencies and the cor-
responding values of shear-wave velocities for two-layered media: Kibushi
clay on Miho sand �a=50 mm�.

Thickness of clay
d �cm� �f �xr0

=0 �Hz� cs �m/s�

0 351 44.1
1 195 24.5
2 187 23.5
4 167 21.0

30 165 20.7

TABLE V. Measured values of the zero-reactance frequencies and the cor-
responding values of shear-wave velocities for two layered mediua: Kibushi
clay on Miho sand �a=16 mm�.

Thickness of clay
d �cm� �f �xr0

=0 �Hz� cs �m/s�

0 749 30.1
1 450 18.1
2 415 16.7
4 409 16.4

30 412 16.6

TABLE VI. Measured values of the zero-reactance frequencies and the cor-
responding values of shear-wave velocities for Kibushi clay-urethane rubber
two-layered media. �a� UR30, �b� UR60.

Thickness
of clay �mm�

Frequency �xr=0� �Hz� Shear wave velocity �m/s�

a=3 mm a=16 mm a=3 mm a=16 mm

�a� 3 6521 1266 49.17 50.91
5 4412 958 33.27 38.52

10 2719 672 20.50 27.02
15 2299 529 17.33 21.27
20 2011 495 15.16 19.91
30 1709 431 12.89 17.33
40 1540 419 11.61 16.85
50 1519 415 11.45 16.69
60 1515 412 11.42 16.57
70 1511 411 11.39 16.53
80 1510 411 11.39 16.53

�b� 3 8566 1705 64.59 68.56
5 6547 1360 49.36 54.69

10 5109 1082 38.52 43.51
15 3532 826 26.63 33.22
20 2684 665 20.24 26.74
30 1716 509 12.94 20.47
40 1538 430 11.60 17.29
50 1525 413 11.50 16.61
60 1515 412 11.42 16.57
70 1513 411 11.41 16.53
80 1511 410 11.39 16.49

FIG. 10. An example of the measured radiation reactance as a function of
frequency for the clay-sand two-layered medium �a=16 mm, d=1 cm�.

FIG. 11. Shear-wave velocity by the radiation impedance method vs the
thickness of clay for the clay-sand two-layered medium. Two horizontal
lines indicate the shear wave velocities for d=30 mm.
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thane rubber measured by a bimorph type piezoelectric trans-
ducer. The solid lines show the shear-wave velocity for pure
Kibushi clay. A thickness of 30 cm was sufficient to approxi-
mate a semi-infinite half-space.

The indicated shear-wave velocity decreases as the
thickness of Kibushi clay increases. It is observed that this
velocity approaches the shear-wave velocity for pure Kibushi
clay. This is because the influence of urethane rubber de-
creases as the thickness of Kibushi clay increases. On the
other hand, the shear-wave velocity approaches that of pure
urethane rubber—as measured by a bimorph type piezoelec-
tric transducer—as the thickness of Kibushi clay approaches
zero.

The indicated shear-wave velocity of the clay obtained
by using a larger vibrating plate is greater than that obtained
by using a smaller vibrating plate for reasons discussed in
Sec. V C. However, the indicated shear-wave velocities of
the urethane rubber samples were independent of plate radius
because the rubber properties are uniform and devoid of any
depth dependence.

VI. CONCLUSIONS

It is shown by numerical analysis that the shear-wave
velocity of an elastic medium can be obtained from a fre-
quency at which the radiation reactance of a circular vibrat-

ing plate on the surface of the medium becomes zero. This
frequency was referred to as the “zero-reactance frequency.”
This was demonstrated for three grades of urethane rubber
with three different JIS hardness values; it was shown that
the values of shear-wave velocity measured by the radiation
impedance method were consistent with those obtained by
using a bimorph type piezoelectric transducer. These results
demonstrate the usefulness of the new radiation impedance
method. The measured results of shear-wave velocity by the
radiation reactance method on air- and water-saturated sands
indicated that the shear-wave velocity in the air-saturated
case is greater than the corresponding water-saturated case.
They also showed that the indicated shear-wave velocity is
dependent on the radius of the vibrating plate. The indicated
shear-wave velocity increases with the diameter of the vi-
brating plate. This is because the overburden stress and
shear-wave velocity of granular media, such as sand and
clay, increase with depth, and the radiation impedance
method measures the average shear-wave velocity within an
averaging window that proportionally increases in depth with
the plate radius. Finally, measurements on two-layered me-
dia, particularly Kibushi clay on Miho sand and Kibushi clay
on urethane rubber, were carried out. The relationship be-
tween the thickness of the clay layer and the indicated shear-
wave velocity was obtained. As mentioned earlier, the effec-
tive penetration depth of the measurement increases with the
vibrating plate radius. Therefore, it is suggested that the
depth dependence of the shear-wave velocity in the surficial
marine sediment can be obtained by the radiation impedance
method using vibrating plates with a wide range of radii.
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APPENDIX: RADIATION IMPEDANCE OF A CIRCULAR
VIBRATING PLATE ON A SEMI-INFINITE ELASTIC
MEDIUM

In this section, the Robertson10 derivation of the radia-
tion impedance for a circular vibrating plate on a semi-
infinite elastic medium is summarized.

In an axisymmetric problem in cylindrical coordinates,
the displacement �r ,� ,z� may be written as �ur ,0 ,uz�e−j�t,
where ur and uz satisfy

�	 + 2��
�

�r
�1

r

�

�r
�rur�� + �

�2ur

�z2 + �	 + ��
�2uz

�r�z
+ 
�2ur = 0,

�A1�

�	 + 2��
�2uz

�z2 +
�

r

�

�r
	r

�uz

�r

 +

	 + �

r

�

�r
	r

�ur

�z

 + 
�2uz = 0.

�A2�

The stress �zz and �rz can be expressed as follows:

FIG. 12. Shear-wave velocity by the radiation impedance method vs the
thickness of clay for the clay-urethane rubber two-layered medium. Upper
panel: for a=16 mm, lower panel: for a=3 mm.
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�zz = − ��
0

�

p��−1A�2p2 − k2�e−�z

+ 2�Ce−�z�J0�pr�dp · e−j�t, �A3�

�rz = − ��
0

�

�2Ap2e−�z + C�2p2

− k2�e−�z�J1�pr�dp · e−j�t, �A4�

where A and C are arbitrary constants, and

� = ��p2 − h2 �p � h�

− i�h2 − p2 �0 � p � h� ,
�

�A5�

� = ��p2 − k2 �p � k�

− i�k2 − p2 �0 � p � k� ,
�

with h2=
�2 / �	+2��, k2=
�2 /�.
The stress field in an elastic half-space z�0 when a

smooth rigid circular disc of unit radius is pressed against its
surface at z=0 is considered. The displacement of the disc is
given in the form b+ce−i�t�b�c�. In order to derive a solu-
tion for the normal reaction, the following boundary condi-
tions need to be satisfied:

uz�r,0� = c �0 � r � 1� ,

�zz�r,0� = 0 �r � 1� , �A6�

�rz�r,0� = 0 �r � 0� .

The normal stress under the disc is obtained by putting
z=0 in Eq. �A3� and satisfying the above-noted boundary
conditions. The following result is obtained:

�zz�r,0� =
2�ce−j�t

��1 − ��r
d

dt
�

r

1 �����d�

��2 − r2
�0 � r � 1� , �A7�

where � is Poisson’s ratio, and ��t� is satisfied by the Fred-
holm integral equation of the second kind as follows:

��t� +
1

�
�

0

1

K�t,������d� = 1. �A8�

The total load that must be applied to the disc to produce
the displacement ce−j�t is given by

P = −
4�c

1 − �
e−j�t�

0

1

����d� . �A9�

Finally, the radiation impedance can be obtained as follows:

zr =
4�

j��1 − ���0

1

��t�dt . �A10�
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Performance and limitations of spectral factorization
for ambient noise sub-bottom profiling
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Using a drifting vertical array as a means to measure noise directionality one can infer reflection
coefficient vs angle and frequency. This can be converted to a time-varying impulse response, i.e.,
a sub-bottom profile, by using spectral factorization to recover the phase. Limitations of the
technique are discussed with simulations and experiment. First, spectral factorization provides a
minimum phase realization of the impulse response for the given spectrum, whereas the true
reflection coefficient may not actually be minimum phase. Second, the beam width, determined by
array length, slightly smudges the interference fringes that are characteristic of the reflection
coefficient. This reduction in frequency resolution reduces the maximum depth to which layers can
be detected. Consideration of the detailed mechanism leads to a way of improving frequency
resolution and hence maximum depth. Spectral factorization tends to function well unless the
impedance contrast between water and upper layers is very small. The depth limitations due to beam
width will usually be more important than those of spectral factorization even with the proposed
recovery of frequency resolution. At 4 kHz design frequency the layer structure thus determined
during a 6 km drift compares well with a seismic boomer down to 15 m. © 2005 Acoustical Society
of America. �DOI: 10.1121/1.2048967�

PACS number�s�: 43.30.Pc �AIT� Pages: 2913–2923

I. INTRODUCTION

Finding seabed characteristics from acoustic measure-
ments, i.e., geoacoustic inversion, is by now a mature disci-
pline with a large literature �see, for instance, Tolstoy et al.,
1998; Caiti et al., 2004; Collins and Kuperman, 1991�. In
recent years interest has included geoacoustic inversion of
ambient noise, and a number of approaches have been pro-
posed based on sea surface noise spatial coherence �Buck-
ingham and Jones, 1987; Carbone, 1998�, surface noise di-
rectionality �Harrison and Simons, 2002; Aredov and
Furduev, 1994�, individual ships �Heaney, 2002�, light air-
craft �Giddens and Buckingham, 2004�. Most recently it has
been possible to extract coherent features from ambient
noise, for instance, by investigating the time-domain cross
correlation between separated hydrophones to obtain the
Green’s function �Roux et al., 2004; Roux et al., 2005; Sabra
et al., 2005�, and also by using spectral factorization to re-
cover the phase and so transform reflection coefficient into
sub-bottom layer profiles �Harrison, 2004�.

The underlying theory of noise directionality with mul-
tiple sources arranged in a sheet near the sea surface can be
seen equivalently in terms of mode theory �Kuperman and
Ingenito, 1980; Buckingham, 1980� or ray theory �Harrison,
1996; Chapman, 1988�. Quite generally, wind-generated am-
bient noise emanates from a sheet of sound sources near the
sea surface and therefore provides a useful source of broad-
band plane waves at all angles. Simple flux arguments
�amongst others� show that the vertical directionality of the
noise can be used to plot and map out the reflection proper-

ties of the seabed over a substantial frequency band and
angle range �Harrison and Simons, 2002�. Because the de-
duced reflection loss is, in fact, a local measurement one can
survey the bottom properties by using a drifting vertical ar-
ray. Furthermore the reflection loss is essentially the fre-
quency response of the bottom at each angle, and it has been
shown that �Harrison, 2004� under certain common condi-
tions one can reconstruct the reflection phase using spectral
factorization �SF�. Given this complex reflection coefficient
one can determine the impulse response of the seabed by
Fourier transformation. A plot of the slowly varying impulse
response �acoustic delay time vs drift time� then constitutes a
sub-bottom profile showing layer boundaries in which zero
delay time corresponds to the local water-sediment interface.

Limitations of the measurement technique when using a
vertical line array �VLA� have been discussed elsewhere
�Harrison and Baldacci, 2003� and comparisons made with
more conventional measurements of reflection loss �Holland
and Harrison, 2003�. Here we investigate the performance of
spectral factorization and associated processing in this con-
text. In this paper we take two approaches. First we apply SF
to simulated layer echoes and compare results with the
known layer starting point. Second we compare experimental
results with an alternative experimental method �seismic
boomer�, that we deem to be a “ground-truth.”

The limitations manifest themselves in the time domain
�i.e., in the impulse response� in two ways, one as a “ghost-
ing” effect in which the SF introduces an artificial repeat of a
true earlier or later layer echo; the other way as a depth
limitation resulting from the beam pattern’s degrading of the
reflection loss’s frequency resolution. As a result of under-
standing this mechanism it is possible partially to recover
this frequency resolution, and the experimental results showa�Electronic mail: harrison@nurc.nato.int
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how, with a design frequency of 4167 Hz, the initial depth
limit of about 3 m can be extended to 10 m and possibly
beyond. The experiment, whose details are given later, was
one of a series of six drifting array experiments in the Medi-
terranean in 2003 accompanied by subsequent seismic
boomer runs along the same track and parallel with small
offsets.

II. TYPICAL REFLECTION PHASE BEHAVIOR

It is straightforward to model reflection loss from mul-
tiple layers. One convenient method for arbitrary fluid
layering1 is described by Jensen et al. �1994�. Knowing the
reflection coefficient Rnm for each boundary in isolation and
the phase change in crossing the nth layer �n one can build
the joint reflection coefficient Rnm by accumulating layers
from the substrate �layer M� upwards to the water �layer 0�.
The joint reflection coefficient for all boundaries below layer
n is

RnM =
Rn,n+1 + Rn+1,M exp�2i�n+1�

1 + Rn,n+1Rn+1,M exp�2i�n+1�
. �1�

Thus starting with n=M −2 �the second boundary up� and
RM−1,M =RM−1,M we work back to n=0 which is the joint
reflection coefficient for all boundaries below the water. Be-
fore using Eq. �1� numerically it is interesting to note the
similarity �for any n� between it and the equation for a digital
infinite impulse response �IIR� filter,

H�Z� =
B�Z�
A�Z�

, �2�

where Z=exp�i�T� in Z transform notation �� being angu-
lar frequency and T being sample interval�, and A and B
are polynomials in Z �Proakis and Manolakis, 1996�. The
denominator in Eq. �1� represents multiple reflections
�feedback� and if we were to ignore all terms except unity
in the denominator �for instance, if all R were small� the
final result would be a simple sum of all the in-isolation-
reflection-coefficients multiplied by their phase terms—in
other words a feed-forward network or finite impulse re-
sponse �FIR� filter. Note that if the layers are not uni-
formly spaced, this representation may require a high or-
der but sparse polynomial.

Spectral factorization has been developed in filter theory
applied to geophysical prospecting �Claerbout, 1985� as a
means of restoring the phase from a frequency-dependent
amplitude. The simple Kolmogoroff form,

R� = exp�H�ln��R���� , �3�

where H constructs the “analytic signal” �whose real part is
the unchanged argument of H and whose imaginary part is
the Hilbert transform of the same argument�, was used by
Harrison �2004�. Numerically the Hilbert transform opera-
tion is done by zeroing the negative frequencies and multi-
plying the amplitudes of the positive frequencies by two,
strictly without zero padding �see for instance, Bellanger,
1994, pp. 247–249; an example of this will be seen later in
Appendix A�. It is well known �Proakis and Manolakis,
1996� that the solution R� is minimum phase, and for an IIR
or FIR filter this means that all zeros and poles are inside the
unit circle ��Z��1�. A more intuitive explanation is as fol-
lows. The phase angle is �=a tan�Im�R� /Re�R�� and its
progress may be followed in the complex R plane as fre-
quency changes. Depending on the complexity of R �num-
ber of boundaries and their respective reflection coeffi-
cients�, as frequency increases from zero, R will follow an
epicycloidlike curve which may loop around the origin
many times, or may occasionally loop the origin, or may
never do so. In the first case the phase angle � increases
monotonically; in the last case it oscillates back and forth
but always returns to zero once per cycle. The latter con-
dition can be regarded as a simpler definition of minimum
phase �see Proakis and Manolakis �1996�, p. 360�, and it
provides an easy way of testing whether a given reflection
coefficient is, in fact, minimum phase. Knowing R�f ,��
we can unwrap the phase along frequency independently
for each ray angle � and normalize the result by � to count
the number of half-revolutions.

U = unwrap���/� . �4�

Minimum phase behavior is then indicated by �U��1. In
practice one can often find one frequency range where this is
obeyed but another where it is not. Provided this frequency
range where it is obeyed coincides with the measurement
range we deem R to be minimum phase, and therefore com-
plex R� to be a good approximation for complex R.

TABLE I. Parameters used for the 20 random layers in cases 1 and 2 �layer thickness, sound speed, density,
attenuation�. The uniform value in each layer consists of a linear �depth-dependent� part and a random part with
given SD. The water sound speed, density, and attenuation are 1500, 1, 0.

Parameter h �m� c �m/s� � �g/cc� � �dB/��

LO 1 1550 1.4 0.14
Case 1 HI 1.2 1600 1.6 0.16

SD 0.5 10 0.05 0.01

LO 1 1510 1.1 0.14
Case 2 HI 1.2 1600 1.6 0.16

SD 0.5 10 0.05 0.01
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An example: Using code based on Eq. �1� we calculate
first R�f ,�� then U�f ,�� for two cases, one where SF per-
forms well and one where it does not, then we suggest a
criterion or condition under which R is minimum phase.

The first case uses the parameters shown in Table I to
construct a uniform value in each of 20 layers, having a
random part with the given standard deviation �SD� superim-
posed on a linear trend between “LO” and “HI.” For conve-
nience in these examples we take the upper frequency limit
to be 3 kHz with an assumed hydrophone spacing of 0.5 m
leading to a design frequency of 1500 Hz. Identical reflec-
tion coefficients would be obtained for different frequency
ranges by scaling layer thickness h and frequency f such that
the product h	 f is constant. The resulting reflection loss
�RL=20 log10��R��� and unwrapped phase angle are shown,
respectively, in Figs. 1�a� and 1�b�. A phase angle plot for
near vertical is shown in Fig. 1�c�. Clearly, despite the
prominent interference fringes, there are large regions where
�U��1 is obeyed. In the ray angle direction there are some,
at first sight, rather surprising discontinuities; within an in-

finitesimal angle range R jumps from maximum phase �a
monotonic rise in U as a function of frequency only� to mini-
mum phase ��U��1�. However, remembering the discussion
on looping the origin it is clear that sudden changes are eas-
ily explained by infinitesimal changes in the diameter of the
complex R�f� curve which depends on relative changes in
the individual layer reflection amplitudes. Most importantly
dark grey to black indicates regions where SF will break
down, whereas white to pale grey predicts good SF perfor-
mance. Note that for sub-bottom profiling where we select
only angles close to 90°, only the behavior of U at these
angles matters, as in Fig. 1�c�.

The second case uses parameters shown on the right-
hand side of Table I. Figures 2�a�–2�c� show equivalent plots
of R and U, and Fig. 2�c� shows that, unlike Fig. 1�c�, the
phase angle increases monotonically—distinctly not mini-
mum phase behavior, suggesting poor SF performance. In
Fig. 2�b� this corresponds to almost the entire grey-black
area.

FIG. 1. Case 1, SF good. �a� Reflection loss �−20 ln�R��, �b� unwrapped reflection phase angle normalized by �, �c� unwrapped reflection phase angle for 10
ray angles between 85° and 90°.
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III. A CRITERION FOR GOOD SPECTRAL
FACTORIZATION PERFORMANCE

Without loss of generality, the impulse response of a
multilayered seabed �equivalent to Eqs. �1� and �2�� can be
written as

h�t� = a0
�t� + �
n

an
�t − tn� �5�

or the equivalent frequency response as

H��� = a0 + �
n

an exp�i�tn� . �6�

Appendix A shows that a sufficient condition for R being
minimum phase �though possibly too stringent� is that the
sum of the later arrival amplitudes an must be smaller than
the first a0,

C 	 �
n

�an/a0� � 1. �7�

A less stringent form might be the square root of the sum of
squares, i.e., RMS. Equation �7� is easy to understand in
terms of the vector addition of the complex components in
Eq. �6�. It is the multiple an and their varying rotation rates tn

�as a function of �� that determine the epicyclic orbits of R
in the complex plane. If the an are small then the orbit cannot
possibly loop a round the origin, so the solution must be
minimum phase. Equation �7� can only be true if the an are
all small compared with a0. In this case the a0, an correspond
to R01, Rn,n+1.

Interestingly Eq. �7� is also the condition that the only
significant spikes in the autocorrelation function of the im-
pulse response �Eq. �5�� lie at the same delays as in the
impulse response itself because all the cross terms �an

	am /a0
2� are much smaller still. From this view point it is

also clear that the first impulse in the impulse response must

FIG. 2. Case 2, SF poor. �a� Reflection loss �−20 ln�R��, �b� unwrapped reflection phase angle normalized by �, �c� unwrapped reflection phase angle for 10
ray angles between 85° and 90°.
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be strongest otherwise the ordering in the autocorrelation
function will be different. Fortuitously in underwater acous-
tics this is often the case �even though sound speeds and
densities tend to rise with depth� because the impedance dif-
ference between the water and the first sediment layer is
much greater than between subsequent layers. Unfortunately
a single measured impulse response, even of this form, does
not prove minimum phase behavior. However when SF fails,
the spatial variation of the impulse response as the array
moves horizontally may reveal tell-tale ghosting �where a
pair of impulses follow the undulations of a single bound-
ary�. The ghost corresponds to a crossterm in the autocorre-
lation function.

IV. A NUMERICAL SPECTRAL FACTORIZATION TEST

SF performance can be checked straightforwardly by
choosing an arbitrary impulse response h�t� and comparing it
with the spectral factorized version �which requires Fourier
transformation �FT� to the frequency domain and back to
time�. A more realistic starting point is to take the impulse
response to be the FT of the reflection coefficient at a given
angle in Fig. 1 or 2. We then take SF of �R� and inverse FT to
obtain the SF impulse response. The example from Fig. 1 at
90° is shown in Fig. 3 �thick grey line is FT; black dashed
line is SF�. There are a number of positive and negative
impulses corresponding to the assumed 20 layers. As ex-
pected agreement of the SF version is extremely good, and
indeed is indistinguishable from the true impulse response in
this plot. As expected, the goodness coefficient is rather high,
C=2.2. The less stringent RMS criterion has CRMS=0.62,
which therefore appears to be a better indicator.

The SF impulse response for case 2 �cf. Fig. 2�, shown
in Fig. 4 �black dashed line�, is a poorer match to the true
impulse response �thick grey line�, and although the main
peaks occur at the correct times there are additional smaller
spurious peaks. The values of the two goodness coefficients
are C=9.2 and CRMS=2.5.

An additional factor of interest in the case of reflection
loss derived from ambient noise is the effect of the prepro-
cessing. As explained in Harrison and Simons �2002� and
Harrison �2004� the available frequency band when deriving
reflection loss from noise is limited by the parameters of the
array. At the low frequency end one could shift the band to
zero and compensate with a linear phase multiplication post-
FFT. Here we have continued to use the extrapolation tech-
nique proposed by Harrison �2004�. Although not demon-
strated here, extrapolation by itself has little effect on the
impulse response. Beam forming has the undesirable effect
of blurring the interference fringes �Harrison and Baldacci,
2003�. A numerical estimate is given in Appendix B; essen-
tially the mechanism is as follows. The fringes roughly fol-
low lines of constant f sin � �where f is frequency and � is
grazing angle� and although near vertical these variations are
small, the endfire beam of the VLA is quite wide �
15° � and
so the integration in angle blurs the variation in frequency,
i.e., degrades its resolution. When we take the IFT back to
the time domain this reduces the maximum detectable depth
to Mc/ �9fo� �where, as in Appendix B, M is the number of
hydrophones, c is the sound speed assumed for beam form-
ing, and fo is the design frequency�, i.e., 3 m for a 32 ele-
ment array designed for 1500 Hz. Therefore it is interesting
to investigate the behavior of SF applied to the simulated
noise-derived power reflection coefficient, i.e., the ratio of
the up-down beam responses to noise in a shallow water
environment with the given reflection properties. The third
line �solid black� in the two plots �Figs. 3 and 4� shows this
SF of inverted noise. Performance even in the good case
�Fig. 3� is indeed worse, indicating that beam forming, or at
least the limitation of array size, is a more serious problem
for sub-bottom profiling with noise than is spectral factoriza-
tion. Nevertheless it is worth pointing out that the array was
chosen for determining reflection coefficient versus angle
rather than selecting a narrow vertical up and down beam. It
is easy to confirm this point in simulation by simply increas-
ing the number of hydrophones to narrow the endfire beam,

FIG. 3. Impulse responses for case 1, FT of reflection coefficient �grey, but
partially hidden by black dashed�; spectral factorized modulus of reflection
coefficient �black dashed�; spectral factorized simulated beam response
�black solid�.

FIG. 4. Impulse responses for case 2, FT of reflection coefficient �grey�;
spectral factorized modulus of reflection coefficient �black dashed�; spectral
factorized simulated beam response �black solid�.
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for instance, the predicted maximum depth for 128 hydro-
phones is 12 m. In principle one could design an array with
a broader horizontal baseline to improve angle, and therefore
frequency, resolution and thereby increase depth range. In
the meantime an alternative is suggested in the next section.

V. A DESMEARING CORRECTION

Closer inspection of Eq. �B4� in Appendix B reveals that
it is a homogeneous Volterra equation of the first kind
�Morse and Feshbach, 1953�. In other words the integral has
a kernel K�x ,x0� and a variable limit, and can be written as

G�x0� = �
−�

x0

K�x,x0�g�x�dx . �8�

Also in this instance K�x ,x0� can be written as K�x0−x�, and
the variable limit can be taken care of by inventing a func-
tion K��x0−x� where

K��x� = K�x�, x � x0,

= 0, x  x0.

So the integral can also be written as a convolution

G�x0� = �
−�

�

K��x0 − x�g�x�dx . �9�

Now because the function K� has a sharp edge �effectively
containing all frequencies� the integral can be inverted, either
by matrix inversion �the inverse is guaranteed nonsingular�
or by inverse filtering using FFTs. The truth of these state-
ments is easily demonstrated numerically and in at least one
case can be demonstrated analytically �Appendix C�. In ef-
fect the inverse filter will boost high frequencies, and al-
though the filter response is finite it is sensitive to rapid
fluctuations in g regardless of their cause. Therefore one
needs to be especially careful when processing real data in
this way. Otherwise this offers a way of countering the fre-
quency smearing that results from the substantial endfire
beam width.

Figure 5 is a demonstration of successful application of
this �matrix� inversion before spectral factorization to the
simulated beam response already seen in Fig. 3 �i.e., case 1,
where spectral factorization, by itself worked well, but beam-
smearing spoilted the result�. Now there is a dramatic recov-
ery of the impulse response �the peaks in the solid black line
match those in the thick grey line�. The equivalent for case 2
is shown in Fig. 6, but now recovery is not possible because
spectral factorization failed.

VI. EXPERIMENTS

A vertical array was allowed to drift in six Mediterra-
nean experiments during the three NRV Alliance cruises of
BOUNDARY2002, BOUNDARY2003, BOUNDARY2004.
The buoy’s movements were predominantly towards the
southeast following local currents, and the drift tracks are
shown in Fig. 7. During BOUNDARY2003 a Geoacoustics
5813B seismic boomer was deployed at the sites of the long-
est 2002 and 2003 drifts. The boomer is a downward looking
active sonar operating with pulse length about 0.2 ms �band-

width 10 kHz� and maximum pulse energy 280 joules. The
receiver is a very short horizontal array. The resulting layer
profiles were used as “ground-truth,” and the 2002 drift
which used 32 elements with design frequency 1500 Hz
�0.5 m spacing� has already been reported in Harrison
�2004�. Later drifts used a medium frequency array �MFA�
still with 32 elements but a design frequency of 4167 Hz
�0.18 m separation� and benefited from the weaker shipping
noise at higher frequencies. Here we concentrate on the 6 km
drift in 2003. There are three corresponding boomer tracks,
one a straight line joining the drift’s endpoints �deviating
slightly from the mildly erratic drifting buoy�, the other two,
parallel but offset 50 m on either side. The aim was to allow
for actual deviations in the drift path, uncertainties in posi-
tion which was inferred from the ship’s radar, and to obtain
an estimate of the true lateral variability of the layers. Using
ship’s navigation one can plot all four sub-bottom profiles

FIG. 5. Recovered impulse responses for case 1, FT of reflection coefficient
�grey, but partially hidden by black�; spectral factorized modulus of reflec-
tion coefficient �black dashed�; inverse filtered, spectral factorized simulated
beam response �black solid�.

FIG. 6. Unsuccessfully recovered impulse responses for case 2, FT of re-
flection coefficient �grey�; spectral factorized modulus of reflection coeffi-
cient �black dashed�; inverse filtered, spectral factorized simulated beam
response �black solid�.
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aligned with a linear length scale. Clock times then appear
nonlinearly on the same plots. In Harrison �2004� the noise-
derived profiles were displayed in color to show positive and
negative arrival amplitudes in the impulse response. In con-
trast, a common procedure with the boomer is to show only
the negative side of the wave form. To compare like with
like, Fig. 8 shows the noise profile and zero-referenced
boomer �i.e., zero delay is adjusted to the first bottom arrival�
all processed in this way.

A. Beam-smeared results

In the first instance we have applied extrapolation and
spectral factorization but not the anti-beam-smear correction.
The original noise spectrum is derived from a 128 point FFT
of the 12 kHz sampled time series. After spectral factoriza-
tion an IFFT is performed to obtain the impulse response, but
regardless of the number of points in the IFFT the maximum
delay corresponds to the original frequency resolution,
namely 12 000/128=93.75 Hz. Rejecting times beyond Ny-

quist leads to a maximum time of 128/ �2	12 000�
=5.33 ms. Converting this two-way travel time to a depth @
1500 m/s gives 1500	128/ �2	2	12 000�=4.0 m, as
shown in all panels of Fig. 8.

First of all we note from the bottom three panels of Fig.
8 that the boomer shows significant differences in moving
laterally by ±50 m. The left half of the noise profile �top
panel� shows more similarity with the boomer than the right.
This is likely to be because the first half of the drift track was
more straight and coincided better with the boomer track.
Otherwise the main similarities are the curving �“s”-shaped�
features between 1 and 3 m and 4.7 and 5.3 km, the deep
returns between 5.5 and 7.5 km, and the return at depths of
1 m increasing to 3 m at ranges beyond 8.5 km including
two sawtooth features at about 9.5 km.

Interestingly there are often repeat echoes �same shape
line, displaced in delay� in both noise and boomer profiles
though not in the same places. To the right of 5.5 km in all
three boomer records there is a pronounced double echo that
appears not to be a multiple reflection since there are no
other layers with related time delays. In the noise profile it is
in principle possible to see multiple reflections since they
would have been incorporated in the original frequency re-
sponse �see Eq. �1��. A hint of this repeat echo behavior is
seen between 8 and 9 km, but again, and for the same rea-
sons, we do not suspect a multiple reflection on this occa-
sion. It is also possible to see “ghost” echoes that are neither
multiple reflections nor parallel layers. Such a case is the
repeat “s”-shaped line at 4.9 km. Since the later return ap-
pears to agree very well in shape and depth with all boomer
records we assume that it is the earlier one that is false. This
cannot be a multiple reflection because it is not causal, i.e., it
occurs before the main reflection. In this case it is believed to
be an artefact of spectral factorization. In fact it is a mani-
festation of the criterion, Eq. �7� being violated.

This can be understood as follows. If we had taken the
FT of �R�2 instead of complex R we would have obtained the
autocorrelation of the impulse response. Clearly this function
contains impulses at delays corresponding to all possible
layer separations. If the first peak in the impulse response is
significantly stronger than the others, as required by the cri-
terion, then, to first order, the peaks to the right of the origin
of the autocorrelation function are at the same delays as the
peaks in the actual impulse response, and they have propor-
tional amplitudes. All the rest are much weaker. In short, the
impulse response resembles its autocorrelation function.

The implication is that spectral factorization is really
only operating on the amplitudes of the peaks in the autocor-
relation function; it does not alter any time delays or add or
subtract impulses. It therefore works when the impulse re-
sponse resembles the autocorrelation function, i.e., when the
first peak is strongest. For all other layer arrangements �ex-
cept for the possibility of the last impulse being the stron-
gest� the impulse response does not resemble its autocorre-
lation function. Under these conditions the spectral
factorized result still resembles the autocorrelation function,
but differs from the true impulse response in including ghost
echoes.

FIG. 7. �a� Map showing drift tracks during BOUNDARY experiments, and
�b� detailed VLA drift tracks and three parallel boomer tracks during
BOUNDARY2003.
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B. Results including a beam-smearing correction

The restoration process discussed in Sec. V is now ap-
plied to the same experimental data. To see any fluctuations
at all we need to use a larger FFT size �e.g., 256, 512 rather
than 128�, but as already noted we need to take care of fluc-
tuations in �R� other than those truly caused by beam form-
ing. Typically even after averaging one sees fluctuations in
�R���� that are unchanging with angle and therefore not due
to beam forming. These can be removed to a certain extent
by averaging along the fringe lines, as follows. The behavior
of the fringes with angle within about 10° of vertical is al-
most entirely geometrical so the fringes always spread apart
in frequency as angle departs from vertical. Locally one can
assume R�� ,� /2�=R�� / sin � ,�� �see Appendix B�. Thus
unwanted angle-independent fluctuations can be removed by
averaging over a limited range of angle along the fringe

crests, i.e., keeping this condition true.
As a check, the first example shown in Fig. 9 has the

correction applied to the original data with no increase in
FFT size �i.e., still 128�. As far as layer depth is concerned
the image is the same as Fig. 8, however there is an increase
in clarity �i.e., impulse amplitude� at the deeper depths near
4 m. Figure 10 shows the extension to 8 m with an FFT size
of 256 including the correction. There is clearly additional
layer structure at these depths that compares well with the
boomer, in particular at 4 and 6 m on the left and rising
layers between 8 and 4 m on the right. Figure 11 shows
extension to 16 m �FFT size 512� where the rising layers on
the right are again visible down to about 15 m and there are
layers at about 10 and 11 m on the left. Overall, we find that
this technique does indeed provide a substantial improve-
ment in the strength and penetration depth of the returns.

FIG. 8. Noise sub-bottom profile �top panel� compared
with parallel boomer tracks displaced +50 m, 0 m,
−50 m either side. The maximum depth is determined
by the FFT size of 128, and beam-smear processing was
excluded.

FIG. 9. Noise sub-bottom profile for the same depth
range as in Fig. 8 but including beam-smear processing.
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VII. CONCLUSIONS

In underwater acoustics there is a wide range of layered
seabeds for which spectral factorization can successfully re-
construct the reflection phase. Here we have investigated the
factors that determine the degree of success. Essentially one
needs high impedance contrast at the water sediment inter-
face and relatively low contrast at subsequent layer bound-
aries. Alternatively, in terms of filter theory one can state that
the spectral factorized solution is always minimum phase,
therefore its validity requires that the layer structure, re-
garded as a filter, be minimum phase. Pragmatically the spec-
tral factorized solution is closely related to the autocorrela-
tion of the impulse response, so when the �right-hand side of
the� autocorrelation function has the same shape as the im-
pulse response the solution is valid. Furthermore, the shape
of the autocorrelation is actually the same as the impulse
response to a good approximation when the first arrival is
significantly stronger than the others. This occurs under the
condition already stated, that there is high impedance con-
trast at the water sediment interface but weaker elsewhere.
Two multiple layer simulations were chosen to demonstrate
good and bad performance. In each case the true impulse
response and the spectral factorized results were known, one
could investigate the unwrapped phase of the reflection co-
efficient, and one could therefore invent a criterion for likely
success. It was possible to see that the actual phase of the

reflection coefficient had deviations of only a small fraction
of � in the successful case �i.e., minimum phase behavior�
but increased monotonically in the unsuccessful case.

In the case where one derives the near vertical reflection
loss from ambient noise it appears that the width of the end-
fire beam can effectively smudge the frequency resolution
which, in turn, limits the maximum detectable depth. If one
includes this effect in simulating the spectral factorized im-
pulse response, performance is more seriously degraded.
Therefore the technique of sub-bottom profiling with noise
�as opposed to determination of the reflection coefficient or
geoacoustic inversion� could be improved by designing an
array with an increased horizontal baseline and narrower ver-
tical beam.

Surprisingly it is possible partly to recover this fre-
quency smeared information. Beam forming can be thought
of as a convolution in angle with a beam pattern, but this,
usually smooth function, has an abrupt edge at endfire. By
making use of the characteristic shape of the fringes one can
rewrite the angle convolution integral for the endfire case as
a frequency convolution where the smoothing function is one
sided. This class of filter function is always invertible so one
can reconstruct the presmoothed fringe pattern. In simulation
this more or less eliminates the beam-smearing degradation.

Experiments with a drifting array �design frequency
4167 Hz� during BOUNDARY2003 produced sub-bottom

FIG. 10. Noise sub-bottom profile �top panel� com-
pared with the central boomer track result. The maxi-
mum depth of 8 m is determined by the FFT size of
256. Beam-smear processing was included.

FIG. 11. Noise sub-bottom profile �top panel� compared
with the central boomer track result. The maximum
depth of 16 m is determined by the FFT size of 512.
Beam-smear processing was included.

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Chris H. Harrison: Ambient noise sub-bottom profiling performance 2921



profiles that are remarkably similar to seismic boomer results
obtained along the same track on another occasion during the
same cruise. The natural maximum depth dictated by the
FFT size was 4 m. Applying the desmearing correction to the
noise enabled one to see features common to the boomer
down as far as 15 m. Precautions were taken against intro-
ducing spurious responses by inadvertently restoring fluctua-
tions from mechanisms other than beam smearing.
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APPENDIX A: A CRITERION FOR GOOD SPECTRAL
FACTORIZATION PERFORMANCE

The spectral factorization of the reflection coefficient R
�Eq. �3�� can be written as

R� = exp�H�ln��R���� = exp�H 1
2 �ln��R�2��� . �A1�

Inserting Eq. �6� as a representation of complex R we have

�R�2 = �a0 + �
n

an exp�i�tn��a0 + �
n

an exp�− i�tn� .

�A2�

Initially we assume Eq. �7� to be true and all the tn to be
positive delays, so

ln��R�2� = 2 ln a0 + ln�1 + �
n

�an/a0�exp�i�tn�
+ ln�1 + �

n

�an/a0�exp�− i�tn� . �A3�

Writing the sums, respectively, as g+ and g− we temporarily
substitute the Taylor expansion of ln�1+g� as

ln��R�2� = 2 ln a0 + �g+ − g+
2/2 + g+

3/3 + ¯ �

+ �g− − g−
2/2 + g−

3/3 + ¯ � . �A4�

Since the tn are, by assumption, all positive, the g+
k are en-

tirely positive frequencies whereas the g−
k are entirely nega-

tive frequencies. Now, application of an ideal Hilbert trans-
form multiplies the amplitudes of the positive frequencies by
2 and rejects the negative frequencies �Eq. �2� of Harrison
�2004��. The result is

R� = exp�ln a0 + �g+ − g+
2/2 + g+

3/3 + ¯ ��

= a0�1 + �
n

�an/a0�exp�i�tn�
= �a0 + �

n

an exp�i�tn� = R . �A5�

In other words the SF result R� is exactly the original R
provided Eq. �7� is obeyed, otherwise the Taylor expansion
does not converge. Furthermore, if the strongest impulse a0

is not earliest then some of the tn must be negative, so we can
be certain that the g+

k are no longer all positive frequencies

and the g−
k are no longer all negative frequencies. It follows,

in general, that R��R.

APPENDIX B: ENDFIRE FREQUENCY SMUDGING

In the vicinity of the vertical, the interference fringes in
the reflection coefficient and therefore also in the noise �Har-
rison, 1996� closely follow lines of constant f sin �. There-
fore the noise power can roughly be written in terms of a
function of a single variable as

N�f ,�� = No�f sin �� . �B1�

The beam responses A��s� �up and down� are then formed by
multiplying by the appropriate beam pattern B�f ,� ,�s� and
integrating over angle. It is easy to show that, for a M ele-
ment VLA with design frequency fo, B is of the following
form, and that a hamming shaded beam can be approximated
as a Gaussian:

B�f ,�,�s� = B��sin �s − sin ��fM/2fo�

⇒ exp�− ��sin �s − sin ��fM/�fo�2� , �B2�

where �=2�2/��1.6. This has the property that at the
design frequency and broadside ��s=0�, beamwidth is
� /M, whereas at endfire �sin �s=1� beamwidth is �� /M.
The beam response is

A��s� = �
−�/2

�/2

N�f sin ��exp�− ��sin �s

− sin ��/��fo/fM��2�cos � d� . �B3�

If we change variable to F= f sin � this becomes

A��s� = �
−f

f

N�F�exp�− ��f sin �s − F�/��fo/M��2�dF/f .

�B4�

For all steer angles �s �other than endfire� this can clearly be
regarded as multiplication of the noise function �of modified
frequency F� by a smoothing function of full width 2�fo /M.
At endfire only one-half of the smoothing function is effec-
tive and the width is 
f =2�fo /M. Thus with M =32 we ex-
pect smoothing on a scale of 1 /20 of the design frequency.
It is interesting to compare this with the frequency sam-
pling chosen �on pragmatic grounds� to date �Harrison and
Simons, 2002� where a FFT size of 128 combined with
sample frequency 6 kHz led to �f =93.75 Hz; with fo

=1500 Hz we find �fo /M is 75 Hz which is close. When
the reflection coefficient is calculated from the ratio of the
endfire beam responses it suffers the same degradation,
and consequently layering derived from its FT has a maxi-
mum round-trip travel time2 of 1 / ��
f�=M / ���fo�, or
maximum depth Mc / �2��fo� which for M =32, c
=1500 m/s, fo=1500 Hz is 3 m.

APPENDIX C: INVERTIBLE FILTERS

An array’s beam response can be regarded as a filtered
version of the directional field to which it responds. The filter
is always a low-pass or smoothing filter. In general the rapid
angular variation is lost, so inversion is impossible. With this
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prejudice it is surprising to find that one can �in principle�
invert the corresponding convolution in frequency �Eq. �B4�,
Appendix B, or Eq. �9� in the main text�,

G�x0� = �
−�

x0

K�x0 − x�g�x�dx . �C1�

There are three pertinent viewpoints, �1� Fourier analysis, �2�
matrix rank, �3� straightforward solution of a Volterra inte-
gral equation �Morse and Feshbach, 1953�.

From the Fourier analysis point of view a convolution in
time can be written as the product of the FTs of the filter and
the input. Since the inverse filter is the reciprocal of the
forward filter it is clear that, to be invertible, the modulus of
the latter must be nonzero for all frequencies, so the filter
shape in time cannot be smooth; it must contain steps or
spikes �slope or higher order discontinuities, while important
for continuous functions, are less important for discrete sys-
tems�.

Equation �C1� can be written in matrix form as G=Kg.
If K represents a beam pattern, for instance a Gaussian, then
it is Toeplitz and symmetrical about the diagonal. On the
other hand, if K represents the kernel of the frequency inte-
gral of Appendix B then it is still Toeplitz but either the
upper or lower triangle is zero. It is easy to show numerically
that the rank of K in the first example tends to unity �the
determinant tends to zero� but in the second is the size of the
matrix �i.e., the number of linearly independent rows or col-
umns�. Therefore the second is invertible but the first is not.

Finally in the special case where K�x0 ,x�=K�x0−x�
=exp�−a�x0−x��, an exponentially weighted filter, invertibil-
ity can be demonstrated explicitly since there is an analytical
solution. Differentiating Eq. �8� with respect to x0 we find

�G

�x0
= �

−�

x0 �K

�x0
g�x�dx + g�x0� , �C2�

but �K /�x0=−aK so

�G

�x0
= − aG�x0� + g�x0� �C3�

and the inverted solution is

g�x0� =
�G

�x0
+ aG�x0� . �C4�

In other words the output of an exponentially weighted filter
can be inverted to find the original raw signal g�x�. The
�G /�x0 term makes clear that g�x� is sensitive to fine
changes in G�x0� whether due to the true convolution or due
to unknown and unwanted causes.

1This approach can be marginally extended to the case where the substrate
alone is solid since there will still be a unique speed, and therefore phase,
in each of the upper layers.

2The product of the half-width of a Gaussian in frequency and the half-width
of its FT is 
t
f =�
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Modeling sound propagation in the Haro Strait is a challenging task, the site being complex and the
sediment structure exhibiting a strong range dependence. The environmental complexities create
difficulties for source localization using matched field processing because many of the parameters
needed for replica calculation are uncertain or rapidly varying. Received time series from signal
propagation at the site provide a wealth of information that can be exploited for source localization
obviating the need for extensive environmental knowledge. In this paper, a Gibbs
sampling-maximum a posteriori estimator is used to extract the direct path, first surface bounce, and
first bottom bounce arrival times from time series received at vertical line arrays. Those times
provide source and receiving phone location and water column depth estimates through a set of
linear relationships. Estimates obtained with the proposed method for data collected during the Haro
Strait primer experiment are very close to reference values for the unknown parameters. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2062287�
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I. INTRODUCTION

This paper presents a two-stage estimation procedure,
combining efficient arrival time estimation and linearization,
for source localization. In stage 1, arrival times are estimated
using a Gibbs sampling-maximum a posteriori �GS-MAP�
process, presented in Ref. 1 and modified here for greater
efficiency. This new estimator is applied for the first time to
real data collected in the Haro Strait.2 In stage 2, estimated
ray path arrival times from stage 1 are used for source local-
ization by employing a simple linear system.

Inverse theory plays a critical role in underwater acous-
tics for the estimation of geometric parameters �source and
receiver location, bottom depth� and environmental param-
eters �sound speed profiles, sediment densities, attenuations
and sediment layer depths�. A popular approach for inversion
is matched-field processing �MFP�,3–5 in which replica fields
are computed using sound propagation models and then cor-
related to the measured field. Values of the unknown param-
eters that maximize the similarity between replica and true
acoustic fields are the desired estimates.

MFP has been used with excellent results on many data
sets, both real and synthetic.5–11 This desirable efficacy is,
however, bought at the significant cost of intensive compu-
tation for the calculation of the full acoustic field at a set of
receiving phones. Necessary for these calculations are as-
sumptions about the numerous parameters that define the
structure of the transmission environment, many of which
critically affect localization results and may not be dis-
missed. Information on these parameters is often vague, so
that inaccuracies and uncertainties are inevitable even in

carefully considered situations. Uncertainties on factors in-
cluding water column depth and bottom sediments must be
incorporated in the estimation process to ensure accurate in-
version. The resulting computational load of matched-field
inversion is often substantial.

In order to circumvent the need for multiple replica field
calculation, necessary to properly manage the information
uncertainties just outlined, attempts have been made to sim-
plify modeling. Two such simplifications are inversion using
distinct arrivals12–18 and linearization.6,19,20,15–18,21,22 Linear-
ized inversion comparing direct path arrival times at spatially
separated phones was demonstrated in Refs. 15–17 with ex-
cellent results in array element localization; bottom reflected
paths were used for array element localization in Ref. 18 for
a known �range dependent� bathymetry and known sound
speed. While linearization for acoustic inversion using ar-
rival times does simplify the computational task, it does so at
the cost of requiring identification of the nature of each ar-
rival observed in the ocean impulse response: how many
bounces, if any, each path has gone through and with which
interfaces it has interacted. Such identification is not always
straightforward, especially when only limited prior informa-
tion is available on the propagation environment. We propose
a method tailored specifically to this challenge.

In Ref. 1, a GS-MAP method was developed for arrival
identification. The method produced excellent arrival time
and amplitude estimates with synthetic data and did not suf-
fer from instabilities or convergence to local extrema. In this
paper, a modified GS-MAP method with improved efficiency
is employed for arrival time estimation of three paths �direct,
surface, and first bottom bounce� from time series recorded
during the Haro Strait experiment. The relationship between
arrival times and unknown source location parameters anda�Electronic mail: michalop@njit.edu
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bottom depth is linearized using the GS-MAP time estimates
as measured arrival times, yielding a simple-to-solve local-
ization problem.

In essence, the presented method combines time delay
estimation and linearization to build a model-based time-
delay algorithm, which compares arrival time estimates of
the aforementioned paths to theoretically predicted arrival
times for paths of the same nature. The latter arrival times,
which are also referred to here as replica arrival times, are
generated using geometry ignoring refraction because of the
simplicity of the water-column sound speed profile in the
Haro Strait. Accurate results were readily obtained.

The structure of this paper is as follows: Section II pro-
vides a brief presentation of the GS-MAP method of Ref. 1,
which we have modified for faster arrival time estimation.
Section III presents the approximating linear system linking
arrival time estimates to source and receiver location and
water column depth. Section IV presents and discusses re-
sults from the application of the combined GS-MAP and
linearization algorithm to Haro Strait data. Section V sum-
marizes the work and presents conclusions.

II. GIBBS SAMPLING FOR TIME DELAY ESTIMATION

As explained in Ref. 1, estimates of time delays and
amplitudes �as well as variance of the noise corrupting the
signal� are obtained through maximization of the posterior
distribution of the unknown parameters given the observed
signal r�n� and a Gaussian model for the noise; r�n� is writ-
ten as

r�n� = �
i=1

M

ais�n − ni� + w�n� , �1�

where n=1,… ,N �N is the number of samples of the re-
ceived signal�, s�n� is the transmitted waveform, ai is the
amplitude of the ith path, and ni is the arrival time of the
ith path. Quantity w�n� is additive, white normally distrib-
uted noise with zero mean and variance �2. It is assumed
that the number of arrivals is known. The amplitudes are
real numbers �positive or negative, the sign indicating po-
larity of the arrivals�. The assumption of lack of disper-
sion, implicit in the distortionless arrivals of Eq. �1�, is
often reasonable for propagation at frequencies above a
few hundred hertz.

For the amplitudes we consider uniform, noninforma-
tive, improper prior distributions:23

p�ai� = 1, − � � ai � �, i = 1,…,M . �2�

We set uniform priors for the delays:

p�ni� =
1

N
, 1 � ni � N, i = 1,…,M . �3�

For variance �2, the noninformative prior

p��2� =
1

�2 , �4�

was selected.1,24

A uniform prior distribution is selected for M, the num-
ber of arrivals present in the time series:

p�M� =
1

M2 − M1 + 1
, �5�

where M1 and M2 are the lowest and highest values, respec-
tively, that M can take.

Taking into account the Gaussian model for the data and
the above-mentioned prior distributions, we can write the
posterior probability distribution function of all amplitudes
and delays �ai and ni for i=1,… ,M�, variance �2, and num-
ber of arrivals M as follows:

p�n1,n2,…,nM,a1,a2,…,aM,�2,M�r�t��

= K
1

�M2 − M1 + 1�
1

NM

1

��2��N�N+2

� exp�−
1

2�2 �
n=1

N

�r�n� − �
i=1

M

ais�n − ni��2	 . �6�

Quantity K is a constant ensuring correct scaling of the prob-
ability distribution.

MAP estimates of all unknowns can be obtained through
the maximization of Eq. �6�, not a trivial task for a high-
dimensional search space. In Ref. 1 a Gibbs sampler was
implemented for optimizing the search, drawing samples
from the conditional distributions of each parameter given all
other parameters and the data. The proposed method was
shown to produce excellent results for amplitudes and de-
lays. For the estimation of the number of arrivals, M, the
method was applied to the received time series for several
values of M. The Schwartz-Rissanen criterion was then used
to select an estimate for M;25 time-delay, amplitude, and
variance estimates from the Gibbs sampler run correspond-
ing to the selected value for M were then identified.

Although the process was successful, it required running
the Gibbs sampler for several values for M. Here, we modi-
fied the processor, so that M is included in the sampling
process, thus improving the efficiency of the procedure. The
conditional posterior probability distribution of M given all
other parameters and the data is obtained; then values for M
are sampled from this conditional distribution in every Gibbs
sampling iteration as was done for all other parameters.

III. THE LINEAR SYSTEM

The arrival time of the direct, first surface reflected, and
first bottom reflected ray path depends on the geometry and
environmental parameters of the underwater problem of in-
terest: source range r, source depth zs, receiving phone
depths zr, bottom �water column� depth D, sound speed pro-
file c�z� in water, and the source instant ts. For the Haro
Strait experiment, sound speed is a known, depth-
independent quantity: c�z�=c=1482.5 m/s. Formally, a re-
ceived arrival time �assuming no noise in the measurements�
can be written as
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tr = t�r,zs,zr,D� + ts, �7�

where t�·� represents the ray travel time. Now we equate this
functional expression for arrival time to the estimate ob-
tained with the GS-MAP processor of Sec. II: t�r ,zs ,zr ,D�
=n / fs, where n is a time delay estimate obtained with the
Gibbs sampler and fs is the sampling frequency for the re-
ceived data.

The transmitted signals travel in the ocean and are re-
ceived at multiple hydrophones. For the SW and NE arrays
of the Haro Strait experiment measurements at 16 hydro-
phones �L=16� are available; only 12 hydrophones were op-
erational �L=12� for the NW array. For an array with L hy-
drophones, if three characteristic ray paths �direct, first
surface bounce, first bottom bounce� are employed, there
will be a total of 3L arrival time measurements �data� which
depend on 2L+3 parameters �two spatial variables for each
hydrophone, source depth, bottom depth, and source instant�.
These measurements can be described as

tr = f�q� , �8�

where tr is the vector of measured �estimated� travel times; f
represents the forward method, or acoustic model, that re-
lates travel times to the unknown parameters; q represents
the vector of these parameters:

q = �r1r2…rLzszr1zr2…zrLDts�T. �9�

For the acoustic inverse problem, vector q is estimated
using the measured data and forward model f. The inverse
process is nonlinear, tractable only with considerable compu-
tational effort; linearizing the problem locally may lead to
accurate solutions with vastly reduced effort. A linear ap-
proximation to Eq. �8� can be obtained as15,21,22

tr = t0 + J�q − q0� , �10�

where t0 is a vector of arrival times calculated for initial
conditions q0 for q and J is the Jacobian matrix which con-
tains time derivatives with respect to each of the unknown
parameters along specific paths. By introducing �t= tr
− f�q0�= tr− t0 and �q=q−q0, Eq. �10� yields

J�q = �t . �11�

Alternatively, one can write

Jq = tr. �12�

Equations �11� and �12� reflect a linear relationship be-
tween arrival times and parameters q. Both equations typi-
cally lead to overdetermined systems that can be solved us-
ing least squares, several iterations being necessary for
convergence of the method. Although the two equations look
very similar, choosing the one over the other could lead to
slightly different results �depending on the nullspace of J�;
results from the system of Eq. �11� are more sensitive to the
particular choice of initial conditions than results from Eq.
�12�.26 It is therefore preferable to work with Eq. �12� which
is also more flexible than Eq. �11� and can be refined to give
more accurate results, as will be shown in the following. �In
our case, matrix J is full-rank and Eqs. �11� and �12� would
give identical results.�

Solving the system of Eq. �12� requires computation of
the entries of matrix J. These are arrival time derivatives
with respect to the unknown parameters. For the Haro Strait
data, the isovelocity profile of the water column makes these
calculations very simple, since refraction does not need to be
accounted for. Using simple geometry, one can write

tdi = ts +
�ri

2 + �zs − zri�2

c
, �13�

tsi = ts +
�ri

2 + �zs + zri�2

c
, �14�

tbi = ts +
�ri

2 + �2D − zs − zri�2

c
, �15�

where tdi, tsi, and tbi are the arrival times for the direct path,
first surface, and first bottom bounce at the ith receiver,
respectively �i=1,… ,L�; ri is the distance between source
and the ith receiver, and zri is the depth of the ith phone.

Time derivatives with respect to range ri, source depth
zs, receiver depth zri, bottom depth D, and ts can be calcu-
lated in a straightforward manner from Eqs. �13�–�15�.

As previously mentioned, overdetermined systems of the
form of Eq. �12� are often solved with least squares. The
least-squares method solves an inverse problem by finding
parameter values that minimize the Euclidean distance
� j=1

3L �J jxq− trj�2, where J jx is the jth row of J, and trj is the
jth element of measured arrival times tr. Parameter values
that maximize the likelihood function formulated under the
Gaussian assumption are also those that minimize the error
in a least-squares sense for a linear model.21,22 The assump-
tion of Gaussian statistics is reasonable in our case, because
arrival times are typically modeled with zero mean Gaussian
distributions with a standard deviation 	 of a few hundred
microseconds to a few millseconds. It should be noted that
variance 	2 is different than �2; 	2 is the variance of the
estimates of arrival times, whereas �2 is the variance of the
noise that had been added to the received sequence.

The least-squares solution of Eq. �12� is

q = �JTJ�−1JTtr. �16�

In the above-given formulation, the assumption is that uncer-
tainty variance 	2 is the same in all arrival times.

If matrix JTJ is not singular, its inverse can be obtained
and q can be easily calculated. Setting heavily correlated
parameters �as source and receiver depths� as unknown,
however, results in stability problems in the solutions of the
system caused by the ill-conditioned JTJ matrix; even tiny
noise levels in the data can generate highly oscillating and
unreliable estimates. Remedying the problem involves stabi-
lization of the ill-conditioned matrix which can be done
through singular value decomposition and truncation �trun-
cating singular values below a threshold� or diagonal load-
ing, to name the two most popular approaches. More el-
egantly and meaningfully, the problem can be regularized to
incorporate prior knowledge on the unknowns as done in
Refs. 26 and 15–18.
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Regularization makes use of the system formulation of
Eq. �12� and minimizes a new objective function g�q�, where
g is a combination of misfit between true data and predicted
data with the chosen forward model and the error between
parameter values and prior knowledge on those. Function g
can be written as

g�q� = 
G�Jq − tr�
2 + 
2
H�q − qp�
2, �17�

where H is the regularization weighting matrix, including
uncertainties on those parameters with available a priori in-
formation, and qp is the vector containing prior information
of the components of vector q. Assuming that the error in the
measured data �arrival times� follows a zero mean Gaussian
distribution with standard deviation 	i , G is a diagonal ma-
trix defined as

G = diag�1/	1,1/	2,…,1/	3L� . �18�

�In our case, we assume that 	1=	2=…=	3L.�
The regularized solution is obtained as27,15

q = �JTGTGJ + 
2HTH�−1�JTGTGtr + 
2HTHqp� . �19�

Parameter 
2 is a Lagrange multiplier. Quantity 
2HTH
of Eq. �19� stabilizes and “smooths” the inversion solution
by removing the ambiguities of the unregularized inverse
problem,27,26,22 resolving the instability induced by the ill-
conditioned matrix JTJ previously mentioned. Determination
of an “optimal” value for 
2 is a point of active research and
it really depends on the specific estimation problem. Large
values of 
2 place a large weight on prior information; small
values for 
2 place the weight on the data-model mismatch.
In Ref. 15, 
2 is selected by applying the discrepancy
principle;27 that is, by conducting a search for a value of 
2

that will make a �2 statistic �defined in the following� obtain
or approach its expected value of 3L− �2L+3� �number of
available arrival times minus the number of unknowns�:

�2 = 3L − �2L + 3� . �20�

Here �2 is defined as

�2 = 
G�f�q� − tr�
2, �21�

where tr is the measured data, vector f is the forward model
�simple geometric equations relating time to unknowns�, and

FIG. 1. Time series recorded at the NW array
�NW024�.
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q is the vector of estimates of model parameters. We eschew
the discrepancy principle in favor of a different criterion, the
L curve, for choosing 
2 which we believe is more suitable
to our problem. The L curve is the plot of 
H�q−qp�
2 vs

G�f�q�− tr�
2 �the �2 quantity of Eq. �21�� for solutions of
Eq. �19� for different values of 
2; it thus reveals the trade-
off between regularization error and model-data fit.

The L curve takes its name from its shape. which re-
sembles a letter L. The value of 
2 corresponding to the
corner of the L curve balances the two errors, �2 and squared
weighted difference between the solution and prior informa-
tion. This is the value of 
2 that is often selected in regular-
ization; the value is typically smaller than the 
2 required to
achieve �2=3L− �2L+3�. There have been many efforts to

FIG. 2. Extracted arrival times from
the received time series at the NW ar-
ray �NW024�.

FIG. 3. The L curve for time-series
NW024.
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further refine the choice of 
2. To keep a low bound on the
estimation error, it has been recommended in Ref. 28 to se-
lect a value of 
2 leading to a point on the L curve slightly to
the right of the corner. We follow that recommendation
herein.

In inversion, the choice of 
2 is largely dictated by the
specific problem and the degree of belief in the validity of
the prior information. For example, in well controlled situa-
tions where many of the parameters are known within tight
intervals, the best choice of 
2 might be a value that keeps
the deviation from the prior information as small as possible,
placing more weight on that error than on the �2 error com-
ponent. This choice leads to an 
2 that corresponds to an
L-curve point more to the right of the corner than the one we
select �such as the one resulting in the �2 quantity of Eq.
�21��. Treating our problem as a source localization problem
with a large degree of uncertainty �and also not knowing
explicitly arrival time noise variance�, we eschew this selec-
tion process, placing less weight on the prior information.

There are various methods for the formulation of regu-
larization matrix H based on different a priori information.
Here, H is selected as in Ref. 15:

H = diag�1/�1,1/�2,…,1/�2L+3� , �22�

where �i represents the uncertainty or “spread” for the ith
parameter. For those parameters without a priori informa-
tion, the corresponding term in H is set to zero, the obvious
implication being that, if there is no prior information on any
of the parameters, matrix H would be the 0 matrix and the
problem would revert to simple least squares with its atten-
dant solution instabilities.

IV. INVERSION WITH THE HARO STRAIT DATA

The Haro Strait experiment was conducted in the Sum-
mer of 1996 at Haro Strait, east of South Vancouver
Island.2,14,13 The experiment involved several broadband
sources and three vertical line arrays �VLAs�. The broadband
sources were light bulb shots with frequency content be-
tween 100 and 800 Hz. The underwater sound speed profile
was roughly independent of depth with a value of approxi-
mately 1482.5 m/s. The bathymetry of the site was range
dependent; depth varied between 150 and 230 m. The three
VLAs �denoted as NW, SW, and NE� consisted of 16 hydro-
phones roughly located between 50 and 150 m �only 12 hy-
drophones were operational for the NW VLA�. The sampling
rate was 1750 Hz.

We applied the combination of the two methods, Gibbs
sampling for time delay estimation and linearization using
the time delay estimates, to several sets of received data from
the Haro Strait experiment. Once the Gibbs sampler was run
on the data, we selected the first three arrivals that consis-
tently appeared in the time series received at the VLAs and
formed measurements for the direct path and first surface and
bottom bounce arrivals to be used for the inversion. The
noise variance required for the formulation of matrix G in
Eqs. �19� and �21� was unknown. Observing that from dif-
ferent applications of the Gibbs sampler to the same data, we

TABLE I. Source location and water column depth for NW024.

Parameter Estimate Reference

r1�m� 509.0 512.9
zs�m� 60.7 70.0
D�m� 201.7 200.0

FIG. 4. Source-receiver ranges and
phone depths for time-series NW024.
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sometimes obtained differences of one to two samples
�0.0011 s� in the estimated arrival times, we selected 	
=0.001 s.

One set of the time series that we processed for the NW
array �NW024� is shown in Fig. 1. Figure 2 shows the first
three arrival time estimates for those time series.

The linear system for source location and bottom depth
estimation for NW024 was constructed with prior values of 1
km for all horizontal distances between source and phones,
20 m for the source depth, and 200 m for the water column
depth. The receiver depths were set at the reference depths
available for the NW VLA. Prior knowledge �although avail-
able� was not provided to the algorithm for the ranges,
source depth, or source instant. Uncertainty of the water col-
umn depth was taken to be ±20 m around 200; uncertainty
for the phone depths was ±5 m around the reference values.

Figure 3 shows the L curve for inversion using this data
set �since G is not accurately known here, we plot 
H�q
−qp�
2 vs 
�f�q�− tr�
2�. The arrow indicates the L-curve
point that is taken as our “balance” between regularization
error and misfit; the value of 
2 corresponding to that point
was 30.5. Table I shows reference values for source range,
depth, and water column depth for that case as well as the
estimates obtained here. Range and water column depth es-
timates are very close to the reference values; the source
depth estimate is roughly 9 m away from its reference value.

Phone-source ranges and phone depths are shown in Fig. 4.
The array shape as seen from the NW024 source was esti-
mated in Ref. 13. Our results are plotted along with the re-
sults of Ref. 13 and the match is very good. The array shape
obtained with our approach matched very closely that of Ref.
13; an offset of less than 10 m is observed in range between
reference measurements and estimates.

It should be noted that reference values used in our
tables were calculated by translating latitude and longitude
coordinates of sources and receivers into distance. Depend-
ing on the algorithm used for the conversion, slightly differ-
ent reference values could be obtained.

Source location and bottom depth estimates were next
obtained for data received at the SW VLA for shot 32. Re-
sults, presented in Table II, show excellent agreement with
the reference values for the data. The water depth for this
case changed with range between source and receiver. It was
close to 210 m for the array location and to 180 m at the
source. The value of 180 m was selected both as initial con-
dition for the depth and as prior information. The initial val-
ues for source range and depth were 1 km and 20 m, respec-
tively. Using the L curve, 
2 was selected to be 25.

The results of Table II are also corroborated by the es-
timates of Table III for case SW029. Source 029 lay approxi-
mately on the line segment connecting source 032 and the
SW array; it was located closer to the array than source 032.

TABLE II. Source location and water column depth for SW032.

Parameter Estimate Reference

r1�m� 1332.2 1348.9
zs�m� 50.5 50.0
D�m� 195.1 190.0

TABLE III. Source location and water column depth for SW029.

Parameter Estimate Reference

r1�m� 865.8 894.7
zs�m� 77.0 70.0
D�m� 202.0 190.0

FIG. 5. Source-receiver ranges and
phone depths for time-series SW032
and SW029.

2930 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Z.-H. Michalopoulou and X. Ma: Source localization in the Haro Strait



This is exactly what comparison of the two sets of results
reveals. Also a bathymetric map of the region shows that the
water was slightly deeper at source 029 than at source 032;
again the results demonstrate this relationship.

Figure 5 shows estimates of phone depths and ranges for
the two cases SW029 and SW032. Because both sources lie
on the same line segment that connects them to the SW
VLA, we expect the array shape “seen” from both sites to be
the same; indeed, the two array shapes are very similar.

We selected case SW032 to illustrate the effect of mul-
tiplier 
2. Figure 6 shows the L curve for that case. Arrows
indicate which values of 
2 correspond to points on the
curve. We selected 
2=35 for our problem following the
recommendation of finding the corner of the curve and mov-
ing a little to the right. An 
2 of 10 would put less weight on
the prior information leading to a point on the curve to the
left of the corner �small �2 error but large deviation for prior
information�. A value of 60 for 
2 weighs prior information
more heavily resulting in a smaller deviation from prior and
larger �2 error. The inversion results from different values of

2 are shown in Table IV.

As can be seen from Table IV, the estimation process for

2=60 attempts to match the prior value of 180 for the bot-
tom depth and adjusts the other parameters accordingly. For

2=10 and 
2=35 �Table II� the value of 180 for the depth is
not too restrictive and the process converges to parameter
values that give a good data-model fit.

Table V contains inversion results for case NE020; the
corresponding L curve is shown in Fig. 7. This case is prob-
ably the most challenging studied in this paper because �i�
the two first arrivals for several of the receivers almost co-
incide and are difficult to identify and �ii� the bathymetry
between the NE array and source 020 is highly variable.
Using previously selected initial conditions for range and
source depth and 190 m for water depth �as an average
value�, we obtained reasonable estimates for all parameters.
The assumption of range independence inherent in our cal-
culations can easily explain the difference in range between
reference value and estimate.

V. CONCLUSIONS

In this paper an inversion method was developed for
source and hydrophone localization of a real broadband
source in a shallow water environment; bottom depth was
estimated as well. The method produces estimates through a

FIG. 6. The L curve for time-series
SW032.

TABLE IV. Source location and water column depth for SW032 for 
2

=10 and 
2=60.


2 Parameter Estimate Reference

10 r1�m� 1389.9 1348.9
10 zs�m� 53.5 50.0
10 D�m� 199.2 190.0
60 r1�m� 1296.2 1348.9
60 zs�m� 48.7 50.0
60 D�m� 192.6 190.0

TABLE V. Source location and water column depth for NE020.

Parameter Estimated Reference

r1�m� 2921.5 2740.0
zs�m� 66.1 70.0
D�m� 189.9 150.0–230.0
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two stage procedure: �i� Gibbs sampling-maximum a poste-
riori estimation of arrival times and �ii� a matching process
between estimated and replica arrival times of different ray
paths exploiting a linear approximation. The linear system
employs derivatives of time with respect to the unknown
parameters and is solved using regularization.

The method, requiring limited prior knowledge on bot-
tom depth and receiving element locations, consistently gave
reliable source localization results with real data from the
Haro Strait primer experiment. The process was also effi-
cient. Although a computational load was associated with the
first stage of the procedure �time delay estimation and path
identification�, the actual source localization process �second
stage� has minimal computational requirements in contrast to
full-field matching methods.

As the method requires identification of the direct path
and first surface and bottom reflections, it is appropriate for
problems in which the three distinct paths can be detected.
Short-range problems, including the Haro Strait primer ex-
periment studied, are natural candidates. More generally, the
path identification requirement provides an immediate indi-
cation of viability: if, for a given data set, path identification
is not sufficiently feasible �and some diagnostic uncertainty
criteria need to be developed here�, then alternative, more
demanding techniques will be required for accurate source
localization.
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A method is presented for passive localization of impulsive acoustic sources in a stratified ocean by
measuring relative times of direct and surface-reflected arrivals at two hydrophones. The proposed
method is based on ray theory and takes into account the effects of refraction on the geometry of
acoustic paths �ray bending� and travel times, generalizing previous approaches based on the
homogeneous-ocean assumption �straight-line localization�. If the hydrophone depths are known,
then the source depth and distance from each hydrophone can be estimated from the three
differential arrival times. If in addition the hydrophone separation is known, the bearing of the
source can be estimated as well. Apart from the effects on ray geometry and travel times,
stratification affects localization by introducing shadow zones and caustics. For source locations in
the neighborhood of caustics, the localization problem accepts two solutions, one of which is the
true source location and the other one which is an artifact �ghost solution�. This ambiguity can be
resolved in the case of tracking moving sources since as the source moves away from the caustic
only the track corresponding to the true source position will be continued. The present method has
been developed primarily for monitoring the dive behavior of sperm whales producing acoustic
clicks, yet it is general and can be applied for the localization and tracking of any kind of impulsive
acoustic source in the ocean. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2041267�

PACS number�s�: 43.30.Wi, 43.60.Jn, 43.30.Cq, 43.30.Sf �AIT� Pages: 2934–2943

I. INTRODUCTION

This work addresses passive localization of impulsive
acoustic sources in a stratified ocean environment based on
the measurement of differential arrival times of direct and
surface-reflected receptions at a pair of hydrophones and tak-
ing into account the effects of refraction on ray geometry
�ray bending� and travel times. The particular approach has
been developed for monitoring sperm whales, but it can be
applied in general for the localization and tracking of any
kind of impulsive acoustic source, either biological or man-
made, in the ocean.

Sperm whales take long dives to depths of 1000 m or
more in search of food. A single dive may last up to 90 min,
during which the animal produces long series of pulsed
sounds �regular clicks� with interclick intervals �ICI� be-
tween 0.5 and 2 s.1,2 Each click is composed by a series of
uniformly spaced pulses of 1–2-ms duration and rapidly de-
caying amplitude, corresponding to successive internal re-
flections of a primary pulse in the head of the animal.3,4

Regular clicks of sperm whales are broadband signals
with frequency bandwidth extending from �300 Hz to
�30 kHz. According to recent studies,5 their high-frequency
part �3–30 kHz� is characterized by high directionality
whereas the remaining low-frequency part ��3 kHz� is
nearly omni-directional. In this connection, regular clicks

have the potential both for echolocation �high directionality�
and communication �omni-directionality� at the same time.

The localization and tracking of whales during dives is
essential for mitigation operations and behavioral studies, as
well as for the quantitative description of a number of char-
acteristics of the produced sounds such as source level and
directionality. Animal localization can be carried out either
by passive acoustic techniques based on the analysis of
clicks received at a hydrophone array,6,7 or by active meth-
ods including the use of active sonar8 and tagging,9–11 or by
a combination of the above.12,13 Passive monitoring is the
most discreet observing method, provided that the animal of
interest is acoustically active. It can be implemented at dif-
ferent levels of sophistication, from a single hydrophone for
simple recording of sounds to complicated array configura-
tions for localization based on the measurement of differen-
tial arrival times.6,7,14–16 In some cases even a single hydro-
phone can be used for localization by exploiting the
reflections from the sea surface and bottom.17

A simple array configuration commonly used for marine
mammal observation involves two hydrophones; estimates
for the animal’s bearing can be obtained by measuring the
time difference of the direct arrivals at the two
hydrophones.6,18,19 By exploiting both direct and surface-
reflected arrivals at a pair of hydrophones, three-dimensional
localization can be achieved, subject to left-right ambiguity,
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as shown in the case of a homogeneous ocean �straight-line
localization�.20,21 The localization accuracy in that case in-
creases with increasing depth and horizontal separation of
the hydrophones. The errors in distance estimation are largest
when the source �vocalizing animal� is close to the sea sur-
face or lies at the broadside of the hydrophone array, i.e.,
right below or at the side of the two hydrophones, and in-
crease with distance. In contrast, the errors in bearing esti-
mation are largest for source locations close to the vertical
hydrophone plane, where the errors in distance estimation
are smallest.

Localization errors are the cumulative result of measure-
ment and modeling errors. Measurement errors are caused by
uncertainties in measuring hydrophone positions and differ-
ential arrival times. Modeling errors are due to simplifica-
tions imposed by the theoretical propagation model used,
such as the assumption of a flat sea surface or the absence of
refraction effects. Surface roughness, associated with gravity
waves at the sea surface, causes fluctuations in the travel
times of surface-reflected arrivals22,23 and thus introduces
variability to the localization results. The refraction effects,
on the other hand, can be neglected in case of near-uniform
sound-speed distribution �nearly constant sound speed in the
water column� or in the case of moderate nonuniformity but
small source-receiver distances �less than 1 km�. In cases of
strongly nonuniform sound-speed distribution, such as in the
Mediterranean Sea in summer, it is shown here that the omis-
sion of refraction effects can lead to significant errors even
for short rages. An approximate expression for the travel-
time error arising from the straight-line assumption in the
case of a linear sound-speed profile was derived by Spies-
berger and Firstrup.24,25 In a first attempt to take into account
refraction effects in localization with two hydrophones, the
assumption was made that the wave fronts corresponding to
the direct arrivals at the two hydrophones are parallel to each
other �same assumption for the surface-reflected arrivals�.20

This assumption is justified only in the case of very small
hydrophone separations, which in turn limits the applicabil-
ity to very short ranges, for which the ray bending effects are
not significant anyway.

The present work addresses passive localization of an
impulsive source in a general stratified ocean environment,
with known sound-speed profile, by measuring the differen-
tial arrival times of direct and surface-reflected arrivals at
two hydrophones of arbitrary separation. The method is free
from the above parallelism assumption and thus applies for
any separation between the hydrophones, enabling localiza-
tion at longer ranges, up to several kilometers. If the hydro-
phone depths are known, then the three differential arrival
times—resulting from the direct and surface-reflected arriv-
als at the two hydrophones—can be used for the estimation
of range �horizontal distance from each hydrophone� and
depth of the target source. If, in addition, the horizontal dis-
tance of the two hydrophones is known, then the azimuth
angle �bearing� of the target source can also be estimated
�with left-right ambiguity�. These findings generalize previ-
ous results obtained under the homogeneous-ocean
assumption.20,21

Acoustic propagation in a stratified ocean is character-
ized in general by the presence of shadow zones, caustics
and multipath, such that—depending on the source
location—there may be no acoustic paths from the source to
the hydrophones or multiple acoustic paths, i.e., multiple ar-
rivals with nearby arrival times, especially in the neighbor-
hood of caustics. The present approach assumes that there
are two acoustic paths from the source to each hydrophone, a
direct and a surface reflected one, which is the more usual
case. The exploitation of additional arrivals, due to multipath
or bottom reflections, is associated with a more difficult
identification problem and is not addressed here. Bottom-
reflected arrivals are often not available and, even if they are
present, they are difficult to detect since they are weaker and
more spread in time depending on the geometry and compo-
sition of the sea bed. On the other hand, surface-reflected
arrivals of sperm whale clicks are recorded 90% of the time
when the animals are less than 2 km away from the hydro-
phones, and even when the ocean surface is agitated.21

The contents of this work are organized as follows: Sec-
tion II introduces basic ray-theoretic notions. Section III de-
scribes the localization method for a general stratified ocean
environment using differential times of direct and surface-
reflected arrivals at two arbitrarily positioned hydrophones.
Section IV presents some numerical results for localization
�range and depth estimation� in a synthetic strongly stratified
ocean environment resembling Mediterranean conditions in
summer, including localization errors due to uncertainties in
the measurements of hydrophones depths and differential ar-
rival times as well as due to sea-surface roughness. Finally,
Sec. V contains a discussion and summarizes the main con-
clusions of this work.

II. RAY TRACING

In the context of ray theory �high-frequency asymptotic
approximation to the acoustic field�,26 the geometry of
propagation paths �acoustic rays� in a stratified ocean, with
sound speed c�z� varying with depth z, is governed by Snell’s
refraction law

cos �

c
= const, �1�

where � is the grazing angle of propagation. By applying
Snell’s law the time of flight along an acoustic ray from
depth z0 to depth z can be obtained from the expression

T = �
z0

z �dz��
c�z��sin���z���

= �
z0

z �dz��

c�z���1 − c2�z��/ĉ2
, �2�

where ĉ=c0 /cos �0, �0 is the initial grazing angle, and c0

=c�z0�. Equation �2� applies under the condition that the
ray depth is a monotonous function of range. If an acous-
tic path has turning points or surface reflections, then Eq.
�2� can be used piecewise between turning/reflection
points, and thus the total travel time can be calculated.

If the sound speed varies linearly with depth, c�z�=a
−bz, where a and b are constants, the acoustic rays are cir-
cular arcs with radius depending on the initial conditions.26

In this case the travel time along a ray path from depth z0 to
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depth z1 can be calculated in closed form and the final ex-
pression in the case of a monotonous ray �in the absence of
reflection or turning points� is the following,

T = 	 1

b
ln

c0�ĉ + �ĉ2 − c1
2�

c1�ĉ + �ĉ2 − c0
2�
	 , �3�

where c0=a−bz0 and c1=a−bz1. In case there is a turning
point, the above formula has to be applied to the two mo-
notonous parts separately, and the final expression becomes

T = 	 1

b
ln

ĉ + �ĉ2 − c1
2

c1
	 + 	 1

b
ln

ĉ + �ĉ2 − c0
2

c0
	 . �4�

The contribution at the turning point in this case vanishes
since the grazing angle at the turning point is zero, and, thus,
according to Snell’s law, the sound speed ctp at the turning
point equals ĉ. In the case of piecewise linear sound-speed
profiles, ray tracing and arrival time calculation can be
carried out by following each ray as it moves through the
different water layers, characterized by constant sound-
speed gradient, and using the circular arc representation in
each layer.

Refraction causes multipath propagation. This means
that a signal emitted by an acoustic source will reach a dis-
tant receiver over a multitude of acoustic paths whose geom-
etry is governed by Snell’s law �1� and whose number in-
creases with range. For relatively short ranges �1–2 km�
multipath is mainly due to reflection of the source signal at
the sea surface. Bottom reflections are usually weaker and
more spread in time, depending on the geometry and com-
position of the sea bed, and are not considered here. Thus,
assuming deep water, a hydrophone H �at depth h� will re-
ceive the signal emitted by an acoustic source S �at depth D
and range R—horizontal distance from the hydrophone� over
a direct �d� and a surface-reflected �r� path �see Fig. 1�. The
arrival angles �grazing angles� of the direct and surface-
reflected arrival are denoted by �d and �r, and the corre-
sponding source-receiver travel times by Td and Tr, respec-
tively.

The source location �range and depth� with respect to the
hydrophone H can be alternatively described as the intersec-
tion of the direct and surface-reflected rays launched from H
with launch angles �d and �r, respectively, depending also
on the hydrophone depth h and the sound-speed profile c�z�.
Thus, assuming a flat sea surface, the depth D and the range
R of the source can be written as functions of the above
quantities

R = R��d,�r;h;c� , �5�

D = D��d,�r;h;c� . �6�

In general, for a given environment �c�z�� and initial condi-
tions ��d ,�r ,h�, there are more than one intersection point.
In this case R and D are considered as the range and depth of
the first intersection, i.e., the one closest to H.

The travel times from the hydrophone to the intersection
point over the direct and the surface-reflected path, Td and
Tr, respectively, can be calculated simultaneously with the
ray tracing and can also be expressed in the form

Td = Td��d,�r;h;c� , �7�

Tr = Tr��d,�r;h;c� . �8�

Thus, for fixed hydrophone depth h and sound-speed profile
c�z�, any values of the angles �d and �r will result in an
intersection point, i.e., in particular values for R and D, and
also in particular values for the travel times Td and Tr from
the hydrophone to the intersection point over the direct and
surface reflected path.

III. RAY-THEORETIC LOCALIZATION WITH TWO
HYDROPHONES

This section describes a method for passive localization
of an impulsive acoustic source by measuring differential
travel times of direct and surface-reflected arrivals at two
hydrophones �H1 and H2� at arbitrary locations in a general
stratified environment characterized by a known sound speed
profile c�z�. Denoting the hydrophone depths by hi , i=1,2,
the corresponding range �horizontal distance� and depth of
the intersection point with respect to each hydrophone can be
written as

Ri = Ri��d,i,�r,i;hi;c�, i = 1,2, �9�

Di = Di��d,i,�r,i;hi;c�, i = 1,2. �10�

The meaning of these relations is that two rays starting at the
point Hi �depth hi� with launch angles �d,i and �r,i��d,i

��r,i� will intersect each other at a range Ri �horizontal dis-
tance from the starting point Hi� and depth Di, which will
depend on the initial conditions ��d,i ,�r,i ,hi� and c�z�. Simi-
larly, the corresponding travel times can be written in the
form

Td,i = Td,i��d,i,�r,i;hi;c�, i = 1,2, �11�

Tr,i = Tr,i��d,i,�r,i;hi;c�, i = 1,2. �12�

If the two hydrophones have a common time reference, then
the differential travel times �1r1=Tr,1−Td,1, �21=Td,2−Td,1,
and �2r2=Tr,2−Td,2 can be measured �the common time
reference is needed for obtaining �21�. The measured
quantities will be denoted in the following by the super-
script �m�. The quantities �1r1

�m�, �21
�m�, and �2r2

�m� are the input
data driving the localization. Having established the func-
tional relations �9�–�12�, through ray tracing, the equa-
tions to be solved are the following:

FIG. 1. Schematic diagram of the geometry of the direct and surface-
reflected acoustic paths connecting an acoustic source S and a hydrophone
H.
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�1r1
�m� = Tr,1��d,1,�r,1;h1;c� − Td,1��d,1,�r,1;h1;c� , �13�

�2r2
�m� = Tr,2��d,2,�r,2;h2;c� − Td,2��d,2,�r,2;h2;c� , �14�

�21
�m� = Td,2��d,2,�r,2;h2;c� − Td,1��d,1,�r,1;h1;c� . �15�

Equations �13�–�15� link the measured data �differential
travel times� on the left-hand side and model expressions,
obtained through ray tracing, on the right, stating that the
measured differential travel times have to agree with those
predicted from ray theory. Since the two intersection points
�one for each hydrophone� describe a single target, the
depths D1 and D2 must be equal:

D1��d,1,�r,1;h1;c� = D2��d,2,�r,2;h2;c� . �16�

The ranges R1 and R2 �horizontal distances from each hydro-
phone� will in general be different since the hydrophones are
at different locations. Solving the system of equations
�13�–�16� the unknown angles �d,1, �r,1, �d,2, and �r,2 can be
obtained. The horizontal distance of the target from each
hydrophone, as well as its depth, can then be obtained from
Eqs. �9� and �10�.

A method for solving Eqs. �13�–�16� is described in the
following. From Eq. �13� a relation between the angles �d,1

and �r,1 of the direct and surface-reflected rays at H1 can be
obtained: �r,1=�r,1��d,1�; the dependence on the quantities
h1, c�z�, and �1r1

�m� is omitted in the following since they are
assumed known. Substituting this relation into Eqs. �9�–�11�
for i=1, the range and depth of the intersection point with
respect to H1, as well as the corresponding travel time along
the direct propagation path, can be written as functions of
�d,1 only:

R1 = R1��d,1�, D1 = D1��d,1�, Td,1 = Td,1��d,1� . �17�

In a similar way, from Eq. �14� a relation of the form �r,2

=�r,2��d,2� can be obtained, which can be substituted into
Eqs. �9�–�11� for i=2 to obtain the range of the intersection
point with respect to H2, its depth, and the corresponding
travel time along the direct propagation path as functions of
�d,2 only:

R2 = R2��d,2�, D2 = D2��d,2�, Td,2 = Td,2��d,2� . �18�

By substitution of the relations �17� and �18� into Eqs. �15�
and �16�, the latter take the form

Td,1��d,1� + �21
�m� = Td,2��d,2� , �19�

D1��d,1� = D2��d,2� . �20�

The solution of this system can be obtained on the �Td ,D�
plane, as shown schematically in Fig. 2: The �Td,1 ,D1� pairs
resulting from the various values of �d,1 are plotted on the
�Td ,D� plane �H1 curve�. Similarly, the �Td,2 ,D2� pairs re-
sulting for the various values of �d,2 are plotted on the same
plane �H2 curve�. The H1 curve is then shifted along the Td

axis by an amount equal to the measured differential time
�21

�m�. The intersection point�s� between the shifted H1

curve and the H2 curve is the solution. The system of
equations �19� and �20� is called the characteristic system,
since its solution underlies the solution of the localization

problem. Equivalently, the solution is the root of the differ-
ence Td,2− �Td,1+�21

�m�� as a function of depth D; in this
connection, the corresponding time-depth curve is called
the characteristic curve of the localization problem.

The intersection method described above provides the
target depth D=D1=D2, the absolute travel times Td,1 and
Td,2 from the target to the two hydrophones along the direct
paths, and implicitly also the angles �d,1 and �d,2. By substi-
tuting the latter into the relations �17� and �18� for the range,
the horizontal distances R1 and R2 from the hydrophones H1

and H2, respectively, can be obtained. Thus, for known hy-
drophone depths h1, h2 and sound velocity profile c�z�, the
source depth D and ranges R1, R2 can be obtained from the
differential travel times �1r1

�m�, �21
�m�, and �2r2

�m� without needing to
know the horizontal separation � between the two hydro-
phones. This fact generalizes previous results obtained
under the homogeneous-ocean assumption �straight-line
localization�,21 and it is particularly important since hydro-
phone separation is difficult to measure.

If in addition the hydrophone separation � can be mea-
sured, then it can be combined with the calculated ranges R1

and R2 to obtain an estimate of the azimuthal angle of the
source, as shown in Fig. 3. Using the law of cosines, the
azimuthal deviation of the source from the vertical plane
defined by the two hydrophones is given by

� = arccos
�2 + R1
2 − R2

2

2�R1
� . �21�

With a two-hydrophone configuration, a left-right ambiguity
remains in the azimuthal direction, as in the homogeneous-
ocean case.

FIG. 2. Schematic diagram of the intersection method for target-depth and
travel-time estimation.

FIG. 3. Bearing estimation using two hydrophones with known separation �
�top view�. The estimation is subject to left-right ambiguity.
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IV. NUMERICAL RESULTS

This section presents some localization results in a
stratified ocean environment representing typical conditions
in the eastern Mediterranean Sea using synthetic data. Figure
4 shows a typical winter and summer sound-speed profile for
the sea area off southern Crete �Greece�, a favorable area for
the encounter of sperm whales.27 The underlying temperature
and salinity profiles have been extracted from the Mediterra-
nean Ocean Data Base �MODB�,28 whereas the sound-speed
profile has been obtained using the Chen-Millero formula.29

The main difference between the two profiles in Fig. 4 is in
the seasonal thermocline in the upper 200 m. In winter the
surface layer is mixed and thus characterized by a nearly
uniform temperature and sound-speed distribution, whereas
in summer intense warming leads to strong temperature and
sound-speed gradients. Accordingly, strong refraction is ex-
pected to take place in the surface layer in summer.

Figure 5 shows the modeling error due to refraction of
the straight-line localization approach20,21 for distance esti-
mation �slant range �=�R1

2+D2 with respect to H1�, as a
function of target �source� location on the vertical plane de-

fined by the two hydrophones, in the direction of hydrophone
H2. The errors have been calculated for the winter and sum-
mer sound-speed profiles of Fig. 4 and for two geometrical
configurations, one with 50-m and one with 100-m horizon-
tal separation � between the two hydrophones; the hydro-
phone depths in both cases are h1=25 m and h2=50 m.
For each target location the direct and surface-reflected
ray paths �eigenrays� and the corresponding travel times
�Td,1 ,Tr,1 ,Td,2 ,Tr,2� to each of the two hydrophones is calcu-
lated using ray theory, i.e., taking refraction into account, and
then the straight-line localization formula20,21

� = −
c

2

h1�21
2 + h2�1r1

2 − h1�2r1
2

h1�21 + h2�1r1 − h1�2r1
�22�

is applied for estimating the source distance from the three
differential travel times, where c is the average sound speed,
and �21=Td,2−Td,1, �1r1=Tr,1−Td,1, and �2r1=Tr,2−Td,1 are
the differential travel times based on the above ray-
theoretic results.

It is seen from Fig. 5 that the modeling errors of
straight-line localization increase significantly from winter to
summer. This is due to the intense refraction taking place
close to the surface in summer �large deviation from homo-
geneity assumption� that affects localization in the whole wa-
ter column. Since the two-hydrophone system is most sensi-
tive to errors when the source lies close to the surface or at
the broadside of the hydrophones, i.e., at the side or below
the two hydrophones,20,21 the modeling errors are largest in
those areas as well. By increasing the horizontal hydrophone
separation from 50 to 100 m, the modeling errors are re-
duced but still remain significant in summer. These errors are
eliminated by the ray-theoretic localization approach pro-
posed here.

Figure 6 shows the ray-theoretic versus straight-line lo-
calization result for a source located on the vertical hydro-
phone plane at a horizontal distance 2 km from H1 in the
direction of H2 and at a depth of 410 m in an environment
characterized by the summer sound-speed profile �Fig. 4� and
a flat sea surface. The hydrophones are considered at depths
h1=25 m and h2=50 m, and separated by �=100 m in the
horizontal. The ray-theoretic localization manages to repro-
duce the source location exactly, whereas the straight-line
approach estimates a much smaller range ��550 m� and

FIG. 4. Typical sound-speed profiles off southern Crete—South-Eastern
Mediterranean.

FIG. 5. Straight-line localization �homogeneous-ocean assumption�: model-
ing error �%� in the estimated slant distance of the target �source� from H1

due to refraction in winter/summer as a function of the source location on
the vertical hydrophone plane for two receiving configurations. The target
range �horizontal axis� is measured from H1 in the direction of H2.

FIG. 6. Ray-theoretic ��� versus straight-line ��� localization of an impul-
sive source at 2-km range and 410-m depth ��—lower right corner� using
two hydrophones ��� in summer.
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depth ��49 m�. The geometry of the direct and surface-
reflected eigenrays, connecting the source and the two hydro-
phones, resulting from the ray-theoretic localization, are also
shown on Fig. 6. A slight bending of the eigenrays, espe-
cially of the surface-reflected ones in the surface layer, is
visible. It is the deviation from straight-line propagation and
the effect of the variable sound speed on the travel-times that
causes the straight-line approach to result in a false source
location—the error in this case is in agreement with the re-
sults shown in the lower right panel in Fig. 5. No uncertain-
ties in the travel times and hydrophone depths have been
considered in this example—their effect is addressed later
on.

Figure 7 shows the characteristic curve underlying the
ray-theoretic localization in Fig. 6. This is a time-depth plot
extending in the vertical over the common depths ��20 to
�530 m� of the two geometrical loci �Td,i ,Di�, i=1,2, with
travel-time differences between direct and surface-reflected
arrivals equal to the measured time difference �1r1

�m� and �2r2
�m�

�H1 and H2 curve�, respectively—in the synthetic examples
considered here, “measured” means calculated from direct
ray tracing. The horizontal axis measures the difference be-
tween the measured relative time �21

�m� of the direct arrival
times at the two hydrophones and the corresponding theoret-
ical relative time Td,2−Td,1, for points of equal depth on the
above geometrical loci. The solution of the localization prob-
lem is the point where the difference �21

�m�− �Td,2−Td,1� is

zero. In Fig. 7 this difference changes monotonously with
depth, from −57 to +13 ms, such that there is a clear solu-
tion at 410-m depth.

Figure 8 shows another localization case with the same
hydrophone configuration as before but with the target
�source� much shallower, at a depth of 10 m, and also closer
to H1, at a range of 600 m. In this case the straight-line
localization approach results in a shorter range �460 m� and
a negative depth, i.e., the source is localized above the sea
surface, which means that the straight-line solution is re-
jected. The ray-theoretic approach manages to recover the
true source location. However, in this case there exists a
second ray-theoretic solution �ghost solution�, far away from
the true source location as shown in Fig. 9; the range of this
second estimated source location is �2200 m and the depth
�226 m. Hence, localization in this case is associated with
ambiguity. In the following, the underlying reason for this
behavior is studied.

Figure 10 shows the characteristic curve corresponding
to source range 600 m and depth 10 m. In contrast to the
previous case �Fig. 7�, the characteristic curve is no longer a
monotonous function of depth and this gives rise to two so-
lutions, one corresponding to the true source depth �10 m�
and one with a depth of �226 m. The shape of the right-
most part of the characteristic curve is similar to travel-time
patterns observed in the neighborhood of caustics.30 Figure
11 �panels on the left� shows the ray diagrams in the upper

FIG. 7. Characteristic curve �solid line� underlying the ray-theoretic local-
ization presented in Fig. 6. The solution ��� of the localization problem
corresponds to Td,1+�21

�m�−Td,2=0.

FIG. 8. Ray-theoretic ��� versus straight-line ��� localization of an impul-
sive source at 600-m range and 10-m depth ��� using two hydrophones ���
in summer.

FIG. 9. Ghost solution ��� in ray-theoretic localization of an impulsive
source at 600-m range and 10-m depth ��� using two hydrophones ��� in
summer.

FIG. 10. Characteristic curve �solid line� underlying the ray-theoretic local-
ization presented in Figs. 8 and 9. The two solutions ��� correspond to
Td,1+�21

�m�−Td,2=0.
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300 m and for ranges up to 2 km from H1 of the rays starting
at the locations of the two hydrophones. While H1 has a
regular ray diagram, a smooth caustic is formed in the case
of the deeper hydrophone H2. Surface reflections are not
shown on this figure. In the two panels on the right of Fig. 11
the ray diagrams are repeated �in gray� and superimposed on
the geometrical loci of the points with differential travel
times between direct and surface reflected arrivals equal to
the measured travel times �1r1

�m� and �2r2
�m�, respectively, and

corresponding to the true source location �range 600 m and
depth 10 m�, which is also plotted. While the geometrical
locus in the case of H1 is a smooth curve �top right panel�,
the locus in the case of H2 encounters the caustic and its
geometry is affected.

Figure 12 presents a detailed view of the geometrical
locus corresponding to H2 in the neighborhood of the
caustic—a higher ray coverage is used in this figure. As the
grazing angle at H2 decreases, the depth on the geometrical
locus increases and for a particular value of the launch angle
the locus encounters the caustic. Then as the launce angle
further decreases, the locus is set back �the depth decreases�
up to a certain point and then it moves downward again, but
with a different inclination and nearly follows the caustic.
The encounter of the caustic, the setback, and the continua-

tion with different inclination affects the travel times and
gives rise to the folding of the characteristic curve in Fig. 10,
leading to a double solution. Thus, in the presence of caus-
tics, double-valued localization solutions are expected for
source locations in their neighborhood.

Uncertainties in the hydrophone depths and differential
travel times introduce errors in the estimated source location.
In the following, some results for the errors in distance esti-
mation are shown for source locations on the vertical hydro-
phone plane. In the framework of a linear perturbation
approach,7 small changes in hydrophone depths ��h1 ,�h2�
and differential travel times ���1r1 ,��2r2 ,��21� will cause the
estimated distance � of the source S from hydrophone H1 to
change by

�� =
��

�h1
�h1 +

��

�h2
�h2 +

��

��1r1
�m���1r1 +

��

��2r2
�m���2r2

+
��

��21
�m���21. �23�

Assuming that the errors ��h1 ,�h2 ,��1r1 ,��2r2 ,��21� are un-
correlated, the variance of the error �� can be then ex-
pressed as

���2 = 
 ��

�h1
�2

��h1
2 + 
 ��

�h2
�2

��h2
2 + 
 ��

��1r1
�m��2

���1r1
2 

+ 
 ��

��2r2
�m��2

���2r2
2  + 
 ��

��21
�m��2

���21
2  . �24�

Thus, the root mean square �rms� error ��rms=����2 for
the source distance can be calculated in terms of the un-
derlying rms errors in depth and travel-time measurement.
Unlike the straight-line localization, in a ray-theoretic
framework there is no closed-form expression relating the
distance � with the parameters h1 ,h2 ,�1r1

�m� ,�2r2
�m� ,�21

�m�.
Hence, the evaluation of the partial derivatives appearing
in �24� has to be carried out numerically.

For an environment characterized by the summer sound-
speed profile �Fig. 4� and a hydrophone configuration with
h1=25 m, h2=50 m, and �=100 m, Fig. 13 shows the rms

FIG. 11. Ray diagrams for hydrophones 1 and 2 in summer along with
geometrical loci �heavy solid lines on the right panels� of points with dif-
ferential travel time between direct and surface-reflected arrivals equal to
�1r1

�m� and �2r2
�m�, respectively, corresponding to source location at 600-m range

and 10-m depth ���.

FIG. 12. Detailed view of ray diagram for hydrophone 2 �higher coverage
than in Fig. 11� in the area where the geometrical locus
�T2r−T2=�2r2

�m��—heavy line—encounters the caustic.

FIG. 13. Ray-theoretic localization: rms measurement error �%� in the esti-
mated slant distance from H1 in summer due to travel-time and hydrophone-
depth uncertainties, as a function of the source location on the vertical
hydrophone plane. The target range �horizontal axis� is measured from H1 in
the direction of H2.
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error in distance estimation, due to measurement errors �rms�
of 5 cm in hydrophone depths and 0.02 ms in differential
travel times, as a function of the source location on the ver-
tical hydrophone plane in the direction of H2. The error is
presented as a percentage of the true source distance from
H1. From this figure it is seen that the errors are largest for
source locations close to the surface and below the two hy-
drophones. When the source is close to the surface, the tem-
poral separation between direct and surface-reflected arrivals
at each hydrophone is very small and at the limit �source at
the surface� the two arrivals degenerate into one. Still, refrac-
tion causes a nonmonotonous increase of the error towards
the surface. Thus, for source range 2 km the error reaches a
maximum 50% for source depth 310 m, drops to 8% at
250 m depth, and rises again for smaller depths. Further-
more, stratification gives rise to shadow zones close to the
surface �cf. Fig. 11� for ranges larger than 1 km. When the
source lies within the shadow zones of both hydrophones
there are no arrivals and thus localization �or even detection�
is impossible. When the source lies below the hydrophones
the differential arrival time between the direct and the
surface-reflected arrivals is affected mainly by the hydro-
phone depth and hardly by the source distance—hence the
large uncertainty in distance estimation.

Besides the errors in the measurement of travel times
and hydrophone depths, the localization accuracy is also af-
fected by surface roughness associated with the presence of
propagating gravity waves at the sea surface. Surface rough-
ness causes fluctuations in the travel times of surface-
reflected arrivals22 and thus contributes to the error in differ-
ential travel times between direct and surface-reflected
arrivals. In the case of large-scale surface roughness and ho-
mogeneous medium, Godin and Fuks23 derived the following
estimate for the travel-time variance of arrivals subject to a
single reflection at the rough surface: ��Tr

2= �2� sin � /c�2,
where � is the surface roughness—rms deviation from the
unperturbed �flat� surface, � is the acoustic grazing angle at
the unperturbed surface, and c is the sound speed. This esti-
mate is of local nature �it does not depend on propagation
length� and describes a mechanism of travel-time modifica-
tion at the surface; the travel-time changes are largest in
near-vertical propagation �e.g., source below the receiver�
and smallest for propagation close to the horizontal. The
variability due to surface roughness affects the differential
travel times �1r1 and �2r2 involving the surface-reflected
arrivals—the travel-time difference �21 involves only direct
arrivals and thus it is not affected by surface roughness.

Figure 14 shows the rms error in distance estimation �%�
caused by travel-time and hydrophone-depth uncertainties
�same as considered in Fig. 13� and by surface roughness of
0.1 m rms �corresponding to wave height HS�0.3 m�. By
comparing Figs. 13 and 14 it is seen that the effects of sur-
face roughness are significant even in the case of small am-
plitude waves. A possible way to eliminate these effects is by
taking travel-time averages—for the short ranges considered
here the bias ��Tr is negligible.22,23 Nevertheless, in the case
of a moving source the size of the averaging sample should

be carefully selected, taking into consideration the pulse rep-
etition rate, the source speed, and the sought localization
accuracy.

V. DISCUSSION AND CONCLUSIONS

A simple two-hydrophone configuration can be used for
the passive localization of impulsive sources by measuring
relative travel times of direct and surface-reflected arrivals. A
major advantage of this technique, besides the simplicity of
the receiving array, is that it does not require control over the
exact location of the two hydrophones but merely the knowl-
edge of the two hydrophone depths in order to provide
source range �horizontal distance from each hydrophone� and
depth estimates. If in addition the horizontal separation of
the two hydrophones is known, then an estimate for the azi-
muthal direction �bearing� of the source can be obtained as
well subject to left-right ambiguity. A way to raise this am-
biguity is to perform two sets of measurements, by placing
the hydrophones in two different azimuthal directions, and
combine the results.

Up to the present, the two-hydrophone localization
method was developed assuming a homogeneous ocean
�straight-line localization�. This assumption limits applica-
tion to short ranges or to environments of weak stratification.
In the presence of strong stratification, such as in the Medi-
terranean Sea in summer, the effects of refraction on local-
ization are significant even for short ranges, cf. Fig. 5, and
they have to be taken into account. To address this issue, a
ray-theoretic approach was used taking into account the ef-
fects of variable sound speed on ray geometry and travel
times, and thus extending the applicability of the two-
hydrophone localization to longer ranges. The method of so-
lution presented here reduces the localization problem to a
problem of finding the root�s� of a characteristic function
�curve�. The form of the characteristic curve offers insight to
the behavior of the solution, e.g., in the neighborhood of
caustics. Further, the particular method allows for targeted
search of the source location with the same numerical accu-
racy, independently of its distance from the hydrophones.
The localization problem can also be solved by using more

FIG. 14. Ray-theoretic localization: rms measurement error �%� in the esti-
mated slant distance from H1 in summer due to sea surface roughness and
travel-time/hydrophone-depth uncertainties, as a function of the source lo-
cation on the vertical hydrophone plane. The target range �horizontal axis� is
measured from H1 in the direction of H2.
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straightforward methods based on precalculated travel times
along a set of fixed direct and surface-reflected rays launched
from the two hydrophones. These methods are in general
faster since the basic ray tracing calculations are not repeated
as long as the environment and the hydrophone depths re-
main unchanged. On the other hand, their accuracy decreases
with distance, due to the increasing spread of the rays.

The problem of the source range/depth estimation is un-
coupled from that of the bearing estimation problem. In this
connection, the examples of ray-theoretic calculation of
source range and depth given in Sec. IV for source locations
on the vertical hydrophone plane �zero azimuth� would be
identical with examples of nonzero source azimuth � and
larger hydrophone separation �, according to Eq. �21�. Al-
though the source range and depth are estimated indepen-
dently of the source azimuth, their errors depend on the azi-
muthal direction, as in the homogeneous-ocean case.20,21

Some indicative results for the error in distance estimation
caused by hydrophone-depth and travel-time uncertainties as
well as by surface roughness were presented here in the case
of zero azimuth. A further source of errors is associated with
uncertainties in the sound-speed profile; this type of uncer-
tainty was not considered here assuming a perfectly known
ocean environment.

Besides the direct influence of refraction on localization,
due to ray bending and travel-time effects, there are further
consequences of stratification such as shadow zones, caus-
tics, and multipath. If the source lies in the shadow zone of
the two hydrophones, then there is no reception and accord-
ingly the source cannot be localized or even detected. If the
source is received by one hydrophone only, then it has to be
in the shadow zone of the other hydrophone. Although no
precise localization can be performed in that case, still some
indication about the source location can be obtained by con-
sidering the intersection of the shadow zone of the nonre-
ceiving hydrophone with the geometrical locus of points
with fixed �measured� differential travel time between direct
and surface-reflected arrivals at the receiving hydrophone. In
the neighborhood of surface shadow zones caused by down-
ward refraction, the localization problem becomes increas-
ingly indefinite since the difference between the refracted
and the surface-reflected paths becomes smaller.

As far as multipath is concerned, the present approach
assumes that there exist only two acoustic paths from the
source to each hydrophone, a direct and a surface-reflected
one, which is the usual case for relatively short ranges, up to
a couple of kilometers. For longer ranges in the presence of
stratification/refraction there will be in general multiple di-
rect paths from the source to each hydrophone leading to
additional direct arrivals that can be exploited for solving the
localization problem. On the other hand, for source locations
in the neighborhood of caustics there are multiple direct
acoustic paths even for short ranges. Nevertheless, the differ-
ence in travel times along such paths is very small �of the
order of 0.1 ms in the cases considered� such that the corre-
sponding multiple arrivals cannot be resolved—the major ef-
fect in this case will be an increased error in arrival-time
estimation.

A further consequence of caustics is the existence of
double solutions for source locations in the neighborhood of
the caustics. One of the two solutions corresponds to the true
source location while the other one is an artifact �ghost so-
lution�. Accordingly the localization of sources in the neigh-
borhood of caustics is associated with ambiguity. However,
in environments such as the Mediterranean in summer, where
the minimum of the sound speed �channel axis� is at rela-
tively small depths ��100 m�, and for practical hydrophone
depths �less than 100 m� and ranges �up to a couple of kilo-
meters�, the caustics—if present—are expected to be formed
near the surface, up to depths of 200–300 m. Thus, they
pose no problem for localization at larger depths of interest
for marine-mammal observation. In deep-ocean environ-
ments with channel axis at large depths ��1000 m� the caus-
tics are expected to be formed at larger distances,31 hence
they do not enter the localization picture.

A similar double-solution behavior in the presence/
neighborhood of caustics has been encountered in seismic
imaging problems;32,33 the solution ambiguity in that case is
resolved by using multiple excitation sources. For passive
localization under the conditions described above, the double
solutions—if present—are likely to be for source locations
close to the surface. In the case of monitoring diving whales,
the double-solution ambiguity can be resolved by the diving
tracks themselves, since after a particular depth only one of
the two solutions will be continued.

In the case of multiple sources the arrivals from each
individual source have to be identified prior to localization.
This can be done by comparing the bearings estimated from
the differential arrival times at the two hydrophones or by
studying the time difference between consecutive arrivals at
each single hydrophone.21
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Localization of multiple acoustic sources in the shallow ocean
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An iterative, rotated coordinates inversion technique is applied in conjunction with spatial
narrowband filters in matrix form to localize multiple acoustic sources in the shallow ocean. When
the iterative, rotated coordinates inversion technique is applied to broadband horizontal line array
data designed to simulate a group of moving ships, the bearing of the loudest source is quickly
identified. Both passband and stop band matrix filters are constructed for an angular sector centered
on the identified bearing. Data filtered with the passband filters are used in the inversion to obtain
estimates of the remaining source parameters, range, depth, course angle and speed, and prominent
environmental parameters. Additional inversions applied to data modified by the stop band filters
yield the bearing of the next loudest source. The procedure is repeated until all detectable sources
have been localized. Results of applying this strategy to several simulated cases are presented.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2041307�
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I. INTRODUCTION

A central goal in many areas of underwater acoustics
research is the localization of acoustic sources. Traditionally,
the first task is to identify the number of sources and their
bearings. Next, the ranges from the receiver array to the
sources are estimated. In contrast, the goals of the present
work are to find the locations and trajectories of multiple
acoustic source without a priori knowledge of the number of
sources present by applying an optimization algorithm1,2 and
narrowband matrix filters3 to broadband horizontal line array
�HLA� data.

Identification of the bearing of an acoustic source can be
accomplished with many techniques. A large number of these
methods are based on beamforming, in which the responses
of the array for sound received from multiple bearing angles,
referred to as look-directions, are compared to plane-wave
replica vectors: the response expected on the array for a
plane-wave arrival from a source in the far-field at that bear-
ing. A detailed description of beamforming can be found in
Ref. 4. For the present, the relevant point is that while ad-
vanced beamforming techniques accurately identify source
bearings in a wide variety of cases, they must be used in
conjunction with other algorithms to obtain source ranges
and trajectories.

Another set of techniques developed for source localiza-
tion are referred to as matched field processing �MFP� algo-
rithms. In contrast to plane-wave beamforming, the array re-
sponse in each look-direction is compared, in MFP, to the
replica vectors calculated when the effects of the ocean en-
vironment on the plane-wave propagation are included.
Thus, the replica vectors depend inherently on the assumed
environmental properties. When the environment is well
known, MFP can yield good values for source locations in
bearing, range, and depth.5–7 But if the assumed environmen-

tal characteristics are incorrect, a case referred to as environ-
mental mismatch, the accuracy of MFP decreases.

To tackle the problems of environmental mismatch, a
number of match-field inversion methods,8 also known as
geoacoustic inversions, have emerged. The goal of these op-
timizations is to obtain accurate estimates for the environ-
mental properties of the shallow-ocean. References 9 and 10
contain reports of benchmark workshops in which such in-
version algorithms are applied to synthetic data for range-
independent and range-dependent environments, respec-
tively. The articles therein illustrate the wide variety of
optimizations currently in use.

A few geoacoustic optimization algorithms have been
adapted to invert for the location of a single source along
with the environmental parameters. For example, in Refs.
11–13, range and depth of the source are found along with
environmental parameters. In Ref. 1, estimates of bearing,
range, depth, course angle, and speed of a moving source, as
well as environmental characteristics, are found for broad-
band, HLA data designed to simulate a moving source. The
posteriori distributions in Ref. 11 and the rotated coordinates
in Ref. 1 confirm that the acoustic field is much more sensi-
tive to changes in the source parameters than changes in the
environmental properties, as described in Ref. 14.

Building on the work in Refs. 1 and 2, the iterative,
rotated coordinates inversion method is applied herein in
conjunction with spatial, narrowband filters in matrix form3

to synthetic, broadband, HLA data generated for multiple,
moving, acoustic sources. With no a priori knowledge about
the number of sources present, the inherently single-source
inversion quickly identifies the bearing of the strongest
source. Two kinds of narrowband matrix filters are then de-
signed about the identified angle. First, passband matrix
filters3 are constructed to isolate sound originating from an
angular sector about the source bearing and are applied to the
original data. The resulting filtered data set is used in the
inversion to obtain estimates of the source’s range, depth,
and trajectory. Second, stop band matrix filters remove sounda�Electronic mail: neilsen@arlut.utexas.edu
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corresponding to sources in an angular sector about the iden-
tified bearing. The resulting modified data are basically
equivalent to broadband, HLA data from one less source than
the original data. Application of the inversion technique to
the modified data yields the bearing of the next strongest
source. New sets of matrix filters are created, and the process
is repeated until all detectable sources have been localized.

Details and examples of applying this iterative invert-
and-filter technique are presented in this paper, which is or-
ganized as follows. Section II describes the inversion tech-
nique and the procedure for constructing the matrix filters.
The performance of the iterative invert-and-filter strategy is
demonstrated in Sec. III, for cases of two, four, and ten mov-
ing sources. Gaussian noise is added to the ten-source case.
The case of environmental mismatch is explored in Sec.
III D. Section IV contains conclusions that have been ob-
tained thus far and further potential applications of these
techniques.

II. METHODOLOGY

Brief overviews of the inversion method and the matrix
filters are presented. Further details about the techniques are
available in Refs. 1–3. All computations use complex spec-
tral values at multiple frequencies obtained when a fast Fou-
rier transform �FFT� is performed on time series received on
an array of hydrophones.

A. Iterative inversion method

Inversion methods are characterized by three main com-
ponents: the forward model, the cost function to be mini-
mized, and the search algorithm. For the work presented in
this paper, a range-independent, normal mode model,
ORCA,15 is used to produce the modeled field. The modeled
field is compared to the data in a cost function based on a
cross-phone correlation that is summed coherently over both
frequencies and time �range� sequences. The search algo-
rithm is the iterative inversion method referred to as system-
atic decoupling using rotated coordinates �SDRC�,1,2 which
uses multiple sets of rotated coordinates in a series of fast
simulated annealing optimizations.

1. Cost function

The cost function minimized in our analysis, based on
the coherent, broadband correlation first introduced in Ref. 6,
is defined as

E�x� = 1 −
1

n
�

t

C1�x,t� , �1�

where n is the number of time sequences. C1�x , t� is the
coherent, broadband, cross-phone correlation between data
and model, at time sequence t, for the set of physical param-
eters x:

C1�x,t� = �
f

�
j

�
i�j

Di�f ,t�Dj
*�f ,t�Mi

*�f ,t,x�Mj�f ,t,x� ,

�2�

with i and j indicating the receivers. Di�f , t� is the measured
spectra on the ith hydrophone at frequency f and is nor-
malized at each time t such that

��
f

�
j

�
i�j

�Di�f ,t�Dj
*�f ,t��2 = 1. �3�

A single set of source parameters and environmental param-
eters in x are used to calculate the modeled spectral values
Mi�f , t ,x� �complex pressure field�, which are normalized in
the same manner. In the examples, the data D are produced
by multiple sources, but the modeled values M are generated
assuming only a single source.

2. The SDRC algorithm

The cost function E is minimized by a series of fast
simulated annealing optimizations in a process called SDRC.
The SDRC approach developed in Refs. 1 and 2 is designed
to quickly identify the most sensitive parameters, defined as
those which have the largest influence on the cost function,
without a priori decisions regarding which parameters are
not to be varied during the optimization.

The SDRC method uses rotated coordinates, introduced
in Ref. 16, to navigate the parameter search space because
often there is a correlation between how various parameters
influence the cost function E. The application of rotated co-
ordinates transforms the inversion problem from the N physi-
cal parameters in x to a coordinate system that is better
aligned with the prominent valleys and gradients of the
search space. The transformation is accomplished via diago-
nalizing K, the covariance matrix of the cost function gradi-
ents. The components of K are defined by

Kij = �
�

�E

�x̂i

�E

�x̂j

d� , �4�

and i , j=1, . . . ,N. The integration is performed over the
N-dimensional volume � using an efficient Monte Carlo
algorithm.17 The values of x̂ are dimensionless: the dimen-
sions have been removed from the physical parameters by
dividing them by the difference between the respective maxi-
mum and minimum values of the parameters in the volume
�.

An eigenvalue decomposition of K yields eigenvectors
vi and eigenvalues si. The eigenvectors vi, which are referred
to as the rotated coordinates, indicate how the parameters are
coupled, and are used in constructing the explicit expression
for the parameter perturbations in the fast simulated anneal-
ing optimization.16,18 Specifically, at each step in the inver-
sion, a single eigenvector vj is used to change the set of
parameters in x̂ to the new values x̂� by

x̂� = x̂ + 1
2�3vj, �5�

where � is randomly selected from the interval �−1,1�.
Equation �5� is chosen because it tends toward small pertur-
bations but allows large perturbations and works well with
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the fast simulated annealing algorithm.16,18 The eigenvalues
si indicate which rotated coordinates or, equivalently, which
combinations of parameters, have the largest effect on the
cost function. Both the parameter couplings and the relative
sensitivities depend on �, the bounds on the integration in
Eq. �4�.

Although the use of rotated coordinates, as compared to
standard coordinates, in the annealing increases the effi-
ciency of the optimization, it is, nevertheless, extremely dif-
ficult to obtain reliable estimates for a large number of pa-
rameters from a single inversion in which all the rotated
coordinates are varied; the difficulty arises from the wide
range of the cost function’s sensitivities to changes in the
different parameters. The SDRC method1 has been designed
to take advantage of the diverse sensitivities and to find es-
timates for the most sensitive parameters first before trying
to obtain the less sensitive parameters. In SDRC multiple
sets of rotated coordinates, each corresponding to a subse-
quently smaller set of parameter bounds, are used in a series
of inversions. For each annealing, only the primary rotated
coordinates, defined as those with large corresponding eigen-
values, are used to vary the parameters as in Eq. �5�. As the
most sensitive parameters become better defined and the
bounds on these parameters in the volume � are reduced as
described in Ref. 2, subsequent sets of primary rotated coor-
dinates change and different parameters are varied more sub-
stantially. It is important to note that throughout the iterative
algorithm the bounds on the annealing search space are not
changed.

B. Spatial filters

Once an approximate source bearing is obtained, nar-
rowband, spatial filters in matrix form, centered on the esti-
mated source bearing, are computed for the frequencies of
interest: f1 , . . . , fP. Matrix filters were originally developed
as frequency selective filters for short time series19 and have
been employed for source localization in passive SONAR
problems.20 Many design algorithms are computationally ex-
pensive and are not practical in situations where new matrix
filters may have to be created and used in real time. The
matrix filters applied in the present work are constructed
with an efficient method based on the solution of a set of
least-squares �LS� problems.3

For an array with Ne elements the filtering operation is
the matrix-vector product GD, where the Ne�Ne matrix fil-
ter G is complex, non-Hermitian, rank-deficient, and a func-
tion of both the angular window W and frequency f .

The filter design requires the construction of a matrix of
steering vectors Y�f� whose columns are the plane-wave rep-
lica vectors. Each replica vector yi�f� is an Ne vector giving
the plane-wave, array element response due to a single far-
field source at angle �i.

The response of the matrix filter G, for a given fre-
quency f , is given by

Gyi = �iyi, i = 1, . . . ,M , �6�

where M is the number of discrete angles 	�i , . . . ,�M
 cov-
ering the bearing space. In the applications presented here,

�k� 	0,1
. For a spatial passband filter about the angular
window W= ��i ,� j�, �k=1, for i�k� j, and �k=0, other-
wise. Similarly, for the spatial stop band filter, �k=0, for i
�k� j, and �k=1, otherwise. By defining �
=diag��1 , . . . ,�M�, the M equations in Eq. �6� can be writ-
ten as GY=Y�. This leads to the rank-deficient least-
squares problem:

min
gij

�GY − Y��2 = min
gij

�YHGH − �HYH�2, �7�

where the superscript H denotes conjugate transpose. A stan-
dard numerical method for the solution of rank-deficient lin-
ear LS problems21 based on calculating the psuedo-inverse
P= �YH�+17 is used such that the solution to Eq. �7� is

G = Y�PH. �8�

The computation of the matrix filters G, as a function of
the angular window W and the frequency f , is efficient
enough for practical applications because �1� the replica vec-
tors Y and corresponding pseudo-inverses P for frequencies
and angles of interest can be calculated once and stored, and
�2� the filtering operation can be calculated with only a few
vector inner products instead of a full matrix-vector product
because of the low rank of the filters.

Studies by Stotts22 have shown that optimum matrix fil-
ters can be designed if the array configuration is taken into
account when choosing the rank of the psuedo-inverse. This
work has proven useful, especially for nonuniform arrays.23

In the present work, however, the array elements are uni-
formly spaced and a standard threshold is used.

III. EXAMPLES

Examples are presented to show how multiple applica-
tions of the SDRC inversion method and the matrix filters on
broadband, HLA data can locate and track multiple sources
in an uncertain ocean environment. The iterative invert-and-
filter strategy proceeds as follows. First, a SDRC inversion is
performed with the broadband, HLA data. The inversion al-
gorithm computes the modeled field Mj�f , t ,x� in Eq. �2�
based on a single set of source parameters in x. The source
bearing found by the inversion, �1, is the initial bearing of
the source with the loudest received level on the HLA. Stop
band filters, also referred to as notch filters, are constructed
about �1 and applied to the original data to effectively re-
move the contribution of the loudest source in the element-
level data. The resulting filtered data are processed in the
inversion to obtain the bearing of the next loudest source, �2.
A new set of notch filters is created about �2 and applied to
the data. The process is repeated until all discernible source
bearings are found. In parallel to this source-bearing identi-
fication and source-removal procedure, passband filters are
constructed about each angle �i that is identified as an initial
source bearing. Data filtered with passband filters contain
sound originating in the designated angular sector, which
ideally contains only one source. These filtered data sets, one
for each �i, can be used in a SDRC inversion to find addi-
tional source parameters, depth zs, range r0, course angle �,
and speed v, as well as environmental characteristics.
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Some of the questions that arise when considering the
above strategy include the following. �1� Is there a ratio of
source levels for which the bearing �i found by the inversion
does not correspond to an actual source bearing? �2� How
many sources can be identified by successive applications of
the inversions and matrix filters? �3� In what cases is the
invert-and-filter scheme unable to locate sources? �4� What
influence does an incorrect description for the ocean environ-
ment have on the estimates of the source parameters obtained
by the inversion? �5� Can estimates of the environmental
characteristics be identified while applying the SDRC inver-
sion method to data filtered to isolate a loud source? Three
test cases are used to explore these questions.

The data for the test cases are generated in the following
manner. First, ORCA15 is used to obtain the broadband
modal eigenvalues for the specified environment. These
modal eigenvalues are combined with the individual, unique
source spectra, broadband source level, initial location, and
trajectory for each source to generate the acoustic field re-
ceived at the array. The resulting data file contains the FFT
of the time series produced by the designated moving
sources in the specified environment. For the ten-source
case, noise is added to the acoustic field.

The environment and array specifications are the same
for all cases. The environment is based on one of the test
cases from the 1997 Geoacoustic Inversion Workshop,9 illus-
trated in Fig. 1. The HLA is located at a depth of 25 m and
consists of 65 elements that are spaced 4 m apart for a total
horizontal aperture of 256 m.

A. Two sources with varying source levels

Multisource field data from two sources are simulated
with different ratios of the source levels to explore �1�
whether or not the inherently single-source SDRC inversion
algorithm can reliably obtain a valid source bearing when
applied to the field from two sources and �2� if an ambiguous
source bearing is found when the sound received on the array

from two sources is approximately equivalent. Specifically,
the complex spectra from two, concurrent sources at 41
evenly spaced frequencies from 50 to 250 Hz received on
the HLA at eleven time sequences that cover a 3-min time
interval are generated with different source levels. The posi-
tions of the two sources during the 3 min and the HLA are
illustrated in Fig. 2. Table I lists the sources’ characteristics.

In this example, the SDRC inversion method is applied
to data generated for different ratios of the broadband source
levels of T1 and T2, and the bearing obtained by the inver-
sion always matches one of the correct source bearings. The
broadband source level is the total intensity of the source
integrated over the specified frequency band. The source
level of T2 is held at 140 dB, while the source level of T1 is
varied from 105 to 130 dB. For cases when the source level
of T1 is less than 123 dB, the inversion properly identifies an
initial bearing of 45° ±0.5°, the bearing of T2. In addition,
good estimates are obtained for the range r �within 200 m�,
the course angle � �within 4°�, and the speed v �within
0.3 m/s� by inversions performed starting with several dif-
ferent sets of initial source parameters and with the param-
eter bounds on the inversions listed in Table I. When the
source level of T1 is greater than 125 dB, the initial bearing
of T1 is found within 0.3°, and r, �, and v are found with the
same accuracy as cited earlier. When the T1 source level is
123 dB, the initial bearing of T2 is found, and good esti-
mates of r, �, and v are obtained from about half of the
inversions. Similarly, inversions based on data with a T1

FIG. 1. Shallow ocean environment for the examples in Sec. III. The bold,
horizontal line represents the HLA at a depth of 25 m. The other bold, solid
lines show the sound speed c in the water, sediment, and half-space. The
density � and the attenuation 	 in the sediment and the half-space are speci-
fied.

FIG. 2. Geometry of the sources and receivers for the example in Sec. III A.
The initial locations are shown as circles and the final as a diamond for T1
and a square for T2. The horizontal aperture covered by the array is illus-
trated as a box on the x axis.

TABLE I. Characteristics of the two sources �T1 and T2� for the synthetic
data described in Sec. III A: the source depth zs, the initial range r0 and
initial bearing � from the array, the course angle �, the speed v. All angles
are measured relative to North �0°�. The last two columns list the bounds on
the parameters for the inversions.

Parameters T1 T2 Min Max

zs �m� 40 6 1 70
r0 �km� 2.236 5.657 0.1 10
� �deg� −26.6 45 −90 90
� �deg� 135 240 0 360
v �m/s� 2.2 3.2 1 10
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source level of 125 dB find the initial bearing of T1 reliably
and sometimes find good estimates for the other source pa-
rameters. For a source level of 124 dB, the sources have the
same received level on the array; the inversion identifies ei-
ther −26.6° �T1� or 45° �T2� as the source bearing and often
obtains approximately correct values for the corresponding r,
�, and v. The inversion does not converge to an incorrect
bearing even when the sound level received on the array
from the two sources is equivalent. If one of the sources is
louder than the other, then r, �, and v can also be well
approximated by a single SDRC inversion.

B. Four well-separated targets

For the second example, a series of SDRC inversions
and notch filters are applied to the field produced by four
sources �T1–T4�, which are well separated in bearing, to ob-
tain estimates of the source locations and trajectories. Ex-
amples of 10° notch filters at 50 and 250 Hz are shown in
Fig. 3.24 The source configuration used to create the data are
listed in Table II, and the locations and motion of the sources
over the 3-min interval are illustrated in Fig. 4. Each source
has a unique source spectra.

One way to examine the progress of the iterative, invert-
and-filter method is to view scatter plots of the cost function
E versus the individual parameters for all states visited in
each SDRC inversion.1 Envelopes of the scatter plots,2 which
essentially trace the minimum values of E found for each
parameter, are shown in Figs. 5–9. The line representations
of the scatter plots include on the order of 10 000 model
realizations.

Figure 5 contains plots of E versus initial source bearing
� for each of the four, successive, SDRC inversions and il-
lustrates how application of the invert-and-filter method sys-
tematically obtains all four source bearings. The first inver-
sion, performed on the original data, finds a minimum value
of E at �=11°, the initial bearing of T2, as depicted in Fig.
5�a�; a second deep minimum is also visible at �=−37°, the
initial bearing of T3. The results of the second inversion
performed after notch filters remove T2, shown in Fig. 5�b�,
yield a well-defined minimum of the E at �=−37° �T3�. Fig-
ure 5�c� shows how the third inversion �after T2 and T3 have
been removed� results in �=45° �T1�. The plot of E vs � for
the fourth and final inversion, Fig. 5�d�, reveals a sharp mini-
mum at the initial bearing of T4, �=−72°.

Figures 6–9 show the inversion results for the remaining
four source parameters obtained by the four, successive in-
versions detailed Fig. 5. The width of the minima indicates
the relative uncertainty in the inversion results: the wider the
valley around the minimum, the more uncertain the estimate
obtained by the inversion. The vertical dashed lines show the
correct values, except in Fig. 6�c� where the correct answer is

FIG. 3. A 10° notch filter about 11° at 50 Hz �dashed line� and 250 Hz
�solid line� for the environment and array in Fig. 1.

TABLE II. Characteristics of the four sources �T1–T4� for the synthetic data
described in Sec. III B. The last two columns list the bounds on the param-
eters for the inversions.

Parameters T1 T2 T3 T4 Min Max

zs �m� 30 20 6 40 1 85
r0 �km� 2.828 5.099 5.000 6.325 0.1 10
� �deg� 45 11.3 −36.9 −71.6 −90 90
� �deg� 45 0 180 90 0 360
v �m/s� 2.0 2.0 2.0 2.0 0 10
SL �dB� 125 130 140 125

FIG. 4. Source configuration for examples in Sec. III B. The circles denote
the starting location, and the arrows indicate the source positions 3 min
later. The rectangle near the origin shows the horizontal aperture covered by
the HLA.

FIG. 5. Distribution envelopes of bearing � vs cost function E for the four,
successive, SDRC inversions in Sec. III B. The vertical dashed lines show
correct bearings for �a� T2, �b� T3, �c� T1, and �d� T4.
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�=0° =360°. In Fig. 6, all four source parameters for T2 are
well approximated by the first SDRC inversion on the origi-
nal four-source data. Figure 7 shows the results of the second
inversion on data modified by notch filters to remove 10°
about �=11°, the initial bearing of T2, in which good esti-
mates are obtained for r, �, and v of T3 but not for zs. The
correct zs for T3 is 6 m, and as has been stated in Refs. 1 and
2, it is very difficult to find a shallow source depth accu-
rately. Figures 8 and 9 show similar results: the source pa-
rameters for T1 and T4 are well approximated by the third
and fourth SDRC inversions based on data modified by notch
filters. Thus, the four sources have been localized, with the
exception of one source depth, and tracked over the 3-min
time interval by successive application of the single-source,
SDRC inversion method and notch filters.

C. Ten targets

The iterative invert-and-filter approach is applied to data
from ten, concurrent sources �T1–T10�, designed to simulate
a noisy, high-traffic area of the ocean, to explore how many
sources can be localized and tracked with this approach. The
bearing identification and notch filters are applied as in Sec.
III B. In addition, passband filters are constructed around
each identified bearing and applied to the data. The resulting
filtered data sets are used in SDRC inversions to localize and
track the sources. The positions of the sources during a 3
-min time interval are illustrated in Fig. 10. Five of the ten
sources �T2, T6–T9� are loud surface ships �with zs�10m�
traveling in parallel directions ��=135° or 315°�. The re-
maining five sources are located at a wide variety of depths

FIG. 6. Distribution envelopes of �a� zs, �b� r, �c� �, and �d� v vs cost
function E for the first SDRC inversion in Sec. III B on the original four
source data. The vertical dashed lines are the correct values for source T2.

FIG. 7. Distribution envelopes of �a� zs, �b� r, �c� �, and �d� v vs cost
function E for the second SDRC inversion in Sec. III B after T2 has been
filtered out. The vertical dashed lines are the correct values for source T3.

FIG. 8. Distribution envelopes of �a� zs, �b� r, �c� �, and �d� v vs cost
function E for the third SDRC inversion in Sec. III B after T2 and T3 have
been removed by notch filters. The vertical dashed lines are the correct
values for source T1.

FIG. 9. Distribution envelopes of �a� zs, �b� r, �c� �, and �d� v vs cost
function E for the fourth and final SDRC inversion in Sec. III B after T1, T2,
and T3 have been removed by notch filters. The vertical dashed lines are the
correct values for source T4.
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and ranges, with T5 being the quietest source and furthest
from the array. In addition, a Gaussian noise background is
added such that the signal-to-noise ratio with respect to the
quietest source, T5, is 3 dB. The same frequencies, array
configuration, and time sequences are used in these inver-
sions as in the previous examples.

To follow the performance of the invert-and-filter
method, envelopes of the distribution of the initial source
bearing � versus the cost function E for the successive SDRC
inversions are plotted in Fig. 11. The dashed line in each plot
is the initial bearing of the source shown in Fig. 10 that is
closest to the bearing associated with the minimum value of

E found in that inversion. In between the inversions, notch
filters are created that remove 10° about each bearing iden-
tified thus far, and the filters are applied to the original data.
Thus, the nth inversion uses data modified by notch filters
with n−1 angular sectors removed. The first SDRC inversion
performed on the ten-source data finds the minimum values
of E at �=−11°, close to the initial bearing of source T6, as
shown in Fig. 11�a�. Figures 11�b�–11�f� display the results
of the next five inversions that obtain good estimates for the
bearings of sources �b� T7, �c� T9, �d� T2, �e� T4, and �f� T1.
The loudest sources’ bearings are found first. The next two
inversion, shown in Figs. 11�g� and 11�h�, yield bearings that
are close to the values already found for T2 and T6 indicat-
ing that the 10° window removed by the notch filter is not
sufficiently large to remove the main sidelobes of T2 and T6.
Additional notch filters are used to extend the nulled angular
sector about the estimated bearings. The remaining four in-
versions, Figs. 11�i�–11�l�, find a miniumum near the initial
bearings of �i� T10, �j� T8, �k� T5, and �l� T3. Thus it appears
that all ten source bearings have been obtained using the
invert-and-filter approach.

The next task is to obtain estimates of depth, range, and
trajectory for each source whose bearing is identified by the
invert-and-filter technique. First, separate filters are designed
to pass 15° about each � obtained by the 12 inversions dis-
played in Fig. 11. Next, the filters are applied to the original
data, and the twelve filtered data sets, labeled �a�–�l� in ac-
cordance with Fig. 11, are processed in SDRC inversions to
obtain estimates of zs, r, �, and v for each source. All twelve
data sets are used, even though two of them are essentially
duplicates because in realistic applications the true source
bearings are not known.

A plot of the source locations over the 3-min time inter-
val as obtained by the 12 inversions are plotted in Fig. 12,
with triangles at the beginning and end locations, and are
labeled �a�–�l� to indicate which of the filtered data sets yield
which source parameters. The beginning and ending loca-
tions of the original, ten sources are shown as open circles.
The HLA is located at the origin and extends along the +x
axis. From this plot, it is seen that the inversion using data
filtered to pass 15° about the bearing identified in Fig. 11�f�

FIG. 10. Source configuration the ten sources �T1–T10� used in Sec. III C.

FIG. 11. Envelopes of the distributions of initial source bearing � vs cost
function E for the inversions described in Sec. III C. The dashed line in each
plot is the initial bearing of the source shown in Fig. 10 that is closest to the
value corresponding to the minimum E. In �a�, the first SDRC inversion
performed on the ten-source data finds the minimum values of E to be at
�=−11°, close to the bearing of source T6. Each inversion �b�–�l� is per-
formed using data modified by notch filters that remove one additional
source. The source bearings identified by this method are �a� T6, �b� T7, �c�
T9, �d� T2, �e� T4, �f� T1, �g� T2, �h� T6, �i� T10, �j� T8, �k� T5, �l� T3. The
bearing of T2 and T6 are found twice because the initial notch filters are not
wide enough to remove large sidelobes associated with T2 and T6.

FIG. 12. Source locations resulting from inversions performed on data fil-
tered about the bearings obtained in Fig. 11. Triangles mark the initial and
final positions. The corresponding letters �a�–�l� label which filtered data set
produced which trajectory. The actual beginning and ending source positions
are shown as open circles and labeled T1–T10 as in Fig. 10.
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of �=66° obtains good estimates for the range, course angle,
and speed of T1. Similarly, inversions based on filtered data
sets �d� and �g� both yield good values for T2, confirming the
idea that the bearing obtained in inversion �g� converges to a
portion of the signal from T2 that is not removed by notching
out a 10° angular sector about the bearing obtained by inver-
sion �d�. T3 is found using filtered data set �l�, T4 by �e�, T7
by �b�, T9 by �c�, and T10 by �i�. Sources T5 and T8 are not
identified using any of the filtered data sets.

Four of the 12 inversions did not converge accurately to
correct source locations. Inversions �a� and �f� have the same
bearing as T6, which is the loudest source, but the range is
incorrect. This error occurs because T6 is the slowest of all
the sources, v=0.7 m/s, and is moving too slowly for the
range to be adequately determined by this cost function. Al-
though the range estimates from inversions �a� and �f� are too
large, the bearing, course angle and slow speed are found
correctly. The other two inversions with poor results corre-
spond to Figs. 11�j� and 11�k�, even though the estimated
bearings are close to the bearings of T8 and T5. The probable
reasons for the inability to localize T5 and T8 are �1� the
larger distance from the HLA and �2� the proximity to the
loudest source T6. In addition, the results labeled �j� and �k�
have very slow speeds similar to �a� and �f�.

The source property that is not represented in Fig. 12 is
the source depth. Table III lists the correct source depths and
those obtained by the inversions performed on the filtered
data sets. Although there is difficulty in obtaining accurate
estimates for very shallow source depths, zs
10 m, the re-
maining source depth estimates are within a few meters of
the correct values.

The error in the inversions �j� and �k� and the inability to
isolate the bearings of T5 and T8 demonstrate the limits of
the invert-and-filter approach. At some point, after many an-
gular sectors have been removed by the notch filters, the
inversion can converge on either sidelobes of louder sources
or on some feature of the interference between sidelobes of
different sources. Thus, remaining sidelobe features can
mask quieter sources. To locate quiet targets, a better way of
removing the entire signal of the loud sources is required.

D. Environmental mismatch

In the previous examples, the properties of the shallow
ocean environment are assumed to be known exactly. In
cases where an approximately correct environment is used,
then inversion such as those in Sec. III C generally yield
reasonable source locations and trajectories. If the environ-
mental information is very incorrect, it is still possible to
obtain bearings of the sources with the invert-and-filter
method. In the case of corrupt environmental information, a
SDRC inversion, on data filtered to pass a loud source, in
which both the source and environmental parameters are al-
lowed to vary yields a modified description of the environ-
ment that can then be used to get improved estimates of the
remaining sources’ locations.

To examine the effect of environmental mismatch on the
source localization process, two environments, listed as “B”
and “C” in Table V, are considered. Environment B corre-
sponds to a softer sediment with a ratio of water to sediment
sound speed rc1 less than one, while C represents a harder
sediment. The process in Sec. III C is repeated twice more
with the incorrect environments held fixed. In both cases, the
source-bearing identification and source-removal procedure
yields results equivalent to those in Fig. 11. The ability of the
inversion to obtain correct source bearings with incorrect en-
vironments is evidence of the lack of coupling between the
source bearing and the environment.1 In addition, the matrix
filters are based on plane-wave replica vectors and thus are
independent of the assumed environment.

Once approximate source bearings have been estimated,
data filtered to about each bearing are used in separate SDRC
inversions for source parameters holding the incorrect envi-
ronments fixed. In most instances, fairly good estimates are
obtained for the course angle and speed but poorer estimates
are obtained for the range and the depths. The ability of the
inversions to determine relatively good estimates of � and v
independent of the environment is expected because they are
not as significantly coupled to the environment as are zs and
r0.

The inversion estimates are improved if a modified en-
vironment is used. The properties of the incorrect environ-
ment are allowed to vary along with the source parameters in
the inversion based on data filtered around the source at
−53°, a loud surface ship �T9�, because it was the second
bearing identified. �In general, the first bearing could be
used, but in this case T6, the loudest source, is moving too
slow to yield good results, as described in Sec. III C.� The
bounds on the environmental parameters used in the inver-
sion are listed in Table IV. The estimates of the environmen-
tal properties obtained by SDRC inversions on the loud
source T2 are listed in Table V as B1 and C1 and are referred
to hereafter as the modified environments. The estimates ob-
tained for the most sensitive feature, rc1, are closer to the
correct value. The inversions on the filtered data sets for the
other sources are performed again holding the modified en-
vironments fixed, and the resulting source locations and tra-
jectories are shown in Fig. 13�b� for environment B1 and
Fig. 14�b� for C1. The source depths are listed in Table III
under B1 and C1.

TABLE III. Source depths for the true source configuration in Fig. 10 and
those obtained by the inversions in Figs. 12, 13�b�, and 14�b�. Inverted
source depths are not listed for T5 and T8 because they are not localized by
the inversion method.

Source True Inverted B1 C1

T1 30 33 33 31
T2 6 16 14 14
T3 50 49 66 49
T4 20 19 27 20
T5 40 X X X
T6 6 34 38 33
T7 6 27 11 14
T8 10 X X X
T9 10 16 12 12
T10 15 14 5 16

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Tracianne B. Neilsen: Multisource localization 2951



The source locations and trajectories produced when the
modified environments are used are very similar to those
obtained using the correct environment. Thus, the overall
invert-and-filter approach to obtaining multiple source loca-
tions and trajectories can be applied in cases where little is
known about the seafloor.

IV. CONCLUSIONS

The iterative invert-and-filter technique has been tested
on several synthetic cases to locate and track multiple, con-
current targets in both known and uncertain shallow ocean
environments. The inherently single-source, SDRC inversion
algorithm successfully identifies the bearing of the strongest
source when applied to simulated, broadband, HLA data.

When a passband filter designed about the identified
bearing is applied to the data, the resulting filtered data are
processed in a SDRC inversion to obtain good estimates for
the source range, course angle, speed, and source depth with
two exceptions. �1� Incorrect range estimates are often found
for source speeds less than 1 m/s using the the cost function

specified in Eq. �1�, which includes a summation over time
sequences. �2� It is difficult to obtain accurate estimates for
shallow source depths, i.e., less than 10 m.

Stop band or notch filters are also designed about the
identified bearing and applied to the data effectively remov-
ing the sound originating from that angular sector. A SDRC
inversion on this filtered data yields the bearing of the next
loudest source. Additional applications of filters and inver-

TABLE IV. Environment used to generate the simulated data set in Sec. III
is given in the column labeled “True.” The last two columns contain the
bounds on the nine environmental parameters varied in the inversions in
Sec. III D. The ratio of the sound speed across interface i is labeled as rci;
gci is the gradient of the sound speed in layer i.

Parameters True Min Max

hw �m� 115.3 112 118
h1 �m� 27.1 25 50

�1 �g/cm3� 1.54 1.0 2.5
rc1 1.038 0.98 1.30

gc1 �1/s� 2.103 0 5
c1 �m/s� 1516
c2 �m/s� 1573

	1 �dB/m/kHz� 0.15 0.0 0.5
�hsp �g/cm3� 1.85 1.5 2.5

rchsp 1.113 1.0 1.5
chsp �m/s� 1751

	hsp �dB/m/kHz� 0.2 0.05 0.8

TABLE V. Two test environments, B and C, used in Figs. 13�a� and 14�a�,
respectively. Two modified environments, B1 and C1, obtained by a SDRC
inversion on a loud source, that are used for Figs. 13�b� and 14�b�, respec-
tively.

Parameters B C B1 C1

hw �m� 115 115 117.5 114
h1 �m� 25 30 33 23

�1 �g/cm3� 1.4 1.7 1.86 1.34
rc1 0.99 1.13 1.023 1.035

gc1 �1/s� 2 2.8 3.03 4.65
c1 �m/s� 1450 1650 1493 1511
c2 �m/s� 1500 1735 1595 1617

	1 �dB/m/kHz� 0.1 0.16 0.24 0.23
�hsp �g/cm3� 1.67 2.0 1.58 2.13

rchsp 1.117 1.110 1.218 1.11
chsp �m/s� 1675 1925 1942 1970

	hsp �dB/m/kHz� 0.18 0.22 0.31 0.18

FIG. 13. Comparison of source locations obtained using correct environ-
ment �closed triangles, the same as in Fig. 12� in �a� to those found with
environment B �open diamonds� and in �b� to those found using the modi-
fied environment B1 �open squares� obtained from a loud source.

FIG. 14. Similar to Fig. 13 except environment C is used in �a� and modified
environment C1 is used in �b�.
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sions reveal additional source bearings. If the notch filter is
not sufficiently large, the inversion may converge on a main
sidelobe of a source that has been previously identified. In
such cases, the subsequent inversion on the pass-filtered data
converges to the same location as a previous source indicat-
ing a duplication of source bearing. While it is possible for a
source to be too quiet to be detected or for it to be masked by
sidelobes or interference patterns remaining after other
sources are removed by the filters, in most cases, many
sources can be accurately localized with the invert-and-filter
technique.

The performance of the invert-and-filter scheme in the
presence of environmental mismatch has been investigated.
Incorrect environmental information does not impede the
bearing-identification and source-removal procedure. In
cases of large environmental mismatch, the estimates of
source range and depth can be improved when a modified
environment, obtained from an inversion based on filtered
data corresponding to a loud source, is used.

It is possible that filters based on the environment, in-
stead of on the plane-wave assumption, might improve the
effectiveness of the notch filter.25 However, the sensitivity of
such filters to environmental mismatch could be substantial
and needs to be investigated.
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Attention has recently been drawn to the potential for errors to arise in the classical interpretation
of bubble behavior in a reverberant cavity. The bubbles contribute to the reverberant field and, in a
reciprocal effect, their response is modified by it. These reverberant loading effects have been shown
to be important in the case of a bubble placed in a reverberant cavity. Here, the related topic of
reverberant loading in a parallel plate acoustical resonator within which the bubbles are randomly
distributed is addressed. Calculations are carried out for random bubble distributions consistent with
measured populations. It is shown that, although large reverberation effects do occur, these are
confined to relatively narrow bandwidths. Only when these narrow bands coincide with the
resonator harmonics are resonator measurements significantly affected. For the specific geometry
used to measure ocean bubble populations, reverberation effects turn out to be small. Other
resonator dimensions or designs, however, could lead to greater effects, and the calculations
presented here emphasize the importance of properly evaluating the reverberation influence for any
specific application. Procedures for implementing corrections are identified. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2047148�

PACS number�s�: 43.30.Xm, 43.20.Ks, 43.20.Ye, 43.30.Ft �WMC� Pages: 2954–2960

I. INTRODUCTION

The freely flooding acoustical resonator �Farmer, Vagle,
and Booth, 1998� is one of several devices that allows mea-
surement of bubble-size distributions through inversion of
the bulk acoustic properties of the fluid. A reverberant cavity
between two parallel plates �see Fig. 1� is ensonified with
broadband noise, producing multiple resonant modes that are
detected with a hydrophone. Excitation of the bubbles modi-
fies the bulk complex sound speed of the fluid, leading to
attenuation and frequency changes of the resonator response.
The broadband sensitivity of the resonator allows incorpora-
tion of both the resonant and off-resonant contributions to
acoustic properties over a wide frequency range, providing
data that may be inverted to recover the distribution of
bubbles of different sizes within the cavity. The instrument
operates at low signal intensity, justifying application of lin-
ear acoustical theory to the inversion. Quasicontinuous trans-
mission of sound into the cavity avoids uncertainties in the
time-dependent acoustic response of bubbles to short pulses;
multiple reflections of the reverberant signal increase the ef-
fective signal-to-noise ratio of the detection.

Farmer, Vagle, and Booth �1998� provide a rather de-
tailed mathematical analysis of the resonator operation.
However, in common with the implementation and analysis
of other bubble-sensing techniques that rely on the bulk
acoustic properties of the medium, the analysis includes an
important simplification. Specifically, it is assumed that the
formulations based on the work of Minneart �1933� can be

applied without accounting for effects due to the presence of
reflecting surfaces. That is, we assume that although the de-
tected signal is attenuated and suffers a change in sound
speed due to the bulk summation of single-scatter bubble
effects, the resonant response of individual bubbles may be
calculated on the basis of free-field conditions. Conversely, it
is also assumed that the contribution of each individual
bubble to the source field is negligible. Leighton et al. �1998�
showed that, when a bubble is placed in a pipe, its resonant
frequency is changed from the free-field value, thus raising
the interesting possibility that the free-field approximation
may not be generally valid within a resonant cavity. The
problem was further explored both theoretically and experi-
mentally by Leighton et al. �2002� for the case of a bubble
within a rectangular cavity. These prior studies emphasize
the necessity for proper consideration of reverberant loading
effects when inverting acoustic measurements to recover
bubble populations.

It is the purpose of this paper to examine the corre-
sponding problem for the freely flooding acoustical resona-
tor. Specifically, we explore the implications of the rever-
beration effects on bubble resonance identified by Leighton
et al. �1998, 2002� for accurate measurement of bubble-size
distributions. Leighton et al. used the applicable Green’s
function �Morse and Ingaard, 1986� to derive the reverberant
effects. In the present case we need to calculate the effects of
a random field of scatterers, requiring a stochastic descrip-
tion of bubbles, each of which contributes to, and is affected
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by, the reverberant field. Multiple scattering must be consid-
ered both between the bubbles and also for successive reflec-
tions within the resonator cavity.

II. SIMULATION

The resonator exploits the modification of the complex
sound speed caused by the presence of bubbles lying be-
tween the two resonator plates. Broadband noise is transmit-
ted into the cavity between the plates, and the resulting sig-
nal is detected with a hydrophone consisting of an
acoustically sensitive PVDF sheet covering one of the plates.
The white noise excites resonant modes between the plates
and is detected with the hydrophone. The sound speed and
attenuation due to the bubbles reduces the amplitude and
slightly shifts the frequency of the resonant peaks. These
effects may be inverted to recover the original bubble popu-
lation.

Instead of restricting attention to the bulk properties of
the medium, we now examine the contributions from, and
influence on, individual bubbles. Consider the signal re-
ceived at a point �x0 ,y0 ,D� on the receiving plate due to all
of the scatterers as well as their reflections at the resonator
plates. Signals are received both directly from a bubble, and
also indirectly from one or more reflections in the plates. We
make no distinction in what follows between a bubble and its
multiple reflections, treating each as a distinct and separate
entity. We need to sum over the signals received from each
bubble and each reflected image bubble, recognizing that in
addition to scattering losses due to the presence of bubbles
lying along the propagation path, there are also losses asso-
ciated with each reflection and losses through the open
boundaries which reduce the effective quality factor of the
resonance, as discussed in detail by Farmer, Vagle, and
Booth �1998�. In practice, these losses limit the total number
of reflections that need to be incorporated in any practical
calculation. In the following derivation, it is assumed that the
origin �0,0,0� of the coordinate system is at the center of the
resonant cavity, halfway between the two plates �Fig. 1�.
This makes the derivation of reflections from the two plates
symmetrical. Thus, the plate spacing is assumed to be 2D.
Furthermore, we assume that the resonant forcing field in the
cavity is fully stabilized and can be represented by

G cos�k�D + z� + �t� , �1�

where

G =
cos�kD�

�1 + ���4 − 2���2 cos��0 − �k�
�2�

is the field distribution function in the resonator for angular
frequency �, k is the complex wave number at sound speed
c, and z is the distance perpendicular to the plates. The term
�0−�k is the difference in modal frequencies of the resonator,
and

� = exp�− 2Dkim� �3�

is the absolute value of the complex eigenvalue determining
the resonance characteristics of the resonator cavity, with kim

being the imaginary part of the complex wave number
�see Farmer, Vagle, and Booth, 1998, for detailed descrip-
tion�.

When bubbles are randomly distributed in the resonant
cavity at positions �xi ,yi ,zi� and exposed to the resonant field
�1�, the resulting pressure field P at our observation point
�x0 ,y0 ,D� is given by

P = p0�
i

R

ri
� �s

4�
exp�− kimri�

�G cos�k�D + zi + ri + �i� + �t� , �4�

where ri is the distance between a bubble at �xi ,yi ,zi� and the
observation point �x0 ,y0 ,D� or the distance between one of
its reflections in a plate boundary of the resonator and the
observation point, �i, is the acoustic phase change occurring
at any boundary �taken as zero if there are no reflections�, �s

is the scattering cross section of the bubble, p0 is the trans-
mitted signal, and R is the frequency-dependent reflectivity
coefficient of the resonator plates. The total pressure Ptot at
the point �x0 ,y0 ,z0� consists of the sum of the driving field
�1� and the bubble-generated pressure field �4�

Ptot = p0�G cos�k�D + z0� + �t� + �
i

ai cos��i + �t�	 ,

�5�

where

ai =
R exp�− kimri�

ri
� �s

4�
, �6�

and

�i = k�D + zi + ri + �i� . �7�

Equation �5� can be reduced to the form

Ptot = p0B cos��t + 	� , �8�

where a is generic and not to be confused with the a used in
Leighton et al. �1998�, Eqs. �42�, �43�, and

B = G�
cos�
0� + �
i

ai cos��i��2
+ 
sin�
0� + �

i

ai sin��i��2
,

�9�

FIG. 1. Schematic diagram of the acoustical resonator showing the two
circular steel plates separated by a distance 2D. The coordinate system used
in the numerical simulations has origin on the axis of the plates, halfway
between them with the z component pointing along the axis.
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0 = k�D + z0� , �10�

and

tan�	� =

sin�
0� + �

i

ai sin��i��

cos�
0� + �

i

ai cos��i�� . �11�

Inclusion of the reverberant field will modify the free-field
“Minneart” resonant frequency of any particular bubble
�Leighton et al., 2002� such that

�0

�0f
�

1

�1 + �
i

ai cos��i�
, �12�

where the subscript f represents the free-field quantity. This
ratio is subsequently referred to as the reverberant frequency
correction. Leighton et al. �2002� also derived a reverberant
damping correction

�

� f
= 1 + �

i

ai sin��i� , �13�

where � is the damping coefficient in the presence of the
reverberant field and � f is the corresponding free-field damp-
ing coefficient, proportional to the real part of the total
acoustic impedance presented to a particular bubble in free
space.

III. RESULTS

Calculations were carried out using measurements ac-
quired with the resonator described by Farmer, Vagle, and
Booth �1998�. Bubble populations were obtained at a depth
of 1 m in the Gulf of Mexico, during an extended deploy-
ment that included a storm. The sample size distributions
used in our subsequent calculations are derived from 0.5-s
averages and are selected from a 65-s period, during passage
of a bubble cloud, when the wind speed was approximately
10 ms−1. Measurements were also acquired from deeper in-
struments, but as shown subsequently, the potential for error
due to the reverberant effect increases with bubble concen-
tration, and the concentrations used here approach the maxi-
mum at which reliable, single-scatter inversions are achieved
�void fraction of 5�10−5�. We are concerned here with an
upper bound to the reverberant contribution.

Figure 2 shows an example of the bubble-size distribu-
tion evaluated using the method described in Farmer, Vagle,
and Booth �1998�, expressed both as number density �Fig.
2�a�� and as volume conserved density �bubble-size distribu-
tion scaled by the bubble volume at each radius� �Fig. 2�b��
as functions of bubble radius. The reverberant effects dis-
cussed below were not included in the inversion used to
derive this population. However, it will become apparent that
the bias due to these effects is minor, and the resulting
bubble populations provide a reasonable starting point for
considering reverberant effects.

As predicted by Garrett, Li, and Farmer �2000�, the
volume-conserving distribution exhibits a prominent peak at
160 �m, corresponding to a resonant frequency of
20 kHz. This is apparent in the corresponding relative
spectral intensity measured by the resonator shown in Fig. 3.

FIG. 2. �a� Sample bubble-size distribution in number of bubbles per unit
volume per 1-�m radius increment and �b� volume-scaled bubble-size dis-
tribution measured at a depth of 1 m in the Gulf of Mexico during a storm.
The corresponding resonator spectrum is shown in Fig. 3�b�.

FIG. 3. Resonator response function �a� in the absence of bubbles and �b�
with bubbles present.
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Figure 3�a� shows the spectral response in the absence of
bubbles. This response varies significantly over the total
range, with a minimum sensitivity at 45 kHz and maximum
at 15 kHz. In the presence of bubbles, all of the spectral
peaks are depressed. Figure 3�b� shows the response during
passage of a fairly dense cloud of bubbles corresponding to
the bubble distribution given in Fig. 2. The bubbles attenuate
the measured signal, causing the height of the peaks to de-
crease and the valleys between the peaks also to be reduced.
Only the peak heights are used in the inversion, although
small shifts in peak frequency provide additional information
that can be useful, as described by Farmer, Vagle, and Booth
�1998�. The greatest decrease of approximately 12 dB occurs
at 25 kHz. At 45 kHz the spectral peak in Fig. 3�b� is
smaller, but this is just a consequence of the lower sensitivity
at this frequency.

A test of the validity of the discrete scatter calculation
was made by deriving the expected absorption of a mono-
tonic acoustic signal propagating through a given bubble dis-
tribution and comparing it with the bulk formula. The se-
lected bubble distributions are described in more detail
below. The calculation leads to some statistical uncertainty,
but the discrete calculation agrees with the bulk formula sub-
ject to deviations of 10%. Bubbles do not respond instan-
taneously to an imposed signal, but gradually adjust to the
ambient driving signal over a time of order Q breathing
cycles, where Q is the quality factor of the bubbles at reso-
nance. This depends on the bubble radius, but for the worst
case is 1.5�10−3 s, which is much less than the instru-
ment’s insonification period of 0.2 s and is therefore unlikely
to be a significant factor in the response. For the propagation
and reflection losses applicable here, a maximum of eight
reflections was found to provide accurate results, and this
number has been used throughout.

The calculated signal intensity at a given bubble is sin-
gular in the pathological case where the signal is received
from another bubble that is spatially coincident. This special
case is easily avoided in the simulation, but, more generally,
calculations of this sort normally exclude bubbles lying
within a few bubble radii of each other. However, this is
unduly restrictive, as may be shown by a 3D calculation of
bubble distributions relevant to the present problem. Calcu-
lations with exclusion zones of various distances around
each bubble caused no noticeable difference, and for com-
pleteness we incorporate all values in the final results. Large
values for small separations are so rare that they are lost in
the overall summation. The calculations were carried out
with a random distribution of bubbles, with the bubble den-
sity similar to the observed bubble density. The representa-
tive observed bubble distribution was divided into radius in-
crements of 1 �m and the corresponding bubble density used
to generate a random distribution of bubbles within the reso-
nator cavity. This was carried out for each radius increment
to generate a representative bubble distribution. A number of
different random number generators were used with different
random number sources. There was no significant difference
between their outputs. To ensure a uniform distribution be-
tween the plates, three axial coordinates were obtained for

each bubble and the resulting point tested to make sure that it
was within the resonant cavity. Distributions were calculated
1000 times and the results averaged.

Figure 4�a� shows the reverberant damping correction
factor defined in �12� for the sample bubble population of
Fig. 2�a� derived from �12�. This multiplicative correction is
of order 1.002. This is much smaller than the damping found
by Leighton et al. �1998�. Factors that could affect the damp-
ing include the open-ended geometry of the resonator, which
significantly reduces the Q factor especially at lower fre-
quencies, and the higher frequencies involved. These low
damping factors are not explicitly included in the subsequent
analysis. However, it must be emphasized that designs that
differ from the present one might have completely different
reverberant loading responses which would need to be cal-
culated in each case. The reverberant frequency correction
�Fig. 4�b�� derived from �11� can be much greater, up to a
factor of 1.9 for the largest peak at 117 kHz. The dominant
corrections are greater than unity, but corrections less than
unity also occur, for example at 80 kHz in Fig. 4�b�. Al-
though the dominant corrections are large, they occur over
relatively narrow bandwidths. Their potential impact can
only be evaluated by considering their location relative to the
resonator peaks used in the bubble inversion. At this point, it
appears that a straightforward exclusion of resonator peaks
coinciding with these discrete narrow-band error peaks might
suffice to avoid problems; however, we explore the implica-
tions more closely for the two representative error peaks
identified in Fig. 4�b�.

Figure 5 shows expanded views of both the reverberant
frequency corrections for these two examples together with
the resonator response. The reverberant frequency correction
at 80 kHz, which has a value of 1.25, occurs to the right of
the 78-kHz resonator peak. At the resonator response peak

FIG. 4. �a� Multiplicative damping correction defined in �12� associated
with reverberation effects. �b� Reverberation-induced frequency correction
factor. The triangles along the bottom of the figure identify the location of
the resonator frequency response peaks.

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Farmer et al.: Reverberation effects in acoustical resonators 2957



the reverberant frequency correction is 0.85. In Fig. 5�b�, the
large positive reverberant frequency correction at 117.5 kHz
occurs in the resonator response valley to the left of the
119-kHz peak. At the peak of the resonator response the
frequency correction is approximately 1.1.

These two examples illustrate the way in which the pre-
cise shape and location of the reverberant frequency correc-
tion need to be taken into account when evaluating its sig-
nificance to bubble measurements, which are based on the
height of the resonator peaks. Large reverberant frequency
corrections could have a significant impact on bubble inver-
sions if they coincide with the resonator peaks, but may oth-
erwise exert only a modest influence.

The locations of both the resonator peaks and the rever-
berant frequency corrections change slightly with sound
speed. The horizontal bars in Fig. 5 positioned above the
reverberant frequency correction peaks and resonator re-

sponse peaks illustrate the range of corresponding frequency
shifts encountered with measured variations in bubble cloud
density.

Figure 6 shows a time series of properties for the most
extreme reverberant frequency correction, evaluated for a se-
quence of bubble populations during passage of a bubble
cloud past the sensor. Note that we show values correspond-
ing to the maximum reverberant correction, which is not lo-
cated at a resonator response peak. Figure 6�a� shows the
location �in frequency� of the maximum correction, which
changes by about 2 kHz as the bubble cloud passes. Figure
6�b� shows the size of the reverberant frequency correction,
which is approximately 2 for much of the time. The corre-
sponding air fraction is given in Fig. 6�c�.

A first-order correction can be applied to the data by
noting that the bubble radius corresponding to any given
resonator peak differs from that calculated for the free-field

FIG. 5. Expanded view of frequency correction factor
and resonator response at frequencies between �a� 75
and 82 kHz and �b� 114 and 120 kHz. Dashed line: Re-
verberation frequency correction factor with corre-
sponding scale to the left. Solid line: resonator response
for the given bubble population with corresponding
scale to the right. Horizontal bars above frequency cor-
rection and resonator response peaks indicate the shifts
in these curves that result from measured variations in
bubble concentration as the resonator passes through
the bubble cloud.

FIG. 6. Time series of reverberant frequency correction
factor properties for the peak centered at around
117 kHz shown for the most extreme example of Fig.
4�b� during passage of a bubble cloud. Each record is
separated by approximately 0.5 s. �a� Location in fre-
quency of maximum correction. �b� Size of the rever-
berant frequency correction. �c� Air fraction derived
from integration over all measured bubble sizes. Verti-
cal arrow in �c� indicates location of individual mea-
surement used in the preceding examples. Note that the
properties shown here do not correspond to values oc-
curring at the nearest resonator peak and are therefore
not directly applicable to the bubble inversion.
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bubble resonance. For the data used in Fig. 4�b�, the corre-
sponding frequency shift is evaluated and can therefore be
applied to each resonator peak accordingly. Strictly, this
should be interpreted as the first step in an iterative proce-
dure, with the bubble-size distribution being updated at each
step, but for the resonator geometry used here the corrections
turn out to be small. This is illustrated for bubble density
estimates corresponding to a single free-field resonance fre-
quency of 117 kHz in Fig. 7. Figure 7�a� shows the bubble
population without correction. Figure 7�b� shows the per-
centage error in bubble population obtained at the bubble
radius having a free-field resonance coinciding with the near-
est resonator peak at 117 kHz, before and after the first-order
correction. The error is approximately 2% over the band-
width corresponding to the resonator peak separation, reduc-
ing to ±0.5% after correction.

It might seem surprising that the quite large reverberant
frequency correction identified in Fig. 4�b� results in such a
small error. This is partly due to the fact that the reverberant
frequency corrections have a fairly narrow bandwidth and do
not coincide with the resonator peaks, and partly to the fact
that the volume-scaled bubble population is quite flat at this
radius, so that a frequency shift in bubble resonance fre-
quency is proportionately less important. A given correction

would be more important at lower frequencies, correspond-
ing to steeper portions of the bubble spectrum, and for
strongly peaked distributions. However, the corrections are
much smaller at lower frequencies �see Fig. 4�.

We can gain insight as to the overall magnitude of the
errors in a different way. If we start with a smooth attenua-
tion function representative of a measured population, and
apply the reverberant frequency corrections of Fig. 4�b�, we
derive a modified attenuation function �see Fig. 8�a�� corre-
sponding to the expected measurement. Note the noisy char-
acter relative to the initial function. We may then invert this
attenuation function to recover a “corrected” bubble spec-
trum and compare it with the corresponding spectrum de-
rived from the initial model attenuation curve. The two spec-
tra �Fig. 8�b�� are essentially indistinguishable, given the
natural variability of bubble populations. Previously pub-
lished bubble-size spectra acquired with the resonators de-
scribed here have not incorporated the corrections indicated
above. Errors comparable to the fluctuations seen in Fig. 8
would be present in these results. While discrepancies should
be noted, it does not appear that they are significant in this
case, given the very large variability of bubble populations.
It should also be pointed out that small variations in resona-
tor response tend to be smoothed out by Commander and

FIG. 7. First-order bubble density corrections for measurements correspond-
ing to a single free-field resonance frequency of 117 kHz. �a� Uncorrected
bubble distribution. Arrow shows radius corresponding to 117-kHz free-
field bubble resonance. �b� Solid line: Percentage error due to effect of
reverberant frequency shift of bubble resonance at the corresponding reso-
nator peak. Dotted line: Percentage error after first-order correction.

FIG. 8. Bubble inversions illustrating the effect of reverberant frequency
corrections. �a� Solid line: Model attenuation curve representing a smooth
approximation to measured attenuation as a function of frequency. Dashed
line: Frequency shifted attenuation obtained by frequency shifting the cor-
responding attenuation values using the reverberant frequency corrections of
Fig. 4�b�. �b� Bubble populations found by inverting the original and cor-
rected attenuation curves of �a�.
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McDonald’s �1991� inversion approach, which we have used.
Alternative inversions may be much more sensitive to small
discrepancies.

Finally, we compare the air fraction integrated over the
measured bubble population for the observations used in Fig.
6, with the air fraction derived from the first-order correction
in which the bubble radius corresponding to each peak is
shifted according to the reverberant loading value calculated
from the model. This correction is carried out for all resona-
tor peaks, and the scattering model has been run separately
for each measurement in the time series. The comparison is
shown in Fig. 9. The results display some variability, with a
positive trend having an origin at an air fraction of 1.5
�10−5, but everywhere the correction is less than 4%.

In practice, this correction procedure is computationally
heavy, since the full model must be run for each sample. If
corrections are more significant than in the present case and
need to be included in the data analysis, a practical approach
is to delete those resonator peaks, which are significantly
affected by the reverberation-induced modification of bubble
resonance. We note that the reverberant effects for both
damping and frequency shifts are essentially colocated �Fig.
4�, so that removing a resonator peak from the inversion
would avoid both types of error. For the resonator dimen-
sions we have used, the effects are modest, but this result is
entirely fortuitous and can in no way be generalized to other
geometries. Careful calculation along the lines indicated ap-
pears to be necessary for any specific resonator design, so as
to ensure that the results are not subject to significant bias.

IV. CONCLUSIONS

The effects of the reverberation field on resonance of
bubbles in a cavity have been investigated using a numerical

model and resonator measurements acquired in the Gulf of
Mexico. The reverberation can induce large shifts in reso-
nance frequency within a set of confined bands in the spec-
trum. Unless the resonator peaks coincide with large values
in the reverberation effect, however, the impact on bubble
measurement is modest. This is the case for the particular
resonator geometry and dimensions that we have used. How-
ever, reverberation effects can occur even if the resonator
and reverberation peaks do not coincide. A procedure for
estimating errors and implementing corrections has been de-
scribed. Errors for the largest reverberation peaks caused er-
rors in the calculated bubble spectrum at the corresponding
resonant bubble radius of around 2%, reducing to 0.5% with
a first-order correction. Errors in air fraction integrated over
the measured bubble spectrum showed errors that were al-
ways less than 4% for our specific resonator design. Given
the natural variability in bubble populations, these errors can
be considered minor. An alternative correction procedure in-
volves deleting data from the few resonator peaks found sub-
ject to reverberation effects.

It cannot be too strongly emphasized that, although the
particular resonator dimensions we have adopted led to quite
minor reverberation loading effects on derived bubble popu-
lations, this result cannot be assumed to apply to other de-
signs or dimensions. Different geometries and dimensions
could lead to closer coincidence of error peaks with resona-
tor peaks, with correspondingly greater effects on the inver-
sion. Our calculations illustrate that the reverberation effect
identified by Leighton et al. �1998� should be considered for
any bubble measuring system in which free-field resonance
is inhibited by the presence of reflecting boundaries.

ACKNOWLEDGMENTS

This work was supported by the U.S. Office of Naval
Research. We are grateful to Dr. T. Leighton �Southampton
University� for drawing our attention to the potential effects
of reverberation on bubble resonance characteristics, for
making available to us a preprint of his, work and for in-
sightful comments. We also acknowledge valuable comments
and corrections by Dr. H. Medwin.

Commander, K. C., and McDonald, R. J. �1991�. “Finite-element solution of
the inverse problem in bubble swarm acoustics,” J. Acoust. Soc. Am. 89,
592–597.

Farmer, D. M., Vagle, S., and Booth, A. D. �1998�. “A free flooding acous-
tical resonator for measurement of bubble size distributions,” J. Atmos.
Ocean. Technol. 15�5�, 1132–1146.

Garrett, C., Li, M., and Farmer, D. �2000�. “The connection between bubble
size spectra and energy dissipation rates in the upper ocean,” J. Phys.
Oceanogr. 30, 2163–2171.

Leighton, T. G., Ramble, D. G., Phelps, A. D., Morfey, C. L., and Harris, P.
P. �1998�. “Acoustic detection of gas bubbles in a pipe,” Acta Acust.
�Beijing� 84, 801–814.

Leighton, T. G., White, P. R., Morfey, C. L., Clarke, J. W. L., Heald, G. J.,
Dumbrell, H. A., and Holland, K. R. �2002�. “The effect of reverberation
on the damping of bubbles,” J. Acoust. Soc. Am. 112�4�, 1366–1376.

Minneart, M. �1933�. “On musical air-bubbles and sounds of running wa-
ter,” Philos. Mag. 16, 235–248.

Morse, P. M., and Ingaard, K. U. �1986�. Theoretical Acoustics �Princeton
University Press, Princeton, NJ�, pp. 500–503.

FIG. 9. Comparison of air fraction integrated over all measured bubble radii
before and after first-order correction for reverberant effects. The data cor-
respond to the time series illustrated in Fig. 6. Solid line is a least-squares
fit. Note that errors are always within 4% for this particular resonator de-
sign.

2960 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Farmer et al.: Reverberation effects in acoustical resonators



Acoustic signals of underwater explosions near surfaces
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Underwater explosions are conventionally identified and characterized by their seismic and/or
acoustic signature based on spherical models of explosion bubbles. These models can be misleading
in cases where the bubble is distorted by proximity to the free surface, the bottom, or to a solid
object. An experimental and numerical study of the effects of various nearby surfaces on the
bubble’s acoustic signature is presented. Measurements from high-speed movie visualizations and
acoustic signals are presented which show that the effect of proximity to a rigid surface is to increase
the first period, weaken the first bubble pulse, and affect significantly the second period, resulting
in a peak value at standoffs of the same order as the maximum bubble radius. These results are
compared to results under a free surface, over a bed of sand, and over a cavity in a rigid surface. In
all cases, the first period is increasingly lengthened or shortened as the motion of fluid around the
bubble is increasingly or decreasingly hindered. The effect of bubble distortion is to weaken the first
bubble pulse and increase the bubble size and the duration of the second cycle. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2047147�

PACS number�s�: 43.30.�k, 43.30.Lz �WMC� Pages: 2961–2974

I. INTRODUCTION

Underwater explosions produce bubbles of gas and va-
por that alternately expand and collapse, generating a train of
acoustic pulses that propagates acoustically through the wa-
ter, and seismically through the seafloor. The timing of these
pulses can be used to determine the yield of the explosion,
provided its depth can be estimated. In some cases, rever-
berations from the sea surface and ocean bottom provide
information about the explosion depth �Baumgardt and Der,
1998�. If the explosion is far from the free surface and the
bottom and is otherwise unconstrained, the classic formula,
as presented for example by Cole �1948�, serves to define the
“bubble pulse” period �T in seconds� in terms of the explo-
sive yield �W in pounds�, its depth �Z in feet�, and a param-
eter �K=4.25 for TNT� characterizing the explosive

T = K
W1/3

�Z + 33�5/6 . �1�

The ability to assess the character of an underwater explo-
sion �UNDEX� and estimate its yield and depth is important
for a variety of reasons. For example, the use of explosives
as underwater acoustic sources has a long and rich history
�Weston, 1960�. A common method of surveying ocean
geoacoustic properties is to detonate calibrated charges and
measure the propagated signal from acoustic sensors or ar-
rays at various ranges �Potty et al., 2004, 2003; Spiersberger,
2003; Godin et al., 1999; Popov and Simakina, 1998�. In
addition, the bubble pulse signature is also vital in the con-
text of nuclear test-ban verification �Weinstein, 1968�, where
a key issue is to distinguish an UNDEX from an underwater
earthquake �Baumgardt, 1999� and in tracking dynamite fish-
ing practices �Woodman et al., 2003�. Exploiting dynamite
fishing explosions as sound sources of opportunity provides
another motivation to this study �Lin et al., 2004�.

In all cases, erroneous conclusions result from the use of
Eq. �1� if the explosion is near an obstacle, the bottom, or if

it is partly contained. In particular, the bubble generated by
an UNDEX can be severely distorted from the presumed
spherical geometry by a nearby object or surface. This could
result in “bubble pulse periods” that correspond to a yield
substantially different from that predicted by Eq. �1�.

Considerable efforts have been devoted to experimental
and theoretical understanding of the physics of underwater
explosions as sound sources. These attempts have typically
used ad hoc models of bubble migration �Buratti et al., 1999�
or have been based on tests with actual full-scale explosives
�Chapman, 1985, 1988; Hannay and Chapman, 1999�. This
paper presents controlled scaled laboratory tests to define the
multicycle motion and geometry of the explosion bubble,
and compares with a sophisticated numerical simulation
based on the dynamics of bubbles near boundaries. Quanti-
tative results �in particular, depths and time of acoustic ra-
diations� that are most important for defining impulse point
sources of acoustic propagation are presented. Section II de-
scribes the basic physics, Sec. III describes the experimental
and numerical conditions of the study, Sec. IV presents the
results of the study, and Sec. V provides a discussion of these
results in terms of characterization of explosions.

II. BACKGROUND

The detonation of an explosive charge underwater re-
sults in the emission of a shock wave and the creation of a
high-pressure gas and vapor bubble. The shock wave consti-
tutes the first of a series of acoustic pulses detectable at long
ranges, and the remaining bubble pulses are generated by the
subsequent motion of the bubble. The pressure of the bubble
initially causes it to expand, but inertia of the liquid carries
the bubble past its equilibrium point, causing it to overex-
pand, and then collapse again. The final stages of the col-
lapse are quite violent, and return the bubble nearly to its
original state, generating large pressures and another acoustic
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pulse. The bubble then begins the cycle again and continues
until it has broken up and its energy has been dissipated.

The shock and subsequent bubble pulses radiate sound
as point- or compact impulsive sources at different depths
and times. While boundaries affect the sound propagation
from a point source in well-understood ways, the problem of
how the boundaries affect the multicycle motion of the
bubble acoustic source is the focus of this paper.

A. Numerical model

Following an underwater explosion detonation, and after
a very short period of time where compressible effects are
important, the characteristic liquid velocities become small
compared to the velocity of sound, enabling one to neglect
the liquid compressibility. Similarly, viscous effects can be
neglected and one can consider the water flow field as po-
tential, with u=��, where u is the liquid velocity vector
and � is the velocity potential. � satisfies Laplace’s equa-
tion in the fluid domain, D

�2��x,t� = 0, x � D , �2�

where x is the spatial variable and t is time �Chahine and
Perdue, 1989�. On the bubble surface Sb, of local normal, n,
� satisfies the kinematic boundary condition, which ex-
presses equality between the fluid and the free-surface nor-
mal velocities

dx/dt · n = �� · n, x � Sb, �3�

and the dynamic boundary condition

��

�t
= −

1

2
����2 +

P� − Pb

�
− �gz�x�Sb

, �4�

where P� is the hydrostatic pressure at the point of initiation
of the explosion, Pb�x , t� is the local pressure in the liquid at
the bubble interface, and z is the vertical coordinate at
point x.

The pressure inside the bubble is assumed spatially ho-
mogeneous, and the bubble content is assumed to be com-
posed of noncondensable gas arising from the explosion
products, which follow a polytropic compression law of con-
stant k. These assumptions have been shown, for a wide
range of free-field bubbles, to lead to an excellent fit between
experimental data and numerical results �Chahine et al.,
1995�. This leads to the following form of the normal stress
boundary condition at the bubble interface:

Pb�x,t� = Pg0�V�t�
V0

�k

+ Pv − �C , �5�

where Pg0 is the initial pressure of the noncondensable gas
inside the bubble and Pv is the water vapor pressure. V0 is
the initial volume of the bubble, � is the surface tension
coefficient, and C�xs , t� is twice the local mean curvature at
xs given by

C = � · n . �6�

The local normal to the surface, n, is defined as

n = ±
�f

��f �
, �7�

where f is the bubble surface equation. The appropriate sign
is chosen so that the normals point towards the liquid.

In addition to conditions �3� and �4�, the boundary con-
dition on any nearby solid body St is given by

��

�n
= un, x � St, �8�

where un is the local normal velocity of the solid body in
response to the bubble loading. This includes body motion
and deformation �Kalumuck et al., 1995; Chahine and Kalu-
muck, 1998�. At infinity, the fluid velocities due to the
bubble dynamics vanish, and the boundary condition is

�lim�x→����� = 0. �9�

To complete the description of the problem, appropriate ini-
tial conditions are used. At the initiation of the computation,
and only at that instant, the bubble dynamics is assumed to
be that due to a spherical explosion bubble in a free field.
The Rayleigh–Plesset equation �Plesset, 1948� governing
spherical bubble dynamics is used to obtain these initial con-
ditions �i.e., a relationship between the initial bubble radius
and the initial bubble wall velocity or gas pressure�. This
results in the following relationship between the initial
bubble radius, R0, and the initial gas pressure inside the
bubble, Pg0, for R0=0:

Pg0 =
3�1 − k�
1 − �0

3k−3� p� − pv

3
�1 − �0

−3� +
�

R0
�1 − �0

−2�� ; �0

=
R0

Rmax
. �10�

Thus, a closed system of equations is obtained to solve for �
using Green’s identity

���x� = �
S

ny · �y��y�G�x,y�dsy

− �
S

ny · �yG�x,y���y�dsy , �11�

where x is selected on the boundary, y is an integration vari-
able on the surface S ,ny is the normal to S, and

G�x,y� =
1

�x − y�
�12�

is the Green’s function. � is the solid angle subtended in the
fluid at the point x.

Equation �11� is an integral equation which relates the
potential at any point x to the values of � and its normal
derivatives on the boundary of the liquid domain, S. We can
use Eq. �11� to determine at a given computation time the
unknown quantities: � on solid surfaces and normal deriva-
tive of the potential, �� /�n, on the free surface, knowing the
normal velocities on the solid surfaces and the velocity po-
tential on the free surface. To start the computations, we

2962 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 J. R. Krieger and G. L. Chahine: Explosion signals near surfaces



know the potential on the initial bubble surface through ��
=R0Ṙ0�, and we assume a zero body velocity.

Once the flow variables are known at a given time step,
values at subsequent steps can be obtained by integrating
Eqs. �3� and �4�, and using an appropriate time-stepping
technique. The material derivative, D� /Dt, is then computed
using the Bernoulli equation �4�, and noting that u=��

D�

Dt
=

��

�t
+ �� · �� =

��

�t
+ �u�2. �13�

This time stepping proceeds throughout the bubble growth
and collapse, resulting at each time step in the knowledge of
all flow-field quantities and the shape of the bubble.

This is the basis of the numerical method used in this
paper and which has been extensively used and validated for
both axisymmetric �Zhang et al., 1993; Choi and Chahine,
2003� and three-dimensional interactions between UNDEX
bubbles and nearby structures �e.g., Chahine and Perdue
�1989�; Chahine �1996�; Chahine, Kalumuck, and Hsiao,
�2003��.

B. Discussion and definitions for analysis

The acoustic bubble pulses, generated by the bubble vol-
ume and shape changes, may be treated theoretically prima-
rily as a monopole radiation in the far field with strength
dependent on the volume acceleration of the bubble, plus a
dipole with strength dependent on the bubble migration, and
higher-order poles dependent on its deformation.

In the absence of gravity effects or nearby objects, the
bubble remains spherical in shape, and the period of its vol-
ume oscillations can be predicted analytically. Rayleigh
�1917� analyzed the collapse of empty spherical cavities and
found the time of collapse to be

Tcollapse = 0.915Rmax	 �

P�

, �14�

where Rmax is the initial �maximum� radius of the cavity,
and � and P� are the density and pressure of the ambient
fluid, respectively. This dependence of the period on the
ambient pressure and the bubble size is another formula-
tion of Eq. �1�. The effects of vapor pressure, noncondens-
able gas, surface tension, viscosity, and a time-varying
ambient pressure could also be included, to produce the
Rayleigh–Plesset equation �Plesset, 1948�, the equation of
wall motion for a collapsing and rebounding spherical
bubble. For given conditions, the period of the bubble
oscillation can be predicted from the solutions of this
equation.

If the explosion occurs near an object or at shallow
depths where the effects of gravity are strong, the bubble
collapses asymmetrically, resulting in reentrant jet and toroi-
dal bubble formation, or if both effects are strong and in
opposite directions, a pear shape and bubble splitting �Cha-
hine, 1996, 1997�, and the bubble does not produce the same
series of pulses as it would in deep submergence and away
from boundaries.

The effect of a nearby surface is quantified in terms of
the normalized standoff distance

X =
x

Rmax
, �15�

where x is the standoff distance, i.e., the shortest distance
from the initial explosion center to the surface, and Rmax is
the maximum radius the bubble would achieve if the ex-
plosive were detonated in an infinite medium at the same
depth.

For large values of the standoff parameter, the bubble is
essentially spherical and unaffected by the boundary. As the
standoff distance is reduced, the bubble becomes more and
more affected by the boundary. At values near unity, the
bubble nearly touches the surface on its first expansion, and
at values near zero, the first bubble pulsation is quasihemi-
spherical. Examples of this behavior for small-scale explo-
sions generated by a spark in a water tank �Chahine et al.,
1995� are shown in Fig. 1.

The effect of buoyancy is quantified in terms of the
Froude number �Chahine, 1997�

F =
P� − Pv

2�gRmax
. �16�

This parameter is the ratio of the difference between the
ambient pressure at the charge location and the vapor pres-
sure to the difference in pressure between the top and bottom
of the bubble. It expresses the relative importance of the
compressional force tending to collapse the bubble and the
gravity force tending to deform and migrate the bubble up-
ward. For large values of the Froude number, the effect of
gravity is relatively weak, and the bubble remains spherical.
For small Froude numbers, upward motion and bubble dis-
tortion due to gravity are important. This parameter is
strongly responsible for differences between UNDEX bubble
behaviors at different geometric scales. The Froude number
�or the gravity acceleration term� does not appear explicitly
in the equations, but the gravity term can be seen in the
boundary condition �4� on the bubble and free-surface walls.

FIG. 1. Spark-generated bubbles over a rigid surface. Horizontally, four
different times are shown—the time of the first volume maximum, just prior
to the first collapse, the time of the first collapse, and the time of the second
volume maximum—and vertically three different standoff distances are
shown, with standoff distance increasing from bottom to top. The ambient
pressure was approximately 60 mbar, and Rmax was approximately 15 mm.
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For problems of interaction between an UNDEX bubble and
the ocean bottom, or an obstacle located below the bubble,
gravity acts in an opposite direction than the bottom, i.e., it
tends to force the bubble to have a reentrant jet moving up-
ward, while the bottom induces a downward motion. This
results, at small Froude numbers, in large differences in the
bubble behavior between two different Froude number con-
ditions for otherwise similar UNDEX conditions.

III. EXPERIMENTAL AND NUMERICAL ANALYSIS

A. Experimental methods

Bubbles generated by the underwater discharge of a
high-voltage charge between two coaxial electrodes, exposed
to each other at their ends and contained within a transparent
vacuum cell, were used as laboratory-scale models of under-
water explosions �Chahine et al., 1995�. The cell is 3�3
�3 ft.3 made of 1-in.-thick Plexiglas wall, which enables it
to withstand reduced pressure down to 0.5 psi. By reducing
the pressure in the cell, relatively large and slow-collapsing
bubbles were generated, and the transparent walls allowed
recording of the bubble dynamics by a high-speed digital
camera �Redlake Imaging model PCI8000S�. The acoustic
signals of the bubbles were measured with a piezoelectric
transducer having a 1-	s rise time �PCB Piezotronics model
102A03�. A photograph of the experimental arrangement is
shown in Fig. 2. Concerning the physics of the problem, the
arrangement electrodes/nearby boundary is quite simple and
is further illustrated in the bubble pictures in this paper, such
as in Fig. 1. Note that the acoustic properties of the acrylic
platform are close to those of water, making the reflection
coefficient near zero over the relevant range of reflection
angles. Furthermore, reflections from walls and other distant
objects resulted in path lengths much longer than the
straight-line path from bubble to transducer. Because of this,
only the pulses propagating directly from the bubble to the
transducer were strong enough to be detectable.

The energy of the bubble was controlled by adjusting the
voltage supplied to the capacitor of the spark generator. The
effects of the tank pressure and of the variations in the dis-
charge output were removed from the data by measuring
Rmax and normalizing periods using a characteristic time

�equal to the Rayleigh collapse time omitting the factor
0.915� as in Eq. �15�. The bubble maximum radius is used to
normalize the standoff distance, and is obtained by direct
measurement from the video pictures corresponding to each
signal. When the bubble was significantly distant from the
bottom, it retained a spherical shape at maximum volume
and a radius could easily be measured. In cases where the
bubble was distorted by the presence of the nearby boundary,
an equivalent radius, equal to the radius of a sphere of equal
volume, was used. Simulations of identical initial bubbles at
various distances show that the bubble achieves the same
volume, within ±1%, at the time of its maximum growth
regardless of the standoff distance, so that the equivalent
Rmax is a consistent measure of bubble size. The volumes of
distorted experimental bubbles were calculated from the ob-
served bubble outline at the time of maximum growth, as the
volume of a solid of revolution around its vertical axis. The
validity of the assumption of axisymmetry is supported by
top views, which show circular profiles, and by the mirror
symmetry seen in side views.

The ambient pressure was calculated based on the abso-
lute pressure in the vacuum cell and the depth of the elec-
trodes, and the vapor pressure was calculated based on the
measured ambient water temperature. All times, t, and dis-
tances, r, were normalized using the quantities �, Rmax, and
Pamb− Pv

t̄ 

t

Rmax	 �

Pamb − Pv

, �17�

r̄ 

r

Rmax
. �18�

Although spark-generated bubbles are considerably smaller
than typical explosion bubbles, surface tension and viscosity
effects remain negligible, and the bubble dynamics is an ac-
curate scaled representation of a full-scale case having the
same normalized standoff and Froude number �Chahine et
al., 1995�. Conversion between scales is accomplished using
the characteristic length lcharac=Rmax and the characteristic
time Tcharac=Rmax�� /
P�1/2, as above. Differences between
various scaled results obviously exist if the Froude num-
bers, i.e., the relative influence of gravity, are not the
same.

B. Error estimates

One of the principal sources of experimental uncertain-
ties lies in the determination of Rmax for each case, which
affects both the normalized standoff distance and the normal-
ized period. Repeated measurements for several different
cases give a standard deviation of about 1% of the mean. In
cases where an equivalent Rmax was measured for the bubble
at its second maximum, the standard deviation was about
4%, since the axisymmetric assumption probably introduces
more significant errors in these cases. Vapor pressure is a
function of temperature, and uncertainty in the temperature
measurement led to errors of about 2% or less. The least
significant digit on the pressure gauge is 1 mbar, or about

FIG. 2. The experimental arrangement for recording bubble dynamics near
a rigid surface.
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2% for low-pressure tests. For high-pressure tests, in which
the bubbles are small, the dominant source of uncertainty lay
in the measurement of standoff, which could have been as
much as 10%. In the graphs presented here, it was decided to
rely upon the scatter among a large number of data points as
an indication of repeatability. One series of tests was con-
ducted with each test repeated five times, which produced
standard deviations in normalized period and normalized
standoff of approximately 5%.

C. Numerical approach

DYNAFLOW’s boundary element method code
2DYNAFS© �Choi and Chahine, 2003� was used to conduct
simulations of bubbles under conditions matching those of
the spark tests. 2DYNAFS© is based on the boundary element
method described in Sec. II for solving potential flows with
arbitrary boundaries, and calculates the motion of one or
more interfaces in an axisymmetric geometry. Each interface
is discretized in a meridional plane, each node is advanced at
each time step using the velocities and the unsteady Ber-
noulli equation, and the new velocity potentials and normal
velocities are calculated using a discretized version of
Green’s equation �Zhang et al., 1993�. In cases where a re-
entrant jet impacts the opposite wall of the bubble, the dy-
namic cut relocation algorithm of Best �1994� was used to
continue computations with a new toroidal bubble. For
laboratory-scale simulations, the initial conditions of the
bubble were specified as the same ambient pressure as the
corresponding experimental test, and an initially spherical
explosion bubble with a radius and pressure such as to pro-
duce an Rmax value of 1.3 cm, which is a typical value for the
spark tests in the pressure range tested.

IV. RESULTS

A. Bubble dynamics near a rigid surface

Figure 3 shows an example series of pressure signals
from bubbles generated by spark discharges at varying dis-
tances above a flat, rigid plate, with each signal offset verti-
cally in the figure by an amount proportional to its corre-
sponding standoff distance. The time has been normalized as
in Eq. �15�. Each signal contains initial strong fluctuations
composed of a combination of the initial shock wave and
electrical noise associated with the spark discharge, followed
by two and sometimes three detectable peaks generated by
the bubble collapses. Two principal differences among the
signals can be observed. First, the timing of the first collapse
pulses appears in general delayed for bubbles near the plate.
Second, the first bubble pulse decreases in strength dramati-
cally as the bubble approaches the plate.

For bubbles at moderate distances from a rigid surface,
Chahine and Bovis �1983� have demonstrated, using
matched asymptotic expansions for large X, that

T* � 1.83�1 +
1

4X
�

R0

Rmax

R�t�dt � 1.83�1 +
0.79

4X
 ,

�19�

where T* is the normalized period of the bubble in the pres-
ence of the surface. This first-order approximation provides a
useful theoretical comparison for moderate values of stand-
off distance, although it is not valid for small values.

In order to investigate the effects of proximity to a rigid
boundary over the entire range of standoff distances, several
series of spark tests were conducted using approximately
constant energy but varying standoff distances, including a
concentrated series of measurements for values of X less than
1, and these results were compared to the results from a
series of simulations using 2DYNAFS©. The measured and
calculated first bubble periods are shown in Fig. 4 along with
a curve calculated from Eq. �19�, and a correlation calculated
from Eq. �20�, presented below.

Both the measurements and the simulations agree with
the predictions of the first-order asymptotic expansion �19�

FIG. 3. Pressure signals from a spark-generated bubble with varying stand-
off distance. Signals were measured using a quartz pressure transducer sev-
eral inches to one side of the bubble. The ambient pressure was
1 atmosphere and the maximum bubble radius about 6 mm. All signals have
been offset vertically by an amount proportional to the respective standoff
distance.

FIG. 4. First bubble period as a function of standoff distance. Experimental
data were collected for several cell pressures, and simulations were con-
ducted using an ambient pressure of 50 mbar plus a correction for depth,
and an Rmax value of 1.3 cm.
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for values of X larger than 1, where the period is approxi-
mately twice the characteristic time, as expected. The contri-
bution of this work is the description of a nonasymptotic
region where larger bubble deformations occur. As the
bubble nears the bottom, the period shows a steady gradual
increase, up to a value at the bottom approximately 20%–
25% greater than the “free” value. This increase is consistent
theoretically with the additional energy due to an image
bubble on the opposite side of the surface. If a hemispherical
bubble is generated exactly at the surface, it will act with its
mirror image as a single spherical bubble having twice the
energy as the actual bubble, and according to the period–
energy relation will have a period greater than the actual
bubble if it were spherical by a factor of 21/3=1.26. Thus, the
theory predicts a normalized period of 2�0.915=1.83 for
free bubbles, and with the image a period of 2�0.915
�21/3=2.31 for bubbles on a rigid surface. Both experimen-
tal measurements and numerical simulations using
2DYNAFS© agree with these extrema and show a steady pro-
gression in between, while, as expected, the asymptotic ex-
pansion �and the classical corrections� fails at the lower val-
ues of X.

A general analytic prediction of the bubble first period
over all standoff distances is lacking. However, the empirical
expression

T* � 1.83�1 +
0.1975

	0.5776 + X2 , �20�

does a reasonably good job as a correlation, as shown in Fig.
4. This expression matches the theoretical values for X=0
and X→�, and agrees with the asymptotic expansion for-
mula for large X. It may be used to predict the period of an
explosion bubble of any size near a large, flat, rigid surface,
as long as the effects of buoyancy are not too strong, i.e., as
long as the Froude number is above approximately 10. Simi-
lar expression could be derived for other values of F but
were not attempted here.

The period of the second cycle, shown in Fig. 5, depends
on the history of the bubble through the first cycle, and ex-
hibits more variation with standoff than does the first period.
The second period is normalized using the same characteris-
tic time as the first period. At large standoff distances, the
second period is nearly half that of the first cycle, which
according to the period–energy relation for spherical
bubbles, and for negligible migration, corresponds to an en-

ergy of � 1
2

�3 or 13% of the original energy, or an energy loss
at the first collapse of about 87%. This differs slightly from
period ratios and energy losses for free-explosion bubbles
�Cole, 1948�, but is consistent with reported values for laser-
generated bubbles �Vogel et al., 1989; Vogel and Lauterborn,
1988�. As the standoff distance decreases to a value of X
�1, the second period increases to a large fraction of its
original value, suggesting a reduction in the bubble energy
loss during the first collapse. A reduction in energy loss is
also suggested by a reduction in emitted acoustic energy, as
is indicated in Fig. 6, which shows a pronounced minimum
in the peak pulse pressure near X=1. However, a change in
period is also to be expected for these standoff distances
simply due to the formation of a vortex ring bubble, whose
period is known to be larger than that of a spherical bubble
of equal energy �Chahine and Genoux, 1983�. As the standoff
distance decreases below X�1, the period again decreases.
This behavior of exhibiting an extremum near X�1 is also
shown in the measurements of Lindau and Lauterborn
�2003�, who measured maximum and minimum volumes of
laser-generated bubbles near a plate and found that the ratio
of maximum to minimum volume near X�1 was reduced by
roughly 2 orders of magnitude from its value very near and
very far from the plate. In other words, the strength of com-
pression of the bubble contents is greatly weakened when the
standoff distance is approximately 1 bubble radius from the
surface.

Note that the value of peak pressure shown in Fig. 6 is
probably lower than the actual value due to the extreme
brevity of the pulse �laser-induced bubbles produce pulses
with a duration of tens of nanoseconds; see Vogel and Lau-
terborn, 1988�, and the relatively large size and slow re-
sponse �rise time of 1 	s� of the quartz transducer. The pres-
sures in all cases were measured several inches to the side,
and were normalized to correspond to a 3-in. separation be-
tween electrodes and transducer, using an assumed 1/r de-
pendence of pressure with distance.

Since standoff values much less and much greater than
the bubble size correspond, respectively, to hemispherical
and spherical symmetry, while standoff values nearly equal
to the bubble size result in highly nonspherical bubbles and
in the development of strong linear and rotational motion, it
seems reasonable to explain the extrema in all of these prop-
erties in terms of bubble distortion during the first cycle and

FIG. 5. Normalized second period as a function of standoff. Experimental
data are shown from the same set of tests as in Fig. 4, normalized using Eqs.
�17� and �18�. FIG. 6. First bubble pulse strength as a function of standoff. The maximum

pressure recorded by the transducer 3 in. from the bubble during the first
bubble pulse is shown from the same tests as in Fig. 4 and Fig. 5.
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energy loss during the first collapse. For hemispherically and
spherically symmetric bubble collapse, all of the energy of
the fluid is directed into compression of the gaseous contents
of the bubble, producing small minimum volumes, large
maximum pressures, and large energy losses due to acoustic
radiation. For values of X�1, much of the fluid energy goes
into the formation of a jet and a toroidal bubble, and the
asymmetric collapse deprives the gas of some of its compres-
sion energy, producing larger minimum volumes, smaller
pressures, and weaker acoustic emission.

Larger second-cycle bubble volumes, as well as larger
second periods, are also observed near X=1. Figure 7 shows
approximate measurements of the bubble equivalent radius at
the second volume maximum �Rmax 2�, as a fraction of the
first Rmax value. Similar to the second period, the second
maximum radius displays a maximum near X=1. Further-
more, the similarity between the radius ratio and the ratio of
second to first period, shown in Fig. 8, suggests that the
period scales approximately as the equivalent maximum ra-
dius for nonspherical bubbles as for spherical bubbles, and
both are decreased in nearly the same proportion by the loss
of energy during the first collapse. Note that Cole �1948�
reports a period ratio of approximately 0.77 for free-
explosion bubbles, and a decrease in the ratio as the explo-
sion approaches the bottom, while a period ratio between 0.5
and 0.6 is consistently obtained for free spark-generated

bubbles in the ambient pressure conditions considered here,
and this ratio increases as the bubbles approach the bottom.
The energy losses for spark-generated bubbles are consistent,
however, with reported energy losses for laser-produced
bubbles �Vogel et al., 1989�. Also, the influence of gravity in
the two cases is very different, since the Froude number for
the conditions reported by Cole is approximately half of the
value for a typical spark test reported here, and the opposing
effects of gravity and a nearby bottom produce significantly
different effects from the effects of a surface alone, such as
bubble lengthening and splitting �Chahine, 1996�. In addi-
tion, energy losses between one bubble cycle and the follow-
ing for free-field bubble have been shown experimentally,
over a very large range of explosion conditions, to depend on
a parameter equivalent to the Froude number, i.e., Rmax/Z,
where Z is the hydrostatic head at the explosion center �Snay,
1962; Chahine and Harris, 1997�.

The ratio of the peak pressures between the second and
the first bubble cycle is also very instructive, and shows a
very distinctive peak at a normalized standoff distance of
approximately X=0.9. This is clearly illustrated in Fig. 9.

B. Bubble dynamics near a free surface

It is well known that proximity to a free surface reduces
the first period of an explosion bubble. An analysis using the
image theory can be applied to a free surface, similar to that
for a rigid surface but with an opposite sign, resulting in an
analogous formula �Chahine and Bovis, 1983�

T* � 1.83�1 −
0.79

4X
 . �21�

In this case, X is the normalized depth, or standoff distance
from the free surface. This formula is essentially the same as
that given by Cole �1948�, and except for depths shallower
than 1 bubble radius, agrees quite well with both laboratory-
scale experimental data, and with simulations, as shown in
Fig. 10. Note that the Froude number for the experimental
conditions is approximately 8, indicating a mild influence of
buoyancy, while Eq. �21� assumes negligible influence of
buoyancy �F�1�. Also note that data are unavailable below
approximately X=0.5, as the spark-generated bubbles vent

FIG. 7. Ratio of second maximum radius to first maximum radius as a
function of standoff distance. Data are shown from the same set as shown in
previous figures.

FIG. 8. Ratio of second period to first period as a function of standoff
distance. Data are shown from the same experimental tests as shown in
previous figures.

FIG. 9. Ratio of second peak pressure to first peak pressure as a function of
standoff distance. Data are shown from the same experimental tests as
shown in previous figures.
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their contents to the atmosphere in this region, lose their
identity, and fail to emit bubble pulses. In the range 0.5
�X�1.0, the top of the bubble does rise above the equi-
librium free-surface level, but the surface is not
breached—it maintains its integrity and exhibits behavior
resembling an elastic membrane, and a water layer re-
mains between the bubble and the free surface �Chahine,
1977�.

As with bubbles near a rigid surface, the first bubble
pulse and the second cycle behavior of bubbles near a free
surface show more complex variations than the period of the
first cycle. The first bubble pulse strength, and the ratios of
second to first period and second cycle bubble size to first
cycle bubble size, are shown in Fig. 11. When the bubble is
close to the surface, the surface has a repulsive effect which
forces the bubble downward during and after the collapse.
When the bubble is sufficiently deep, the effect of buoyancy
dominates over the effect of the free surface, and the bubble
is distorted and lifts upward. At some intermediate depth, the
two opposing effects cancel each other, and the bubble is
observed to remain nearly spherical and to pulsate without
rising or descending. Under the laboratory conditions shown
here, this occurs at a normalized depth of approximately 2.
Unfortunately, when the bubble remains spherical and sta-
tionary it collapses at the tip of the electrode, and this tends
to make the bubble pulse magnitudes somewhat erratic in
this region.

Figure 11 shows that, near a normalized depth of 2, the
strength of the first bubble pulse is relatively strong, and that
the second bubble cycle is relatively short with a small maxi-

mum bubble radius. Thus, just as for bubbles near a rigid
surface, when the collapse is symmetric the compression of
the bubble contents is relatively strong, resulting in relatively
large energy losses and weaker second cycles. When the
bubble is distorted during collapse, the compression is weak-
ened, resulting in smaller energy losses and stronger second
cycles.

C. Bubble dynamics near a nonflat rigid surface

In addition to being nonrigid, surfaces near explosion
bubbles are often not perfectly flat. Explosions near the sea-
floor may result in a crater. Explosions near or on an object
may interact with a cavity in the object. As a simple model of
a bubble interaction with a nonflat surface, a series of simu-
lations and experimental tests of a bubble near a flat surface
containing a hemispherical cavity was conducted. These tests
are characterized not only by the normalized standoff dis-
tance x /Rmax, but also by the ratio of cavity size to maximum
bubble size, Rc /Rmax. The standoff distance for these tests is
defined relative to the bottom of the cavity, as shown in Fig.
12 in order to avoid ambiguities in the limit as the wall
cavity radius becomes very large.

If the explosion bubble is very much larger or very
much smaller than the cavity, the behavior of the bubble
resembles that near a flat surface, with the bubble interacting
with a large region of the surface around the cavity, or with
the bottom of the cavity, respectively. If the bubble size is of
the same order as the cavity size, however, the behavior is
different. If the bubble is initiated at the bottom of the cavity,
it splits during collapse, as shown in Fig. 13. The most
prominent effect of the cavity on the acoustic signals is the
significant increase in first period for bubbles partially en-
closed within the cavity. Figure 14 shows the normalized first
period as a function of normalized standoff for various ratios
of cavity size to bubble size, with Fig. 14�a� showing experi-
mental data, and Fig. 14�b� showing the results of simula-
tions. In both cases, a curve similar to the normalized period
curve for flat surfaces is produced when the cavity to bubble

FIG. 10. Normalized first period versus normalized depth for bubbles near
the free surface.

FIG. 11. Size and duration of the second bubble cycle, and magnitude of the
first bubble pulse for bubbles near a free surface.

FIG. 12. Schematic of spark-generated bubbles over a hemispherical cavity
in a rigid surface.

FIG. 13. Collapse, splitting, and rebound of an explosion bubble initiated at
the bottom of a moderately sized hemispherical cavity.
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size ratio tends towards very small or very large values,
since, in the limit of very small cavities, the bubble should
interact with a flat surface with negligible influence of the
cavity, and in the limit of very large cavities, the bubble
should interact with the bottom of the cavity as if it were a
very large flat surface. Note that curves for large values of
Rc /Rmax maintain higher values than curves for small values
of Rc /Rmax at large standoff distances, since smaller bubbles
imply that larger normalized standoff distances are required
to emerge from and to escape the effects of the wall cavity. If
the wall cavity to bubble size ratio is not extremely large or
small, i.e., if the wall cavity and maximum bubble radii are
of the same order, then there is a marked increase in the
bubble period when the explosion is initiated near or within
the wall cavity, demonstrating the effect of increased inertia
of the surrounding water due to increasing confinement of
the explosion.

Figure 15 shows more clearly the effect of the relative
cavity and bubble sizes. The normalized first period is shown
from experiments and simulations of explosion bubbles ini-
tiated at the bottom of the crater, for various values of
Rc /Rmax. As expected, the period approaches the theoretical

value for an infinite flat surface for large and small values of
Rc /Rmax, and increases by a factor of almost 2 in the range
Rc /Rmax�2–3, indicating a maximum restriction of bubble
motion when the bubble size is a large fraction of the size of
the containing cavity.

Figure 16 and Fig. 17 show the experimental results for
the second bubble oscillation period, and the amplitude of
the first bubble pressure pulse, for bubbles near a cavity.
Overall behavior is similar to that near a flat surface, except
that the curves are shifted towards larger standoff values as
the bubbles become smaller, due to the fact that smaller
bubbles must be further away from the bottom of the cavity
in order to escape its effects.

D. Bubble dynamics near a bed of sand

In order to investigate the effect of nonrigid surfaces, a
series of experimental tests over a bed of sand was con-
ducted, for comparison to the rigid surface. Commercial
playground-quality sand �grain size approximately
0.1–1.0 mm� was thoroughly rinsed and poured into a bed

FIG. 14. Normalized first period of
bubbles over a cavity in a rigid sur-
face.
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2 cm deep. Each bubble growth and collapse disturbed the
surface of the sand to a certain extent, so the surface was
smoothed flat before each test.

When the bubble is within approximately 2 radii from
the surface, the bubble tends to lift the sand underneath it
into a mound during its collapse, as shown in Fig. 18. The
dynamics of the first cycle appears otherwise unaffected
compared to behavior over a rigid surface, and shows similar
distortions and similar jetting behavior at similar standoff
distances. Furthermore, the first period of the bubble over
sand is within experimental variability of the first period over
a rigid surface, as shown in Fig. 19, indicating that the ability
of a solid surface to deform slightly or fluidize within a shal-
low region is not sufficient to significantly alter the hydro-
dynamics around a bubble near the surface. Greater elastic-
ity, such as that of a free surface, is required to produce large
variations in the bubble behavior.

The most pronounced difference between the effect of a
sandy bottom and of a rigid bottom lies in the behavior fol-
lowing the impact of the bubble with the sand. For a rigid
surface, the bubble and remnants of the bubble may be ob-
served in motion for a long time, but when a bubble strikes
the sandy surface, the sand appears to immediately swallow
the bubble, with fragments occasionally reemerging only af-

ter a long time. A second bubble pulse is normally detect-
able, indicating a second collapse, but the strength of this
pulse is much diminished for bubbles very near to the sand,
as shown in Fig. 20. �As in Fig. 3, each signal has been offset
vertically by an amount proportional to the standoff distance.
Note that several signals are overlaid at certain standoff dis-
tances, representing multiple tests at those distances.� The
second period, shown as the ratio of second to first period in
Fig. 21, shows a similar trend to the period ratio for bubbles
over a rigid surface, except for somewhat diminished values
for small standoff distances. The reduced period of the sec-
ond cycle shown in Fig. 20 and Fig. 21 for standoff distances
less than about 1, which is the region where the bubble col-
lapses directly against the sandy surface, indicates a weak-
ened rebound and second cycle, presumably due to dissipa-
tion of the bubble’s energy as it rebounds within and moves
through the sand. The weakened second bubble pulse is con-
sistent with greater energy losses as the pulse propagates
from deeper within the sand bed.

E. Spectra of the first bubble pulse

In cases where the explosion occurs near a rigid surface,
the bubble pulse is often not a single peak, but has a smaller,

FIG. 15. Normalized first period of
explosion bubbles initiated at the bot-
tom of a cavity, as a function of the
cavity size relative to the bubble size.

FIG. 16. Normalized second period of the bubble oscillations. FIG. 17. Amplitude of the first bubble pulse peak pressure.
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initial peak preceding the primary collapse peak, as shown in
Fig. 22, which shows typical peak profiles for normalized
standoff distances of 0.06, 0.30, 0.45, and 0.69. The initial,
or precursor, peak is evident for X=0.06 and quite pro-
nounced at X=0.3. Also evident is the decrease in peak am-
plitude for standoff distances near X=1. A multitude of
peaks, such as Fig. 22�c�, is often observed for standoff val-
ues in the neighborhood of X=1, and sometimes for bubbles
strongly influenced by gravity as well, and is probably a
result of partial or complete bubble breakup during collapse.
The precursor peak is known to occur as a result of impact of
the reentrant jet on the surface �Chahine and Duraiswami,
1994; Thrun et al., 1992�, while the main peak is produced at
the bubble’s volume minimum. This precursor peak, which is
most pronounced at a normalized standoff value of approxi-
mately 0.3, may also hold some explanation for the mini-
mum in the second bubble period which occurs at this stand-
off value, due to increased energy loss accompanying the jet
impact and pulse emission. Bubble collapse is an unstable
process, and any perturbations, such as disruption of flow
around an electrode, or any other object present in a nonideal
flow field, will promote breakup of the bubble. This breakup
has sometimes been observed in overhead views to produce
daughter bubble fragments which collapse separately.

In order to identify the effect of the changing features of
the bubble pulse on spectra of the acoustic signal, a series of
spectra of the first bubble pulse has been compared. Figure
23 shows profiles of the first bubble pulse and precursor
peak, with the primary peak centered at t=0, while Fig. 24
shows spectra of the first bubble pulse for standoff distances
less than approximately unity. In Fig. 23, the signals from
five repeated tests at each standoff distance have been over-
laid, as an indication of variability in the signals. As is evi-
dent in Fig. 23, the jet impact peak becomes pronounced at
X�0.3, although with variable delay between it and the pri-
mary peak, and both the precursor peak and the collapse
peak become more variable before nearly vanishing as the

standoff distance approaches X�1. Similar behavior may be
observed in the spectra. The full width at half-maximum of
the bubble pulse is typically approximately 16 	s, the loga-
rithm of the reciprocal of which is 4.8. A distinct peak in the
average spectra can be discerned at a value of 4.8, at least for
the lower standoff distances where the pulse is strong. At
standoff distances of approximately 0.5, where the bubble
pulses become more erratic, the spectra do as well. At stand-
off distances of approximately 0.3, where the jet impact peak
is most distinct and the interval is approximately 80 	s, the
spectra show a faint rise at 104.1 Hz=1/80 	s.

V. CONCLUSIONS

We have presented measurements of the acoustic signals
of spark-generated bubbles �laboratory-scale underwater ex-
plosion bubbles�, as well as simulations for similar condi-
tions, which demonstrate the effects of bubble deformations
on the acoustic signals. The influence of a nearby rigid sur-
face increases the first period up to a value of approximately
25% greater than the free-field value when the explosion is
right at the wall, and increases the second period signifi-
cantly near a normalized standoff value of X=1, due to jet

FIG. 18. Growth and collapse of an explosion bubble over a bed of sand.

FIG. 19. First period of a bubble over a bed of sand.

FIG. 20. The first and second bubble pulses of bubbles over a bed of sand.
Signals were measured using a quartz pressure transducer several inches to
one side of the bubble. The ambient pressure was 1 atmosphere and the
maximum bubble radius about 6 mm. All signals have been offset vertically
by an amount proportional to the respective standoff distance.

FIG. 21. Ratio of second period to first period for explosion bubbles over
sand.
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and toroidal bubble formation during the first collapse. This
increase in the second period corresponds to reductions in
the first bubble pulse pressure and increases in the second
cycle bubble size near X=1.

The presence of a free surface produces similar but op-
posite effects for moderate distances, causing a decrease in
the bubble period for bubbles close to the surface. In addi-
tion, the distortion caused by the free surface has similar
effects on the bubble pulse and second period as the distor-
tion caused by a rigid surface, namely a weakening of the
bubble pulse and a lengthening of the second period of the

bubble. The influence of a sandy surface produces similar
effects to a rigid surface for moderate distances, but the sand
tends to engulf the bubble and dissipate its energy for small
standoff distances, greatly reducing the strength of later
bubble pulses and the period of later cycles. An explosion
bubble near or within a hemispherical cavity in a rigid sur-
face exhibits behaviors similar to a bubble near a flat rigid

FIG. 22. Experimentally measured acoustic pressure profiles taken around
the time of the first bubble pulse. At the lower standoffs, a precursor pulse
can be seen �noted 1�, and is attributed to reentrant jet impact.

FIG. 23. Precursor peaks for bubbles
within approximately 1 maximum
bubble radius of a rigid surface. Each
signal has been offset vertically by an
amount proportional to the standoff
distance. Five signals from repeated
tests have been overlaid over each
other for each standoff distance.

FIG. 24. Averaged spectra of the first bubble pulses from bubbles near a
rigid surface. Each spectrum has been offset vertically by an amount pro-
portional to the standoff distance.
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wall if the bubble is very much larger or smaller than the size
of the cavity, but if the bubble size is of the same order as
that of the cavity, the restriction of motion caused by the
cavity surrounding the bubble causes significant increases in
the duration of the bubble cycle and the period between
pulses.

These results are consistent with general rules summa-
rized as follows: Any factors which tend to confine the
bubble, i.e., which restrict the motion of the fluid around the
bubble, will tend to increase the first period. Any factors
which tend to distort the bubble, e.g., large buoyancy forces
or the presence of nearby objects, will tend to increase the
minimum volume of the bubble during its collapse and thus
tend to weaken the compression during collapse, resulting in
weaker bubble pulses and longer periods in subsequent
cycles.

The significance of these results to seismo-acoustic sig-
nals can be demonstrated by considering a standard 1.8
-pound signal charge, which at a depth of 56 ft. produces a
maximum bubble radius of about 1 m, and a first bubble
period of about 0.12 s. If the explosion is within 1 m of the
bottom at this depth, the period will be larger than this, and
could be as much as 0.15 s, according to the data presented
here. The period is weakly dependent on the yield, as indi-
cated by Eq. �1�, so that this difference in the periods will
produce an even greater difference in estimates of the yield.
Given the same depth, a period of 0.15 s would correspond
in the inverse problem to an overestimate of the yield of
3.3 pounds, if Eq. �1� is used. This factor of 2 excess could
also be predicted from the observation that a hemispherical
bubble on the bottom will have a period corresponding to a
spherical bubble of twice the energy. The results for explo-
sions over a hemispherical cavity indicate that, if the explo-
sion is near a partial enclosure, the first bubble period could
be increased by as much as a factor of 2, depending on the
proximity and size of the enclosure. A factor of 2 increase in
the period would result in an overprediction of the yield by a
factor of 8.

Finally, we remark that, given this new ability to make
accurate predictions of bubble pulse, depths, and times, one
can numerically model the multiple impulsive point sources
�shock and bubble pulses� to simulate a pressure time series
that defines more realistically the acoustic radiation from an
underwater explosion. This capability could be useful for
refined geoacoustic measurements using calibrated explo-
sives, since each impulse occurs at a different depth and
time. It should also be possible, by inverting bubble pulse
measurements to estimate yield and depth of an explosion
�Gumerov and Chahine, 2000�, to calibrate dynamite fishing
and other “explosions of opportunity.”
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This paper is concerned with the propagation of three-dimensional waves localized near the edge of
a semi-infinite elastic plate subject to mixed face boundary conditions. In the linear isotropic case
it is shown that the problem is closely related to that of Rayleigh surface wave propagation along
the free surface of the corresponding half-space. The cut-off frequencies of the analyzed edge waves
coincide with the natural frequencies of the associated cross-sectional semi-infinite strip. It is also
demonstrated that the eigenspectrum of a rectangular rod can be expressed in terms of the
considered three-dimensional waves. The results are then generalized to a prestressed isotropic
incompressible material. It is noted that the density of the edge wave spectrum is strongly influenced
by the prestress. It is illustrated that the areas of negative group velocity may exist for large primary
deformation. Long-wave asymptotic expansions in the vicinity of the cut-off frequencies are
presented. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2062487�
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I. INTRODUCTION

Edge waves in plates are well known within the frame-
work of two-dimensional approximate theories, describing
long-wave low-frequency motion. The simplest example of
such waves is that propagating along the edge of a semi-
infinite plate subject to a generalized plane stress state. The
edge wave speed cE is defined from the following see, e.g.,
Kaplunov et al.:1

�2 −
cE

2

c2
2�2

= 4�1 −
cE

2

c3
2�1 −

cE
2

c2
2 , �1�

where

c2 =��

�
, c3 =� 8�� + 2���� + ��2

��2� + ���2� + 3��
,

with � denoting density and � and � Lamé coefficients. This
wave is a natural analog of a Rayleigh wave, which may
propagate along the surface of the corresponding half-space.
Equation �1� is very similar to the classical Rayleigh equa-
tion; the only difference is the appearance of the “plate”
longitudinal velocity c3, which in three-dimensional �3D�
elasticity is replaced by

c1 =�2� + �

�
.

In contrast to long-wave, low-frequency, symmetric
wave, its antisymmetric analog is dispersive. This wave was
first considered by Konenkov2 within the framework of
Kirchhoff plate theory and then “rediscovered” several
times; for history of the issue and more literature on the
subject see, e.g., Norris et al.3 and Zakharov.4 The speed
value, denoted by cK, may be presented explicitly as

cK = ��c3�h , �2�

where

� =�4 � + 2�

12�� + ��2��2� − �� + 2�2�� + ��2 + 2�2� ,

and � and h denote the frequency and the half-thickness of
the plate, respectively, see Konenkov.2 We also remark that
the flexural edge waves were later considered for anisotropic
plates, see Fu,5 Norris,6 and Zakharov and Becker,7 and also
for plates immersed in fluid, see, for example, Kouzov and
Louk’yanov,8 Goldstein et al.,9 and Abrahams and Norris.10

In our present paper we are trying to construct three-
dimensional edge waves for certain mixed face boundary
conditions. Our approach is motivated by a recently discov-
ered link between the localized spectrum of a flat semi-
infinite strip with mixed face boundary conditions and
Rayleigh-type waves propagating along the edge, see Ka-
plunov et al..1 Similar observation has also been established
for edge modes of a prestressed isotropic elastic semi-strip,
see Kaplunov et al..11

We begin by considering a semi-infinite plate, composed
of linear, isotropic, elastic material, and investigate three-
dimensional edge waves. The link between the edge eigen-
modes and the Rayleigh wave is established, being a gener-
alization of that for two-dimensional case. Predictably, the
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cut-off frequencies coincide with edge natural frequencies of
a flat longitudinal cross section of the semi-infinite plate.

To illustrate further applications, we investigate the
problem of free edge vibration in a semi-infinite rectangular
rod. We note that a rod subject to the considered boundary
conditions possesses a clear physical interpretation as an in-
sertion into a stiffer media.

The next stage concerns applying the same idea to a
prestressed semi-infinite plate. This case is more difficult
from both technical and informational points of view, due to
the fact that for a prestressed material the Rayleigh wave
speed depends on the direction of propagation. We remark
that the edge spectrum density may increase significantly in
the vicinity of two critical points of normal static stress �2,
this fact being a generalization of a result previously ob-
tained by the present authors, see Kaplunov et al..11 It is also
demonstrated that in case of large primary deformation this
type of waves may possess negative group velocity. Simple
long-wave asymptotic expansions in the vicinity of the cut-
off frequencies are developed.

II. 3D EDGE WAVES IN A SEMI-INFINITE PLATE

We consider the problem of three-dimensional edge
wave propagation in a linear isotropic elastic material. The
analysis is carried out with respect to a semi-infinite plate
�see Fig. 1�, occupying the region

− h � x1 � h, 0 � x2 � 	, − 	 � x3 � 	 . �3�

The stress components are given by

�ij = �uk,k
ij + ��ui,j + uj,i� , �4�

where � and � are the Lamé constants and u= �u1 ,u2 ,u3� the
displacement vector. The equations of motion are taken in
their classical form

�ij,j = �üi, i = 1,2,3, �5�

which in view of Eq. �4� may be represented as

�� + ��uj,ji + �ui,j j − �üi = 0, i = 1,2,3. �6�

We consider mixed boundary conditions on the faces
x1= ±h, part of which is precluding some of the displacement
components while the other part imposes restrictions on the
traction components. These will allow us to separate the
thickness variable. In fact there are three possible types of
mixed face boundary conditions that may be considered. The

first type allows only in-plane displacements on both sides
and therefore may be interpreted as the plate being sur-
rounded by stiff frictionless enclosure; the second type al-
lows only transverse displacements on both sides and may be
thought of as having the plate covered by a thin inextensible
membrane; the third type is a mixture of the previous two,
having only in-plane displacements on one face and only
transverse displacements on the other face. This interpreta-
tion was already discussed by the authors in more detail, see
Kaplunov et al..11 For the sake of definiteness, throughout
this paper we investigate symmetric motions for the case of a
frictionless enclosure, noting that the calculations for the
other cases are very similar.

The face boundary conditions may be expressed as

u1 = 0, �12 = 0, �13 = 0 at x1 = ± h , �7�

precluding the displacements in the x1 direction, however not
preventing displacements in other directions. We note that
the surface x2=0 might be better referred to as an end face,
but as is common in the literature, we will call it an edge. We
impose traction-free edge boundary conditions

�21 = 0, �22 = 0, �23 = 0 at x2 = 0. �8�

We shall seek solutions which satisfy the face boundary
conditions �7� and decay away from the edge x2=0, namely

u1 = A sin��nx1

h
�exp�− rx2 + i�kx3 − �t�	 ,

u2 = B cos��nx1

h
�exp�− rx2 + i�kx3 − �t�	 , �9�

u3 = C cos��nx1

h
�exp�− rx2 + i�kx3 − �t�	 ,

where r�0,n=1, 2, 3,…, and A , B, and C are disposable
constants. It can be readily verified that displacements �9�
satisfy the boundary conditions �7�. We note that the anti-
symmetric family of solutions is easily obtained from the
symmetric case by changing �n to ��2n+1� /2 and inter-
changing sin and cos.

Substituting expressions �9� into the equations of motion
�6�, we arrive at a system of three homogeneous equations
with respect to A , B, and C,

Ah2���2 + ��r2 − k2� − �� + 2����n/h�2	

+ B�� + ���nrh − C�� + ��ikh�n = 0,

− A�� + ���nrh + Bh2���2 − �K2/h2 + �� + 2��r2	

− C�� + ��ikh2r = 0, �10�

− A�� + ���nikh + B�� + ��ikh2r

+ Ch2���2 + ��r2 − ��n/h�2� − �� + 2��k2	 = 0,

with

FIG. 1. The geometry of the problem.
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K2 = ��n�2 + �kh�2, �11�

which possesses nontrivial solutions provided the corre-
sponding determinant is equal to zero. The latter requirement
takes form

�r2 − r1
2��r2 − r2

2�2 = 0, �12�

where

r1 =�K2

h2 +
�2

c1
2 , r2 =�K2

h2 +
�2

c2
2 . �13�

Substituting r=r1 and r=r2 into Eq. �10�, it is possible to
obtain the eigenfunctions for displacements as

u1 = ��nD1e−r1x2 + �r2hD2 − ikhD3�e−r2x2�

sin��nx1

h
�ei�kx3−�t�,

u2 = �r1hD1e−r1x2 + �nD2e−r2x2�cos��nx1

h
�ei�kx3−�t�,

�14�

u3 = �− ikhD1e−r1x2 + �nD3e−r2x2�cos��nx1

h
�ei�kx3−�t�.

In view of Eq. �14� the edge boundary conditions �8� take
form of a homogeneous system of algebraic equations with
respect to the constants D1 ,D2, and D3,

2�nr1hD1 + ���n�2 + �r2h�2�D2 − ikh2r2D3 = 0, �15�


��n�2 + �kh�2 −
�2h2

2c2
2 �D1 + �nr2hD2 = 0, �16�

2ikh2r1D1 + ikh�nD2 − r2h�nD3 = 0, �17�

which possesses nontrivial solutions provided


K2 −
��h�2

2c2
2 �2

= K2�K2 −
��h�2

c1
2 �K2 −

��h�2

c2
2 . �18�

Equation �18� is in fact the famous Rayleigh equation pro-
vided �h=cRK. The frequency of the family of edge waves
is then given by

�n = �k2 + ��n/h�2cR. �19�

We remark that within the framework of linear isotropic
elasticity cR does not depend on the direction of propagation.
This fact will be noted later when we generalize this ap-
proach for a prestressed material. The considered edge waves
are fully 3D, being a generalization of the two-dimensional
edge waves for a semi-infinite strip. The corresponding two-
dimensional results may be easily obtained from Eq. �19� by
substituting kh=0. It is also possible to obtain in the long-
wave limit �when kh is small in comparison with n� that

�h

cR
= �n +

�kh�2

2�n
+ O�kh�4. �20�

Finally in this section, we present a typical graph of
dispersion curves for the Rayleigh equation �18�, see Fig. 2,
the calculations being performed for �=1.5�. The three solid
curves in Fig. 2 are numerical solutions of Eq. �18� for n
=1, 2, 3. Their points of intersection with kh=0 correspond
to the first three cut-off frequencies, which coincide with the
edge natural frequencies of the associated semi-strip, being a
longitudinal cross section of the plate. The dotted line is
defined by �h=cRkh and is the short-wave asymptotic limit
for each curve as kh→	.

III. EDGE STANDING MODES OF A RECTANGULAR
ROD

To illustrate some possible applications we note that the
results of Sec. II may be applied to a rectangular rod, occu-
pying the domain

− h1 � x1 � h1, 0 � x2 � 	, − h3 � x3 � h3, �21�

see Fig. 3.
The equations of motion and the stress components are

again taken in their classical form �6� and �4�. In addition to

FIG. 2. Numerical solutions of the first three branches of the dispersion
relation �18�, solid lines; and the short-wave limit, dashed line �the calcula-
tions are performed for �=1.5��.

FIG. 3. The geometry of the rod.
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the traction-free edge boundary conditions �8� and mixed
boundary conditions �7� on x1= ±h1, we will also impose
similar conditions on x3= ±h3, namely

u3 = 0, �31 = 0, �32 = 0 at x3 = ± h3. �22�

It is worth mentioning that a rod subject to mixed boundary
conditions �7� and �22� possesses a clear physical interpreta-
tion, it can be thought of as an insertion into a stiffer media.

Symmetric solutions for displacements decaying away
from the edge x2=0 and satisfying the mixed face boundary
conditions �7� and �22�, may be written as

u1 = A sin��nx1

h1
�sin��mx3

h3
�exp�− �x2 − i�t	 ,

u2 = B cos��nx1

h1
�cos��mx3

h3
�exp�− �x2 − �t	 , �23�

u3 = C cos��nx1

h1
�cos��mx3

h3
�exp�− �x2 − �t	 .

Substituting Eq. �23� into the equations of motion �6�, it is
possible to find the roots for � as

� j
2 = ��n

h1
�2

+ ��m

h3
�2

−
�2

cj
2 , j = 1,2, �24�

these being analogous to the roots of Eq. �12�. Similar to
Sec. II, satisfying the edge boundary conditions �8�, it is
possible to obtain the Rayleigh equation, from which the set
of edge modes for the rod may be found in the form

�nm = �cR�n2

h1
2 +

m2

h3
2 . �25�

IV. 3D EDGE WAVES IN A PRESTRESSED
INCOMPRESSIBLE ISOTROPIC SEMI-INFINITE PLATE

In this section we extend the results of Sec. II to a semi-
infinite plate composed of prestressed incompressible isotro-
pic elastic material. We are considering the domain given in
Eq. �3�, see Fig. 1. The Cartesian axes Ox1 ,x2 ,x3 are chosen
to coincide with the principal axes of the primary deforma-
tion. The equations of motion are written in the form

B1111u1,11 + B2121u1,22 + B3131u1,33 + �B1122 + B1221�u2,12

+ �B1133 + B1331�u3,13 − p,1
* = �ü1, �26�

�B1122 + B1221�u1,12 + B1212u2,11 + B2222u2,22 + B3232u2,33

+ �B2233 + B2332�u3,23 − p,2
* = �ü2, �27�

�B1133 + B1331�u1,13 + �B2332 + B2233�u2,23 + B1313u3,11

+ B2323u3,22 + B3333u3,33 − p,3
* = �ü3, �28�

where Bijkl denote the fourth-order elasticity tensor compo-
nents, and p* is the incremental pressure, see, e.g., Rogerson
and Sandiford.12 We are also paying respect to the incom-
pressibility condition

u1,1 + u2,2 + u3,3 = 0. �29�

The incremental traction components may be expressed as

�i
�m� = �Bjilkuk,l + p̄uj,i − p*
ij�
 jm, �30�

where �i
�m� denote the incremental traction components, act-

ing on an element of surface area normal to Oxm, and p̄ is
static pressure, see, e.g., Dowaikh and Ogden.13 Throughout
Sec. IV we specifically employ only six components of the
incremental traction, which are given explicitly

�1
�1� = �B1111 + p̄�u1,1 + B1122u2,2 + B1133u3,3 − p*,

�2
�1� = B1212u2,1 + �B1221 + p̄�u1,2,

�3
�1� = B1313u3,1 + �B1331 + p̄�u1,3,

�31�
�2

�2� = B1122u1,1 + �B2222 + p̄�u2,2 + B2233u3,3 − p*,

�1
�2� = B2121u1,2 + �B1221 + p̄�u2,1,

�3
�2� = B2323u3,2 + �B2332 + p̄�u2,3.

We also note a useful relation between p̄ and the normal
Cauchy stress �2

�2 = B2121 − B2112 − p̄ = B2323 − B2332 − p̄ , �32�

see Ogden.14

Symmetric family of solutions decaying away from the
edge x2=0 is given by

u1 = U sin��nx1

h
�exp�qx2 + ikx3 − i�t	 ,

u2 = V cos��nx1

h
�exp�qx2 + ikx3 − i�t	 ,

�33�

u3 = W cos��nx1

h
�exp�qx2 + ikx3 − i�t	 ,

p* =
�n

h
P cos��nx1

h
�exp�qx2 + ikx3 − i�t	 ,

where R�q��0. The boundary conditions may be expressed
as

u1 = 0, �2
�1� = 0, �3

�1� = 0 at x1 = ± h , �34a�

�1
�2� = 0, �2

�2� = 0, �3
�2� = 0 at x2 = 0. �34b�

These conditions are completely analogous to conditions �7�
and �8�, allowing only in-plane displacements on the faces
x1= ±h, with the edge x2=0 being traction-free.

It can be verified that the face boundary conditions �34a�
are satisfied automatically for the forms of solution indicated
in Eq. �33�. Substituting Eq. �33� into Eqs. �26�–�29�, we
arrive at

����h�2 − B1111��n�2 + B2121�qh�2 − B3131�kh�2�U

− qh�n�B1122 + B1221�V − ikh�n�B1133 + B1331�W

+ ��n�2P = 0, �35�
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����h�2 − B1212��n�2 + B2222�qh�2 − B3232�kh�2�V

+ qh�n�B1122 + B1221�U + ikqh2�B2332 + B2233�W

− qh�nP = 0, �36�

����h�2 − B1313��n�2 + B2323�qh�2 − B3333�kh�2�W

+ ikh�n�B1133 + B1331�U + ikqh2�B2332 + B2233�V

− ikh�nP = 0, �37�

�nU + qhV + ikhW = 0. �38�

The condition for Eqs. �35�–�38� to yield nontrivial solu-
tions, which is often referred to as a secular equation, takes
the form of a bi-cubic equation for q,

q6h6�21�23 + q4h4����h�2��21 + �23� − �1	
+ q2h2��2��h�4 − �2���h�2 + �3� − ����h�2 − �4�
���2h2���n�2 + �kh�2� − �5	 = 0, �39�

with the following notation introduced:

�ij = Bijij, 2�ij = Biiii + Bjjjj − 2�Biijj + Bijji� ,

�ik = �ik − �ij − � jk,

�1 = �kh�2��23�31 + 2�23�21� + ��n�2��21�13 + 2�12�23� ,

�2 = �kh�2��21 + �31 + 2�23� + ��n�2��13 + �23 + 2�12� , �40�

�3 = ��n�4��12�23 + 2�12�13� + �kh�4��32�21 + 2�23�31�

+ ��nkh�2��12�21 + �13�31 + �23�32 + 4�12�23 − �13
2 � ,

�4 = �12��n�2 + �32�kh�2,

�5 = �13��n�4 + �31�kh�4 + 2��nkh�2�13.

It is now possible to express the displacements and the pres-
sure increment as linear combinations of exponentially de-
caying solutions, namely,

u1 = �
m=1

3

U�m�exp�qmx2 + ikx3 − i�t	sin��nx1

h
� ,

u2 = �
m=1

3

V�m�exp�qmx2 + ikx3 − i�t	cos��nx1

h
� ,

�41�

u3 = �
m=1

3

W�m�exp�qmx2 + ikx3 − i�t	cos��nx1

h
� ,

p* = �
m=1

3
�n

h
P�m�exp�qmx2 + ikx3 − i�t	cos��nx1

h
� ,

where U�m� ,V�m� ,W�m�, and P�m��m=1,2 ,3� form a set of dis-
posable constants, and qm�m=1,2 ,3� are the three roots of
the secular equation �39� satisfying the exponential decay
condition R�q��0. Using Eqs. �35�–�38� and introducing for
notational convenience

U�q,�� = ���h�2 + �23�qh�2 − �13��n�2 + �12�kh�2,

W�q,�� = ���h�2 + �21�qh�2 − �31�kh�2 + �23��n�2,

�42�
V�q,�� = ��n�2U�q,�� + �kh�2W�q,�� ,

P�q,�� = U�q,��W�q,��

+ ��n�2U�q,���B2233 + B2332 − B1133 − B1331�

+ �kh�2W�q,���B1122 + B1221 − B1133 − B1331� ,

it is possible to present the displacements and the pressure
increment in terms of only three disposable constants V�m� as

u1 = �
m=1

3
qmh�nU�qm,��V�m�

V�qm,��

exp�qmx2 + ikx3 − i�t	sin��nx1

h
� ,

u2 = �
m=1

3

V�m�exp�qmx2 + ikx3 − i�t	cos��nx1

h
� ,

�43�

u3 = �
m=1

3
ikh2qmW�qm,��V�m�

V�qm,��

exp�qmx2 + ikx3 − i�t	cos��nx1

h
� ,

p* = �
m=1

3
qmP�qm,��V�m�

V�qm,��

exp�qmx2 + ikx3 − i�t	cos��nx1

h
� .

Substituting the eigenmodes �43� into the traction free edge
boundary conditions �34b�, we obtain

�
m=1

3 T1�qm,��V�m�

V�qm,��
= 0,

�
m=1

3
qmT2�qm,��V�m�

V�qm,��
= 0, �44�

�
m=1

3 T3�qm,��V�m�

V�qm,��
= 0,

where

T1�q,�� = �21�qh�2U�q,�� + ��21 − �2�V�q,�� ,

T3�q,�� = �23�qh�2W�q,�� + ��23 − �2�V�q,�� , �45�

T2�q,�� = U�q,����n�2��21 − �2 − �13� − U�q,��W�q,��

+ W�q,���kh�2��23 − �2 − �13� .

Equation �44� forms a homogeneous algebraic system with
respect to the constants V�1� ,V�2�, and V�3�. The necessary and
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sufficient condition for this system to possess nontrivial so-
lutions is given by

det T�q1,q2,q3,�� = 0, �46�

where matrix T is defined as

T�q1,q2,q3,�� =  T1�q1,�� T1�q2,�� T1�q3,��

q1T2�q1,�� q2T2�q2,�� q3T2�q3,��

T3�q1,�� T3�q2,�� T3�q3,��
� .

�47�

We remark that in view of the definition of T, Eq. �46�, for a
fixed mode number n is a relation between the wave number
kh and the frequency �, and therefore may be regarded as a
dispersion relation. This relation may be also derived using
scaled parameters, namely

��,�,�	 =
�x1,x2,x3	

h
, �q̂,�̂	 =

�qh,���h	
���n�2 + �kh�2

,

�48�

�cos �,sin �	 =
��n,kh	

���n�2 + �kh�2
,

where � may be thought of as a propagation angle. In view of
Eq. �48�, the secular equation �39� will coincide exactly with
the known secular equation for wave propagation in a pre-
stressed isotropic material, see for example Pichugin and
Rogerson.15 Rewriting the dispersion relation �46� in terms
of parameters �48�, we obtain an equation, which may be
shown to coincide with the three-dimensional surface wave
equation for a half-space composed of a prestressed incom-
pressible elastic material, see Rogerson and Sandiford,12 pro-
vided �̂=��cR, therefore

�h
���n�2 + �kh�2

= cR�n,kh� , �49�

where cR is the Rayleigh wave speed for a prestressed mate-
rial. It can be observed that Eq. �49� is in fact a generaliza-
tion of Eq. �19�, however there is a significant difference due
to the fact that the Rayleigh wave speed in a prestressed
material depends on the direction of propagation.

It is worth mentioning that the set of cut-off-frequencies
coincides with the edge natural frequencies for the corre-
sponding two-dimensional problem for a semi-strip, see Ka-
plunov et al..11 We will now present graphical illustrations of
the dispersion relation �46�. In order to reduce tedious alge-
bra we consider a particular case, in which the secular equa-
tion is completely factorized. Therefore we specify the pri-
mary deformation to bi-axial with the principal stretches �1

=�2=�, and, as follows from the incompressibility condi-
tion, �3=�−2. We also impose some restrictions on the
strain-energy function, namely

�ij + � ji = 2�ij . �50�

Similar deformations and restrictions on the strain-energy
function have previously been exploited with respect to sur-
face wave problems, see for example Prikazchikov and
Rogerson.16 Using these restrictions, expressions for the
roots may be presented as

q1 = −
���n�2 + �kh�2

h
,

q2 = −��21��n�2 + �31�kh�2 − ���h�2

�21h
2 , �51�

q3 = −��13��n�2 + �31�kh�2 − ���h�2

�13h
2 .

It has previously been shown that a real surface wave
speed in an incompressible elastic half-space will only exist
providing �2 lies between two critical values, see Rogerson
and Sandiford.12 These two critical values depend on the
angle of propagation and are denoted by �0

−��� and �0
+���,

with the real surface wave propagating within angle � exist-
ing provided �0

−�����2��0
+���. Therefore, in the three-

dimensional case the stability interval may be written as �0
−

��2��0
+ with its limits defined by

�0
− = sup

0���90°
�0

−���, �0
+ = inf

0���90°
�0

+��� , �52�

with these usually achieved at either �=0 or �=90°.
We remark that there exist some unstable configurations

when �0
+��0

−, not allowing real surface wave propagation in
all directions. These configurations are excluded from our
consideration. It is now convenient for us to introduce a scal-
ing parameter

d =
2�2 − �0

− − �0
+

�0
+ − �0

− , d � �− 1;1� , �53�

which will be used later.
We note that all further numerical illustrations are car-

ried out with respect to the Mooney-Rivlin strain-energy
function, which is given explicitly by

W = c10��1
2 + �2

2 + �3
2 − 3� + c01��1

2�2
2 + �1

2�3
2 + �2

2�3
2 − 3� ,

�54�

see, e.g., Ogden,14 with the constants taken as c01=c10. Also,
it is worth mentioning that all numerical calculations, ex-
cept for Fig. 5, are performed for a specific value of the
normal Cauchy stress, corresponding to the middle of the
stability interval, namely

�2 =
�0

− + �0
+

2
. �55�

Figures 4–6 illustrate relation between the scaled frequency
�̄h=�� /c01�h and the scaled wave number kh. The first
three dispersion curves are presented in Figs. 4�a� and
4�b� for �=1.1 and �=1.5, respectively. The behavior of
the curves in the long-wave region depends crucially on
the prestress. The curves presented in Fig. 4, where the
effect of prestress is small, look rather similar to those
previously obtained for isotropic material, see Fig. 2.
However, increase in primary deformation to the value of
�=1.5 �see Fig. 4�b�� effects the curves significantly,
changing completely the long-wave behavior. It is ob-
served that in the vicinity of kh=0 the curves flatten and a
distinct region of negative group velocity appears. An-
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other clear difference between the curves in Figs. 4�a� and
4�b� lies in the fact of their coalescing in the case of
relatively large prestress. Regarding the short-wave re-
gion, the curves on both graphs tend to their asymptotic
limits, given by

�h = cR
	kh, cR

	 = lim
kh→	

cR�n,kh�, n = 1,2,3,… . �56�

It is worth mentioning that the edge spectrum density
may increase very significantly when �2 tends to either �0

− or
�0

+. This fact, revealed by the authors in their previous two-
dimensional studies, see Kaplunov et al.,11 is now be re-
established in three dimensions. In order to illustrate this
situation, for example, when �2→�0

+, or, equivalently, d
→1, we compare Figs. 4�b�, 5�a�, and 5�b� �the calculations
are performed for �=1.5�.

We start from Fig. 4�b�, where �2 is in the middle of the
stability interval, corresponding to d=0. We anticipate that as
�2 tends to a critical value, the edge spectrum density will
increase. Figure 5�a�, corresponding to d=0.875, presents
evidence of such an increase. We may now observe seven
dispersion curves within the same frequency range, com-
pared with three in Fig. 4�b�. The effect becomes stronger as
we proceed to Fig. 5�b�, for which d=0.99. Another remark

regards the sign of the group velocity in Figs. 4�b�, 5�a�, and
5�b�. It can be clearly seen that as �2 tends to the critical
value, the region of negative group velocity disappears. We
note that similar illustrations may be readily obtained when
�2 tends to the left end of the stability interval, and for other
values of primary deformation and other strain-energy func-
tions.

We will now present the long-wave asymptotic approxi-
mations of the dispersion relation �46�. Introducing

cR
�0� = cR�n,0� , �57�

and expanding ��n ,kh� from Eq. �46� as a Taylor series in
the vicinity of kh=0, it is possible to obtain

�h = cR
�0��n +

�kh�2

2
� + O�kh�4, �58�

where

� = −�G2�k,k�G1
2��� − 2G2�k,��G1�k�G1��� + G2��,��G1

2�k�

G1
3���h

�
k=0

,

�59�

and

FIG. 4. The first three modes of the dispersion relation �46� in case of �a�
�=1.1 and �b� �=1.5.

FIG. 5. Modes of the dispersion relation �46� for �=1.5 with �2 tending to
a value associated with a critical �2

+ value.
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G2�x,y� =
�TiA

�x

�TjB

�y
�SAiSBj − SAjSBi� +

�2TiA

�x � y
SAi,

�60�

G1�x� =
�TiA

�x
SAi, TiA = TiA�q1,q2,q3,��, S = T−1.

Here TiA and SAi denote the elements of matrix T and S,
respectively, and q1 ,q2, and q3 are given explicitly in Eq.
�51�. We also note that summation over repeated suffices is
tacitly assumed in Eq. �60�.

We now proceed to the graphical illustrations of the ob-
tained long-wave asymptotic approximations.

Figures 6�a� and 6�b� contain the first eigenmode �solid
lines�, its long-wave asymptotic approximation �58� �dashed
lines�, and also the corresponding approximation within the
framework of linear isotropic elasticity �depicted by dashed-
dotted line�, given by Eq. �20�.

Not surprisingly, it is observed from the first case ��
=1.1�, see Fig. 6�a�, that the asymptotic expansion based on
linear theory is still approximating the exact numerical solu-
tion. This may be explained by the fact that the primary
deformation is relatively small, so the result is anticipated to
be rather close to that for linear isotropic elasticity. Even so
it may be seen that the other asymptotic expansion, derived

in assumption that the surface wave speed depends on the
wave number, works better. The preference of expansions
�58� over approximations �20� becomes very clear in the sec-
ond case ��=1.5�, see Fig. 6�b�.

From Fig. 6�a� we observe that the asymptotic approxi-
mation �58� works remarkably well, probably due to the
parabolic shape of the exact dispersion curve, allowing the
second-order Taylor expansion to almost coincide with the
exact solution. However, it is not so smooth in the second
case, illustrated in Fig. 6�b�, from which one may notice that
a region of negative group velocity appears, which is not
reflected in the asymptotic approximations. In order to over-
come this difficulty a higher order Taylor expansion has to be
computed. This may be quite complicated algebraically,
though of no principal difficulty.

The coefficient � seems to play a significant role in the
dispersion behavior, and for each mode clearly depends on
the pre stress parameters only. Figure 7 illustrates the behav-
ior of the scaled coefficient �̄=�� /c01� in respect of the
prestress � for n=1, 2, 3. It can clearly be observed that at
the point �=1, corresponding to linear isotropy, the value of
�̄ is positive, and then decreases with increase in �.

We also present the dependence of the scaled surface
wave speed c̄R=�� /c01cR over the dimensionless wave num-
ber kh for the cases of �=1.1 and �=1.5 �see Fig. 8�. It can
be noticed that in Fig. 8�a�, illustrating the case which is
close to the classical linear isotropy, the surface wave speed
is changing slowly in the small vicinity of kh=0, being in a
sense close to a constant. However, the second case reveals a
completely different type of behavior.

V. CONCLUDING REMARKS

As previously mentioned, in this paper we restricted our-
selves to considering symmetric motions for only one type of
mixed face boundary conditions. Antisymmetric motion can
be investigated in a similar way, as may the other two types
of face boundary conditions. More details can be found in
Kaplunov et al.11 with respect to two-dimensional edge vi-
bration.

Other important remarks are connected with possible
ways of generalizing this approach. First of all, it should be

FIG. 6. Vibration modes of the dispersion relation �46� and their long-wave
approximations in the vicinity of the cut-off frequencies for �a� �=1.1 and
�b� �=1.5.

FIG. 7. The dependence of the scaled quantity �̄ on the principal stretch �.
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possible to apply it to plates composed of anisotropic elastic
media. Another problem which may be considered is the
propagation of short wavelength edge waves in curved thin
walled bodies. It is well known, see Kaplunov et al.,17 that
short-wave motion is not considerably influenced by curva-
ture. Therefore, the ideas utilized in this paper may be ap-
plied, say, for a semi-infinite cylinder of a general curvature.
Finally, the most difficult possible generalization is con-
nected with a semi-infinite plate subject to some nonmixed
face boundary conditions.
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The three-phase self-consistent �SC� micromechanical model of Cherkaoui et al. �J. Eng. Mater.
Technol. 116, 274–278 �1994�� is employed to model the anisotropic effects induced by identically
oriented, coated, and ellipsoidal microinclusions embedded in a viscoelastic matrix. Numerical
predictions of the lossy and anisotropic behavior of the viscoelastic composite material are obtained.
This study is an extension of a previous paper �J. Acoust. Soc. Am. 112 �5�, 1937–1943 �2002��,
where the agreement of the micromechanical approach with the long wavelength scattering model
of Baird et al. �J. Acoust. Soc. Am. 105 �3�, 1527–1538 �1999�� was demonstrated for the case of
spherical inclusions. The use of the SC model for the special case of a biphase effective material is
also considered and compared with the complex bounds available in the literature. Parametric
studies are presented for the transmission loss in the 0–100 kHz frequency range of a 1 cm thick
composite material slab containing oblate spheroidal inclusions of varying aspect ratios when the
slab is submerged under water. The results are compared with the case of an isotropic composite
material having identical constituent material properties and volume fractions. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2062648�

PACS number�s�: 43.35.Mr, 43.20.Fn, 43.40.Fz �PEB� Pages: 2984–2992

I. INTRODUCTION

The acoustical properties of viscoelastic �VE� materials
containing microinclusions have been a subject of interest
for well over thirty years. Most models are derived using
wave propagation techniques that require finding analytical
solutions to the problem of a single inclusion �or coated in-
clusion� to an incident plane wave. The resulting relations
are then expanded based on the low-frequency limit �ka�1,
k being the incident wave number and a the radius of the
inclusion�, and high-order terms are truncated. The resulting
relations are generally only valid for a low volume fraction
of inclusions and for spherical inclusions. Seminal papers in
this area include those of Kuster-Toksöz1 and Ying and
Truell.2 In order to improve the approximation of the lossy
behavior for high volume fraction inclusions, several differ-
ent multiple scattering and self-consistent �SC� approaches
have been proposed, most notably by Gaunaurd and
Überall,3 Waterman and Truell �WT�,4 Varadan et al.,5 and
others.6–8 Unfortunately, these methods break down when
the composite contains nonspherical inclusions. An excep-
tion is the model proposed by Berryman,9 which is limited to
biphase composites with randomly oriented ellipsoidal inclu-
sions yielding a globally isotropic effective material having
different properties than that of a composite containing
spherical inclusions. The objective of this paper is to present
a three-phase model that predicts the effective material and
acoustical properties of a viscoelastic matrix containing

coated spheroidal microinclusions. The approach selected
here is not based on wave propagation models but rather on
a SC micromechanical model of Haberman et al.10

It was previously shown that the micromechanical mod-
els can be used to approximate the global dynamic behavior
of isotropic three-phase lossy composites in the low-
frequency, or quasi-static, regime.10 This is due to the fact
that the main features of the dynamics of the composite are
correctly captured in the quasi-static regime because the mi-
cromechanical approach takes the small strains in the neigh-
borhood of an inclusion into account using homogenization
techniques. Thus, it accounts for losses during propagation
directly due to that strain and not by using the scattering
approximations. This approach has the added advantage of
being amenable to the modeling of the anisotropic behavior
of the material when the inclusions are no longer spherical
and are similarly oriented with respect to the coordinate sys-
tem of reference.

II. MODEL

Consider a fluid medium of density � and sound speed c
in which an acoustic plane wave of the form ei�kx3−�t� is
normally incident on an infinitely long slab of thickness L, as
shown in Fig. 1. The slab is made of a VE material with
complex Lamé constants, �M and �M and density �M. Con-
sider the orthotropic case where the slab contains oblate
spheroidal inclusions all oriented such that their minor axes
are along the x3 direction of propagation. The inclusions are
defined by their Lamé constants �I and �I and density �I, the
coating by �C and �C, density �C, and the thickness �a,
where �a /a is assumed to be much less than unity. If the

a�Author to whom correspondence should be addressed; electronic mail:
mhaberma@georgiatech-metz.fr
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inclusions are much smaller than the wavelength, and if they
are distributed uniformly throughout the slab, it is reasonable
to model the composite as a homogeneous material defined
by its complex effective elastic stiffness tensor Cijkl

eff . For
plane wave transmission along the x3 axis, through the slab
submerged in water, the transmission loss �TL�, in decibels,
is defined in terms of the transmission coefficient T by11

TL = − 10 log10�TT �� �1�

with

T = 2�2 cos�keffL� − i� Zeff

��c�water +
��c�water

Zeff �sin�keffL��−1

,

�2�

where the effective wave number in the x3 direction is given
by

keff = �	 �eff

Meff = keff� + i�eff. �3�

The effective density and impedance of the composite are,
respectively,

�eff = �M − ���M − �C�3
�a

a
� − �I�1 − 3

�a

a
�� , �4�

and

Zeff = �effceff = 	Meff�eff. �5�

In the above equations, Meff=C33
eff is the complex plane

wave modulus of the material in the direction of wave
propagation, ceff is the longitudinal phase velocity in the
x3 direction, �eff is the longitudinal wave amplitude at-
tenuation coefficient in the x3 direction, � is the volume
fraction of coated inclusions, and the asterisk denotes the
complex conjugate.

In the micromechanical approach, the global behavior of
the composite material is approximated by writing the con-

stitutive stress and strain relations for the smallest element
that is assumed to fully describe the material. This element is
called the representative volume element �RVE�. For the SC
model used here, it consists of a coated ellipsoidal inclusion
embedded in an effective matrix of unknown properties �see
Fig. 2�. The derivation of this model for the static case is
given by Cherkaoui et al.12 and its extension to the long-
wavelength �low-ka� regime is given by Haberman10 for the
case of coated spherical inclusions. For convenience, the ten-
sor relations for the frequency dependent effective material
properties of a composite consisting of a frequency depen-
dent VE matrix containing inclusions coated by a third phase
are included in Eq. �6�:

Cijmn
eff � f� = Cijmn

M � f� + f I�Cijkl
I � f� − Cijkl

M � f��Aklmn
I

+ fC�Cijkl
C � f� − Cijkl

M � f��Aklmn
C . �6�

The elastic properties of the matrix, inclusion, and coating
are given by the stiffness tensors Cijkl

M �f�, Cijkl
I �f�, and

Cijkl
C �f�, respectively, f I and fC are the volume fractions, and

Aijrs
I and Aijrs

C are the strain localization tensors for the inclu-
sion and coating, respectively. It should also be noted that
the equations given here were developed for the homothetic
case, that is the case where �ai /ai=�aj /aj. We emphasize
that the model has no restrictions on the frequency dependent
behavior of the matrix, inclusion, or coating material and, in
general, all three phases may display very different fre-
quency dependent behavior without loss of applicability of
the SC model in the low-ka limit. In what follows, however,
only the frequency dependence of the VE matrix material is
taken into account as it often dominates the lossy behavior of
composites of interest.

The key to the evaluation of this or any micromechani-
cal model lies in the evaluation of the strain localization
tensors. These tensors can be understood to be intelligently
calculated weights on the law of mixtures approximation to
the global behavior of the composite. The function of these
tensors is to relate the globally observed strain of the com-
posite, denoted as Eij, to the average strain �which, after the
work of Eshelby,13 is assumed to be uniform� in its respec-
tive phase 	, 
̄ij

	 . These two strains are related by �̄ij
	

=Aijkl
	 Ekl. The specific relations for the coating and inclusion

strain localization tensors are given in Refs. 10 and 12, and
are rewritten here for convenience

FIG. 1. �Color online� Diagram of a slab of viscoelastic composite material
containing oblate spheroidal coated inclusions showing the major axes of
interest and the orientation of coordinate system used in TL calculations.

FIG. 2. �Color online� RVE of SC approach to model the effective material.
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Aijrs
I = 
 f I

f I + fC
�Iijrs + T ijkl

I �Ceff��Cklrs
I �

+
fC

fI + fC
�Iijmn + T ijkl

I �Ceff��Cklmn
C �

��Imnrs + T ijkl
I �CC��Cklrs

IC ��−1

, �7a�

Aijpq
C = �Iijmn + T ijkl

I �CC��Cklmn
IC �Amnpq

I , �7b�

where the contrast tensors �Cijkl
	 are given below:

�Cijkl
I = Cijkl

I − Cijkl
eff , �8a�

�Cijkl
C = Cijkl

C − Cijkl
eff , �8b�

�Cijkl
IC = Cijkl

I − Cijkl
C . �8c�

Since Eqs. �7� and �8� depend on the effective elastic tensor,
Eq. �6� must be solved implicitly for Cijkl

eff . In Eq. �7�, the
tensor T ijkl

I �C	� is the integral of the modified Green’s ten-
sor, ijkl�r−r��, defined in Eq. �9�:

Cijkl
	 Gkm,lj�r − r�� + �im��r − r�� = 0, �9a�

mnij�r − r�� = −
1

2
�Gmi,nj�r − r�� + Gni,mj�r − r�� , �9b�

T ijkl
I �C	� = �

VI

ijkl�r − r��dr, r� � VI. �9c�

The Green’s tensor, Gkm�r−r��, is used in the static regime to
represent the displacement in the k direction at point r when
a unit force, f i=�im�r−r��, is applied at point r� in the m
direction. This unit force is proportional to the stress caused
by the accommodation of the matrix due to the presence of
the inclusion at point r�. T ijkl

I �C	� can be calculated for the
cases of elliptical inclusions embedded in an isotropic matrix
according to the results of Eshelby13 as cited in Mura.14

However, in the case of oriented ellipsoidal inclusions and/or
anisotropic constituents, the calculation of T ijkl

I �Ceff� be-
comes complicated due to the resultant anisotropic effective
stiffness tensor and, therefore, numerical approximation
techniques must be adopted to resolve the system. Numerical
evaluation can be done either by the method of Fourier trans-
forms �FTs� or that of potential functions.14 The current
implementation of the SC model employs the FT technique
as the means of approximating the tensor. For evaluation
using the FT technique, the assumption is made that the dis-
placement field caused by the presence of the inclusion can
be represented by the superposition of an infinite sum of
spatially regular displacement fields. This assumption, by the
very nature of the FT, implies that the spacing of inclusions
is regular. Though this can be a gross estimate, the method
has been proven to provide very good approximations to true
composite material behavior.14 Numerical approximation of
the implementation of this method is briefly discussed in the
Appendix.

III. RESULTS

The model is used to predict sound transmission through
a VE slab, 1 cm thick, containing 13% volume fraction of
coated oblate inclusions of varying aspect ratios. The con-
stituent materials are taken to be the same as those used by
Baird et al.7 for the case of a stiff matrix. Figure 3 gives the
TL as a function of frequency for various aspect ratios:
a/c�1 �spherical inclusions�, a /c=1.5, 2.0, and 2.5, while
keeping the volume fraction constant at �=0.13. The oscil-
lations in TL observed at the lower frequencies of the ob-
served range are caused by resonances in the finite thickness
of the slab. Maximum transmission, i.e., minimum TL, oc-
curs at the half-wavelength resonances while maximum TLs
occur at the odd quarter-wavelength resonances. It is ob-
served that increasing the aspect ratio a /c results in a small
increase in TL �less than 2 dB in the 0–100 kHz range� be-
cause of the increased shear strain in the neighborhood of the
inclusion caused by the form of the inclusion. In other
words, for the same traveling compressional stress wave
field, more deformation occurs in the neighborhood of the
oblate inclusions as compared to the spherical inclusion.
Thus, more mode conversion to shear occurs, with subse-
quent increased losses. This trend is also confirmed by plot-
ting the attenuation coefficient, �eff, of the longitudinal wave
number as a function of the angle in the x1-x3 plane, as
shown in Fig. 4. The angle is the polar angle, here denoted as
�, in spherical coordinates and the plot shows the attenuation
coefficient for a longitudinal wave traveling in the direction,

n, defined as n= �sin � cos �î , sin � sin �ĵ , cos �k̂�, in an in-
finite medium containing oriented ellipsoidal inclusions
�where � is the azimuthal angle�. It is in this way that the
influence of changing the orientation of inclusions with re-
spect to the coordinate system shown in Fig. 1 �i.e., rotating
the inclusions about the x2 axis in the material� for a slab of
composite material can be studied. The attenuation coeffi-

FIG. 3. TL of 1 cm thick slab of composite material having the orientation
shown in Fig. 1 and containing 13% by volume of oblate coated inclusions
of varying aspect ratios. —- a /c=1, –.- a /c=1.5, - - - a /c=2, . . . . . . . .
a /c=2.5.

2986 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Haberman et al.: Transmission loss of anisotropic composites



cient in the x1-x3 plane ��=0� as a function of polar angle is
calculated as shown below:

�2��� = �11
2 sin2 � + �33

2 cos2 � . �10�

As expected, both the attenuation coefficient �in Np/m� and
the anisotropy factor, defined as ��11−�33� /�33, increase as
the aspect ratio increases. One interesting point is that as the
angle of propagation increases, the attenuation coefficient is
seen to increase. Here, it is noted that there are competing
factors to the increase or decrease in the lossy behavior with
respect to the polar angle, namely effective shearing area of
the inclusions based on their form and increases or decreases
in effective material stiffness of the composite due to coated-
inclusion properties. For the case shown in Fig. 4, the in-
crease in shearing area parallel to the propagation direction

due to the oblate form of the inclusions dominates, and thus
causes an increase in lossy behavior which results in the
observed increase in attenuation coefficient with polar angle.
As will be seen below, the opposite trend is observed when
an overall increase in stiffness due to inclusion and coating
materials dominates the increase in shearing area. Figure 5
plots the real and imaginary parts of the complex wave speed
in the x3 direction as a function of frequency for aspect ratios
a /c=1,1.5,2.0, and 2.5, again for a fixed volume fraction
�=0.13. The results show another aspect of the change in
inclusion form, specifically that at a fixed frequency, the real
part of the phase velocity decreases as the aspect ratio is
increased. This corresponds to a relative softening in the x3

direction of the composite for increasing aspect ratios, a re-
sult of the increased strain energy in the neighborhood of the
inclusion for the same stress levels due to the oblate inclu-
sion geometry. At the same time, at a fixed frequency, the
absolute value of the imaginary part of the phase velocity
also decreases as the aspect ratio is also increased, though
proportionally less than the decrease of the real part. This
corresponds to an increase in attenuation in the x3 direction
for the oblate geometry.

The above discussion is for a specific case of a VE ma-
trix containing oblate coated inclusions. However, the SC
model can be used to study the effects of prolate, needle-
shaped, and penny-shaped inclusions, among others. In order
to investigate such effects, the SC model is applied to the
case of composite material consisting of the same VE matrix
used previously and containing inclusion and coating mate-
rials with the properties given in Table I. To display this
capability, five types of inclusions are considered: Oblate,
prolate, penny-shaped, and needle-shaped ellipsoids, as well
as spherical inclusions. For each of these cases, the ratios of
the minor radii, a /b and a /c, are given in Table II. In Fig. 6,
the variation of the calculated attenuation coefficient in the
x1−x3 plane is plotted as a function of polar angle. As ex-
pected, the minimum attenuation is observed for propagation
along the x3 axis ��=0� for a composite containing needle-
shaped inclusions aligned with this axis. The attenuation in-
creases monotonically when the angle between incident
plane wave and the long axis of the needle-shaped inclusions
is increased. The attenuation is also reduced for propagation
along the x1 axis �and therefore, by symmetry, the x2 axis�
for a composite containing penny-shaped inclusions with

TABLE I. Material properties of coating and inclusion for material modeled
in Fig. 6.

� �GPa� � � �kg/m3�

Coating 1.40 0.40 1200
Inclusion 28.5 0.23 2300

FIG. 5. Real and imaginary parts of effective complex longitudinal wave
speed in x3 direction as function of frequency for a volume fraction inclu-
sions of 13%. —- a /c=1, –.- a /c=1.5, - - - a /c=2, . . . . . . . . a /c=2.5.

FIG. 4. Attenuation coefficient as a function of angle in the x1-x3 plane of
material containing oblate ellipsoidal inclusions of varying aspect ratios ��
=0 coincides with x3 axis�. The volume fraction of inclusions is 13% and the
frequency of the incident wave is 50 kHz. —- a /c=1, –.- a /c=1.5, - - -
a /c=2, . . . . . . . . a /c=2.5.

TABLE II. Minor radius ratios for composite modeled in Fig. 6.

Sphere Oblate Penny Prolate Needle

a /b 1 1 1 1 1
a /c 1 3 10 1/3 1/10
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large radii in the x1-x2 plane. As discussed in the previous
paragraph where the opposite was observed for different
coated inclusions having different properties, this decrease in
attenuation is due to the stiffening of the material in that
direction due to the material properties of the inclusions and
coating, which dominate the increase in shearing area. This
also explains why the decrease in attenuation coefficient for
the oblate and penny-shaped inclusions is much less than that
of the needle-shaped inclusions, namely that the increase in
shearing area of these inclusions, which tends to cause more
lossy behavior, is competing with the increase in stiffness,
which decreases losses. For this case, the increase in stiffness
dominates, but its effects are reduced as the shearing area is
significantly raised in this form of inclusion. As expected, the
composite containing spherical inclusions has a constant at-
tenuation regardless of propagation direction, and the oblate
and prolate inclusion cases fall somewhere in between the
limits of the penny-shaped and needle-shaped inclusions.
One point of interest is that the attenuation coefficient for
propagation along the x3 axis for materials containing both
oblate and penny-shaped inclusions is slightly superior to
that of the material containing spherical inclusions. This is
due to the fact that the shape of the inclusion leads to stron-
ger mode conversion at the boundaries.

At this point, it is interesting to point out that the factors
discussed above give a few guidelines for the design of com-
posite materials for a desired lossy behavior. First, if inclu-
sions are softer than the matrix material, an increase in as-
pect ratio will lead to increases in lossy behavior over that of
spherical inclusions in all directions, and even higher losses
will be observed in directions perpendicular to the outward
normals of increased shear areas, such as is the case of the
oblate spheroids shown in Fig. 4. Second, if stiffness is re-
quired in one direction while high losses are desired in an
orthogonal direction, high modulus needle-shaped inclusions
are an ideal solution �see, for example, Fig. 6�. This type of
inclusion leads to low losses and high reinforcement along

the longest major axis of the inclusions, while maintaining a
lossy behavior nearly identical to spherical inclusions �twice
the attenuation as observed along the longest axis� for propa-
gation in the perpendicular plane.

IV. DISCUSSION

A. Bounds

When modeling the effective mechanical properties of
composite materials with any effective medium theory
�EMT�, it is well known that the predicted elastic moduli
must fall within certain accepted limits, or bounds. These
bounds are based on high- and low-energy restrictions for a
given concentration of material phases, the most restrictive
of which are based on variational principles. Bounding tech-
niques for purely elastic materials �i.e., no losses, real
moduli� are well established. For information on these
bounds, the reader is referred to Hashin and Shtrikman,15

Walpole,16 Hill,17,18 and to the review by Hashin.19 It is well
known that the n-phase SC model falls within accepted
bounds in the purely elastic case.20 However, there has been
comparatively less work done on the bounds of the effective
material properties of composites having complex effective
material properties. The problem has been addressed in sev-
eral papers starting with Hashin,21–23 Christensen,24 and
Roscoe.25,26 More recently, rigorous bounding techniques
based on variational techniques first introduced by Cherkaev
and Gibiansky,27 and Milton28 have been introduced. These
techniques have resulted in a series of related papers by Gibi-
ansky and Milton,29 Milton and Berryman,30 Gibiansky and
Lakes,31,32 and Gibiansky and Torquato.33 These methods all
rely on bounding the effective bulk and/or shear moduli of
the composite in zones of the complex plane prescribed by
arcs which are functions of the complex moduli of the con-
stituent phases. Their approach reduces, in the purely elastic
case, to the Hashin–Shtrikman bounds for an isotropic bi-
phase composite.

Currently, there seems to be no bounding techniques for
anisotropic three-phase VE composites. The bounds pro-
posed Gibiansky and Lakes31 for the complex effective bulk
modulus and by Milton and Berryman30 for the complex
shear modulus, though three-dimensional, are restricted to
the case of a biphase isotropic composite. Both of these ap-
proaches bound the complex effective values to a lens-
shaped region in the complex plane for a given volume frac-
tion of inclusion and frequency. The results of the SC model,
as applied to hypothetical material properties for 50% inclu-
sion volume fraction as given in Refs. 31 and 30, are shown
in Figs. 7 and 8, respectively. The material properties are
summarized in Table III for convenience. The complex bulk
and shear moduli calculated by the self-consistent approach,
discussed in Sec. I, are shown to fall within the complex
bounds of both Gibiansky and Lakes31 and Milton and
Berryman.30

B. Numerical implementation

Successful implementation of the general SC model de-
pends on the ability to evaluate numerically the solution to
the implicit problem given in Eqs. �1�–�4�. Because of the

FIG. 6. Attenuation coefficient as a function of angle in the x1-x3 plane for
a composite consisting of a VE matrix with Lucite coated glass ellipsoidal
inclusions of different forms ��=0 coincides with x3 axis�. The volume
fraction of inclusions is 10% and the frequency of the incident wave is
50 kHz.
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complexity of the implicit tensor relationships, careful con-
sideration must be made in the selection of the numerical
root-finding and/or minimization techniques to find the solu-
tion for the effective tensor Cijkl

eff . For the case of spherical-
coated inclusions, the resulting effective properties are iso-
tropic and Eqs. �1�–�4� can be reduced to two implicit
equations for the effective Lamé constants, �eff and �eff.
These relations are given in Appendix A of Haberman et al.10

Solutions to this set of equations can be obtained by using a
two-dimensional Newton–Raphson numerical root-finding
scheme. This technique for the isotropic effective material is
very robust and no convergence problems have been ob-
served regardless of material contrasts or volume fraction of
coated inclusions.

The implicit solution to the general anisotropic case is
neither simple nor guaranteed to converge for all combina-
tions of material stiffness contrasts, inclusion aspect ratios,

or volume fractions. For the case of orthotropic materials,
fully described by nine independent elastic constants, the co-
efficients of the effective stiffness tensor can be rearranged
as a 9�1 vector, Cijkl

eff →veff. A function of this vector, to be
minimized, can then be defined in order to approximate the
solution of the effective material stiffness to an acceptable
degree of accuracy. For our application, this function is de-
fined in Eq. �11�:

h�veff� = SC�veff� − veff, �11�

where h�veff� is the function to be minimized and SC�veff�
is understood to be the result in vector form of the SC
model given in Eqs. �1�–�4� for an input of veff→Cijkl

eff . The
evaluation of the tensor T ijkl

I �C	� given in Eq. �4c� is done
by numerical integration of the modified Green’s tensor
by an n-point Gauss–Legendre quadrature integration, af-
ter using FT techniques to transform the ellipsoidal inclu-
sions into spheres in the Fourier domain as outlined in the
Appendix. A nine-dimensional simplex method34 is then
used to minimize the implicit relationship given in Eq.
�11�. The simplex method is robust and effective because
it does not require the calculation of rates of change in the
function with respect to each individual variable. The
technique involves the evaluation of the SC model at ten
points suspected to surround the solution in the nine-
dimensional space. During implementation, these points
are chosen by varying each of the nine elements of veff of
the previous volume fraction step by a small percentage
�1% used for this evaluation�, yielding nine initial guess
points and then using the unaltered elements of veff for the
tenth point. The algorithm then uses a series of reflections
and contractions of the ten points until an acceptable level
of convergence is found. Though the technique is robust,
it is not guaranteed to converge to the correct solution and
calculation time can be significant for a high volume frac-
tion of inclusions.

Several factors can cause significant problems in the
convergence of the numerical evaluation of the general SC
model. Therefore, a few qualitative observations may help
for the successful implementation of the method. The param-
eter that has the strongest influence on the convergence of
the model is the contrast of the moduli of the constituent
phases. If the moduli of the inclusion materials are signifi-
cantly lower than that of the matrix �as is the case with air
inclusions�, the numerical scheme has great difficulty in con-
verging to the correct solution. This is also the case when the
inclusions are coated. Indeed, glass coated voids embedded
in a soft matrix prove to be one of the most difficult set of
parameters for the resolution of the general SC model. An-
other parameter that has a strong influence on the conver-
gence of the general model is the aspect ratio of the inclu-

TABLE III. Material properties and inclusion volume fractions used for
Figs. 7 and 8.

Vol. Fract. �1 K1 �2 K2

Figure 7 50% 40+0i 100+0i 0+30i 0+65i
Figure 8 50% 0.5+0.866i 0.66+0.33i 1+1.732i 1.33+0.833i

Note: Values taken from Refs. 30 and 31 for verification.

FIG. 7. Bounds in the complex bulk modulus plane calculated from Ref. 31
and SC model approximation, �, of same composite. Bounds are delineated
by four, sometimes overlapping, lines: ��1–4�.

FIG. 8. Bounds on the complex effective shear modulus given in Ref. 30.
—- Upper bound; - - - Lower bound. Calculated SC model point, �, is
shown to fall within ellipsoidal bounded area.
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sions. As the aspect ratio �either a /b or a /c� increases, the
likelihood of poor convergence behavior also increases. It
should be noted that poor convergence due to the inclusion
aspect ratio is coupled with the contrast of the material prop-
erties; the higher the material contrast, the less stable the SC
method for any given aspect ratio. However, no obvious
practical guidelines can be given. Here, it is emphasized that,
even with large aspect ratios, the model is strictly valid in the
low-ka regime. Yet another parameter that can influence con-
vergence, though to a lesser extent, is the ratio of �a /a, i.e.,
the normalized coating thickness. It has been observed that
values of this parameter below 10−3 can lead to poor conver-
gence behavior, though, like the effect of the aspect ratio, the
influence of �a /a on the convergence is coupled to the ma-
terial contrast and therefore smaller ratios can be tolerated
for lower contrast situations. Other known issues are usual
user-defined parameters of root-finding techniques, such as
the initial values for the numerical search algorithm, the vol-
ume fraction step size, and the number of points chosen for
Gauss–Legendre evaluation of the integral of the modified
Green’s tensor.

V. CONCLUSIONS

A SC model has been used to evaluate the effective elas-
tic constants of an isotropic viscoelastic matrix containing
coated, ellipsoidal elastic inclusions. The model relies on a
careful evaluation of the strain localization tensors, which
are well known in micromechanics, as the averaging tech-
nique for EMT calculations. Then, the lossy behavior of the
anisotropic composite is captured by introducing the fre-
quency dependence of the complex moduli of the matrix
material. This approach is fundamentally different from the
scattering formulation of Refs. 1–8 which are derived from
wave-propagation considerations. It was, therefore, shown
that the implicit formulation accounts for multiple scattering
through micromechanical homogenization techniques. A sim-
plex minimization algorithm has been used to calculate the
effective elastic tensor in the orthotropic case where the
coated ellipsoidal inclusions are all aligned in the same di-
rections. The complex effective sound speed of the material
has been evaluated as a function of frequency, constituent
properties, and volume fraction. The TL of a normally inci-
dent plane wave, in water, through a 1 cm thick slab of such
a composite, has been calculated for oblate-ellipsoidal coated
inclusions with aspects ratios ranging from 1.0 �sphere� to
2.5. For the range of material properties used, the effect of
the inclusion geometry on the TL was modest, less than
2 dB. The effects of different inclusion geometries, such as
penny-shaped, needle-shaped, oblate, and prolate, have also
been studied. The results show that variations with direction
on the lossy behavior of a composite can be obtained using
the quasi-static SC model. It has also been shown that the
model predicts values of effective complex moduli for two-
phase media �uncoated inclusions� that are within the com-
plex bounds established by Gibiansky and Lakes,31 and Mil-
ton and Berryman.30 The given calculations and discussion
further verify that the micromechanical model allows for a
level of generality in modeling of lossy composites, where

other modeling approaches are limited. As such, it is possible
that it could be a useful tool in the design of new anisotropic
damping materials for numerous applications, including for
cases where the anisotropy of such materials is induced due
to loading conditions or manufacturing processes.
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APPENDIX: NUMERICAL EVALUATION OF GREEN’S
TENSOR BY FOURIER TRANSFORM TECHNIQUES

Implementation of the SC technique requires the nu-
merical approximation of the modified Green’s tensor for
cases where the surrounding matrix is anisotropic �this in-
cludes cases when the actual material phases are anisotropic
or when the inclusions are ellipsoidal and oriented�. The nu-
merical evaluation is done via Fourier transform techniques
as explained in Mura.14 The method is rather involved, but
stated simply involves using the Fourier integral to transform
the ellipsoid into a sphere in Fourier domain �where the
transform variable is the “wave number” of the spatial regu-
larity of the strain field in an infinite homogeneous medium
due to the presence of inclusions�. The transformation allows
for numerical integration around a spherical volume using
numerical techniques �Gauss–Legendre quadrature is the
method currently employed� to evaluate Eq. �9c�.

Let the FT of the Green’s tensor and its inverse be de-
fined as follows:

G̃km�k� = �
−�

�

Gkm�r�eik·rdr ,

�A1�

Gkm�r� =
1

�2��3�
−�

�

G̃km�k�e−ik·rdk ,

where the vector k is the wave number of the displacement
�and therefore strain� field in an infinite homogeneous me-
dium due to the presence of the coated inclusion. Applying
the Fourier transform to Eq. �9a� leads to

Cijkl
	 klkjG̃km�k� = �im. �A2�
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If the inclusion is ellipsoidal, it is convenient to introduce the
following change of variables:

r� =�x1

x2

x3

⇒ R =�
X1 = x1

X2 =
a

b
x2

X3 =
a

c
x3

and k =�k1

k2

k3

⇒ K

=�
K1 = k1

K2 =
b

a
k2

K3 =
c

a
k3

. �A3�

The following equalities are then useful:

k · r = K · R , �A4�

ki = �itKt, where ��it� = �
1 0 0

0
a

b
0

0 0
a

c
� . �A5�

Equation �A2� can then be expressed as for the case of an
ellipsoidal inclusion:

Cijkl
	 Kt�ltKu� juG̃km�k� = �im. �A6�

Then, defining Kt=K	t, where K is the magnitude and 	t are
the direction cosines, leads to:

Cijkl
	 �lt� ju	t	u = Mki,

�A7�
K2G̃km�K� = Mkm

−1 ,

which depends only on the magnitude of the vector K. This
expression can then be substituted into the inverse FT in
order to evaluate tijkl

I , and therefore Tijkl
I �C	� as follows:

tklmj
I =

abc

3
�
0

�

sin �d��
0

2�

�K2G̃km�K��	t�lt	u� jud� , �A8�

T klmj
I �C	� =

1

2
�tklmj

I + tlkmj
I  . �A9�

For efficient and accurate numerical evaluation of the inte-
gral in Eq. �A9�, an n-point Gaussian–Legendre quadrature
has been employed. It was found that, for most cases studied,
a ten-point quadrature was sufficient. Finally, it should also
be noted here that the integral of the modified Green’s tensor
is related to Eshelby’s tensor through the following relation-
ship:

Smnkl =
1

V
T mnij

I �C	�Cijkl
	 . �A10�
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Computation of the temperature distortion in the stack
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The numerical computation of the flow and heat transfer in the vicinity of a stack plate in a standing
wave refrigerator is performed. Temperature distortion is observed, which appears only in the stack
region, even if the acoustic standing wave outside the stack is itself sinusoidal. The distortion takes
place above the whole plate surface when the length of the plate is equal to or shorter than four times
the particle displacement. This condition may occur at high drive ratios and is favored by plate
positions close to the velocity antinode. The thermal distortion decreases the thermoacoustic heat
pumping along the plate. At high drive ratios, if the length of the plate is not large enough,
the thermal distortion can typically explain a difference of about 10% between the calculated
heat flux and the heat flux predicted using linear theory. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2063087�

PACS number�s�: 43.35.Ud, 43.25.�x �RR� Pages: 2993–2999

I. INTRODUCTION

To design and predict the performance of thermoacous-
tic devices, the most widely used tool is the standard ”linear
theory.”1 Although very advanced, this theory does not take
into account some phenomena such as nonlinear effects, in-
cluding complex flows. Complex flows include turbulence
and motions resulting from abrupt changes of section. Vorti-
cal motions at the extremities of the stack plates and heat
exchangers have been observed both experimentally and
numerically.2 They can generate minor losses3–5 that are det-
rimental to performance. Acoustic nonlinear effects consist
of acoustic streaming6–8 and harmonics generation. In some
cases acoustic streaming has been identified and successfully
suppressed.3 The most obvious reason for harmonics genera-
tion is the nonlinear propagation of a high-amplitude wave in
the resonator.9–12 Using an appropriate shape for the
resonator13 �or more simply inserts at the harmonics velocity
antinode� these harmonics can be removed. From a different
nature are the thermal harmonics resulting from the thermal
interaction between the stack and the oscillating gas, which
were theoretically predicted by use of an inviscid nonlinear
model.14 Some results previously reported by the authors
confirmed the distortion of the temperature oscillation at
high acoustic amplitudes in the stack region.15

All together, nonlinear phenomena have a very impor-
tant effect on thermoacoustic device performance, and their
knowledge is especially important to predict the saturation
amplitude of thermoacoustic engines. The parameter used in
thermoacoustics to describe the amplitude of the wave is the
drive ratio, defined as the ratio of the acoustic pressure am-
plitude at the pressure antinode to the mean pressure in the
resonator. For standing wave devices, nonlinear effects are
generally considered to appear when the drive ratio is more
than about 2% or 3%.16,17 Though this limit is somewhat
arbitrary since it depends on the configuration of the system
and on the type of nonlinearity that happens to be the critical

one in the system. Nevertheless, for practical drive ratios of
10%, a typical 10% error on the heat flux is observed in
standing-wave devices, even in precisely controlled
experiments.10,18 Results reported here may explain part of
the difference between theoretical predictions and experi-
mental results. In the paper we deal with the computation of
nonlinear temperature effects in a standing wave thermoa-
coustic refrigerator. In Sec. II the numerical modeling of the
problem is briefly explained. Results of the simulations are
then presented in Sec. III. They concern mainly the distortion
of the time variation of the temperature in the stack region. A
discussion is made in Sec. IV, where results are interpreted
using the previous analysis by Gusev et al.14 Some implica-
tions of the temperature distortion on the thermoacoustic
heat pumping are also given. The main conclusions are
drawn in Sec. IV.

II. METHODS

To include most of the physical phenomena involved in
thermoacoustic heat pumping �boundary layers, nonlinear
acoustics, heat transfer, temperature gradient, two-
dimensional flow�, a numerical solver has been
developed.15,19 It is based on the solution of the two-
dimensional compressible and unsteady Navier–Stokes equa-
tions, coupled with mass and energy conservation equations.
The governing equations for a perfect gas are

p = �rT , �1�

��

�t
+ � · ��u� = 0, �2�

���u�
�t

+ � · ��uu� + �p = � · � , �3�
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In these expressions T is the temperature, p is the pressure, �
is the density, u= �u ;v� is the velocity vector; r is the gas
constant, � is the ratio of specific heats, � is the shear vis-
cosity, and K is the thermal conductivity. The temperature
dependence of � and K is not taken into account, which is a
reasonable approximation because the temperature gradients
are small in the present case. For air, �=1.8�10−5 Pa s; K
=2.5�10−2 W K−1 m−1; r=287 J K−1 kg−1; �=1.4. Equa-
tions �1�–�4� are used to solve for the variables p, �, u,
and T. The calculation is started from a initial state con-
sisting of ambient values for the thermodynamic variables
and zero velocity, and is performed until the rate of
growth becomes negligible. To solve Eqs. �1�–�4�, fourth-
order dispersion-relation-preserving finite differences are
used for calculating spatial derivatives, and time integra-
tion is performed using a four-step Runge–Kutta method.
Dispersion-relation-preserving methods are used to mini-
mize the error between physical and numerical dispersion
relations.20 These accurate methods are chosen to calcu-
late second-order quantities �thermoacoustic heat pump-
ing, mass streaming, and potentially minor losses5� super-
imposed on a first-order acoustic field. As they introduce
little dissipation, spurious waves can appear and are fil-
tered using high-order filters.21 The solver allows the
simulation of the flow and heat transfer in the vicinity of
a stack plate in the presence of an acoustic standing wave.
The plate may be either of negligible or finite thickness,
and be either heat conducting or isothermal. The more
complex are the geometry and the thermal model, the
more important the computational cost will be. It can
sometimes be prohibitive. In the present paper we will
focus on the case of an isothermal plate of negligible
thickness. The effect of the plate is to impose a fixed
temperature �as well as a no-slip� condition on its surface,
so that no additional energy conservation equation needs
to be solved for the plate. The isothermal plate model has
already been used in some other numerical simulations,

mostly for its simplicity.22,23 It should be noticed that de-
spite this model prevents one from getting a temperature
gradient in the plate itself, it allows a temperature gradient
to establish within the fluid above the plate. This gradient
if somewhat reduced because of the isothermal condition,
but this indeed tends to increase the thermoacoustic heat
pumping along the plate. It turns out that the use of an
isothermal boundary condition does not modify the valid-
ity of the results presented below, as will be mentioned
below.

The thermoacoustic refrigerator is represented in Fig. 1,
where the grayed-out area is the computational domain. The
abscissa origin is taken at the acoustic driver. The length of
the resonator is half the wavelength, �. The position of the
stack middle point is xs. The computational domain is shown
in Fig. 2. The computational domain takes advantage of the
periodic nature of the stack and includes only one plate of
the stack. Symmetric boundary conditions are used on the
lateral boundaries of the domain, an approach that has been
used in all thermoacoustic simulations22–24 in order to de-
crease the computational time. The acoustic standing wave
that is required in a standing wave refrigerator is created in a
physical way: by superimposing two counterpropagating
traveling waves. More precisely, a traveling wave is continu-
ously injected into the domain through the Swave boundary.
This wave travels up to the rigid end, where it is reflected.
There is thus also a reflected traveling wave that travels from
the rigid end toward the surface Swave, where it goes out of
the domain. The Swave surface has a double role: to inject the
direct right-traveling wave and to let escape the reflected
left-traveling wave. Numerically this is done using the
method of characteristics.25 The superimposition of the direct
and reflected traveling waves creates a standing wave. The
total distance covered by the traveling wave �first direct and
then reflected� during its stay in the domain is twice the
length of the domain; this is less than a wavelength. As a
consequence, the wave has not enough time to be modified
by nonlinear effects during its propagation, even at the high

FIG. 1. Sketch of the thermoacoustic refrigerator.

FIG. 2. Sketch of the computational domain. Point S is in the middle of the
plate. Point C is in the fluid just above the plate extremity, in the cold
region. Point H is in the fluid just above the other extremity, in the hot
region.
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amplitudes that will be considered in the following. This
allows to get a high-amplitude standing wave with nearly no
harmonics.

III. RESULTS

In the following, any quantity, 	, will be written 	=	0

+	�, where the subscript 0 indicates a quantity at rest, and
the prime indicates the perturbation of that quantity when
there is an acoustic wave in the domain. Hence, 	� includes
the first-order perturbation �	1� as well as all the terms of
higher order, including harmonics and time-averaged terms.
With these notations, the drive ratio is Dr= p��� /2� / p0. This
is the ratio of the acoustic pressure at the rigid end of the
resonator �located at x=� /2; see Fig. 1� to the pressure p0

when the system is at rest. The density, temperature, and
pressure at rest are �0=1.2 kg m−3, T0=298 K, and p0

=100 kPa, respectively. The velocity at rest is simply u0=0.
The speed of sound is c0=	�rT0. Important quantities in
thermoacoustic are the viscous and thermal penetration depth
defined, respectively, by 
�=	� /�0�f and 
=	K /�0cp�f ,
where cp=�r��−1� is the isobaric specific heat, and f is the
frequency. The height, y0, of the computational domain is
such that y0 /
=2.5, a typical value for thermoacoustic
stacks. The mesh size is equal to 
 /7.3 �except for Fig. 6,
later, where it is 
 /10�, a value that has proved sufficient for
these simple calculations.19 The plate length, L is such that
L=� /40. The position of the plate will be expressed in the
normalized form kxs, where k=2� /� is the wave number.
This position will be fixed at kxs=2.13, except in Fig. 6
�later�

As a nonlinear behavior generally implies some distor-
tion, the time variations of the velocity and temperature were
recorded at several points of the computational domain. The
temperature time variation at point M of the domain �see Fig.
2� is shown in Fig. 3 for different values of the drive ratio.
Temperature TM� is made dimensionless using its maximal
value during the acoustic cycle TM,max� . Time is made dimen-
sionless using the acoustic period, �. At lower drive ratios,

Dr=0.7% and Dr=2.8%, the temperature variation is sinu-
soidal. For a higher drive ratio, Dr=5.6%, the temperature
time variation slightly departs from a sinusoidal curve. For
the higher drive ratio represented, Dr=11.2%, the tempera-
ture variation is clearly distorted, showing the importance of
nonlinear effects. The computed variations of the tempera-
ture are periodic of the acoustic period �; thus the tempera-
ture distortion is made of harmonics of the fundamental. This
was also verified using a Fast Fourier Transform. Hence, in
the following, temperature distortion and temperature har-
monics generation will have the same meaning. In all the
cases considered in this paper, the FFT showed also that only
five or six harmonics had a non-negligible amplitude, with
the first and second having a major contribution. The time
variation of the velocity at point M for different drive ratios
is also shown in Fig. 3. As can be seen, the velocity time
variation, unlike the temperature variation, remains sinu-
soidal, even for the highest value of the drive ratio, Dr

=11.2%. The normalized velocity is indeed slightly modified
in its most negative values when the drive ratio increases, in
such a way that the time-averaged velocity at point M over
one acoustic cycle becomes slightly positive. This is consis-
tent with observation of acoustic streaming above the plate26

�here the nonzero mean velocity is due to “inner” vortices8�.
Nevertheless, this effect remains small.

The temperature time variation was also recorded at
point C of the domain �see Fig. 2�, located in the fluid, just
above the extremity of the plate, in the cold region �the stack
is pumping heat from cold point C to hot point H�. This
variation is shown in Fig. 4 for different values of the drive
ratio. Even for the lower drive ratios, Dr�5.6%, the tem-
perature variation is not sinusoidal. At the highest drive ratio,
Dr=11.2%, the nonsinusoidal behavior of the temperature at
point C is much more pronounced than that at point M at the
same drive ratio. Velocity variation at point C is also shown
in Fig. 4. Again, unlike the temperature variation, the veloc-
ity variation at point C remains sinusoidal for the whole
range of the drive ratio. It is almost obvious from Fig. 4 that
the time-averaged temperature and velocity over one acous-

FIG. 3. Time variation of the temperature at point M, TM� , divided by the
maximum value of this variation, TM,max� , and time variation of the velocity
at point M, uM� , divided by the maximum value of this variation, uM,max� . The
values for the drive ratio are ++ + , Dr=0.7%; ¯, Dr=2.8%; – - –, Dr

=5.6%; —, Dr=11.2%. Thin symbols are for temperature; bold symbols are
for velocity.

FIG. 4. Time variation of the temperature at point C, TC� , divided by the
maximum value of this variation, TC,max� , and time variation of the velocity at
point C, uC� , divided by the maximum value of this variation, uC,max� . The
values for the drive ratio are ++ + , Dr=0.7%; ¯, Dr=2.8%; – - –, Dr

=5.6%; —, Dr=11.2%. Thin symbols are for temperature; bold symbols are
for velocity.
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tic cycle are not zero. The mean value of the temperature is
logically negative, since point C is located in a cold region.
The nonzero value of the time-averaged velocity comes from
time-averaged motions at the end of the plate.26 These mean
motions can roughly be explained as follows. First note that
the fluid in, say, the viscous boundary layer above the plate,
is almost at rest. This means that although the plate itself has
a negligible thickness, the plate plus the fluid at rest just
above it may be considered as a plate of nonzero thickness.
Thus, the flow of the fluid located outside the viscous layer
sees a ”step” at the junction between the resonator and the
plate. At point C, during the half of the acoustic period when
the fluid moves leftward there is a decreasing step, with the
creation of anticlockwise vortices. During the half of the
acoustic period when the fluid moves rightward, there is a
raising step, which creates much less vorticity. On average,
there is a mean anticlockwise vortical flow at the end of the
plate at point C, which explains why the mean velocity at
this point is not zero.

The temperature and velocity variations at point R of the
domain are given in Fig. 5 for different values of the drive
ratios. Point R is located in the core of the resonator, at an
equal distance from the plate and the end wall. At this loca-
tion both temperature and velocity variations remain sinu-
soidal, unlike what happens at point M or point C. This also
confirms that the method used to sustain the wave in the
resonator creates a high drive ratio standing wave without
any wave steepening. Note that the mean temperature at
point R is positive, since point R is located in the hot part of
the resonator located between the stack and the rigid end.

It was stated in a previous study15 that the temperature
distortion tend to disappear when the plate is moved toward
the velocity node, which is toward the rigid end of the reso-
nator. This is indeed shown in Fig. 6. In this figure, the time
variation of the temperature at point M is plotted for different
values of the normalized position kxs, at a drive ratio Dr

=11.2%. For a position close to the velocity antinode, kxs

=2.07, temperature harmonics are visible. They disappear
when the plate is located at kxs=2.81, closer to the velocity
node.

IV. DISCUSSION

The results given above show that in the stack region
�points C and M� the temperature may be nonsinusoidal,
while the velocity remains harmonic. Far from the stack re-
gion �point R�, the temperature and velocity both remain
sinusoidal, even at high drive ratios. It means that tempera-
ture harmonics creation is taking place in the stack only.
Moreover this creation is more effective at the extremities of
the stack plates, since harmonics, when present at both points
M and C, are stronger at point C. It also means that in the
stack region, the nonlinear term of the momentum equation
�u ·�u� has a much less important effect than the correspond-
ing term in the energy equation �u ·�T�. This is partly taken
into account in the linear theory, since in the linearization the
term �u ·�u� disappears, while the term �u ·�T� is kept and
replaced by �u ·�Tm�, where Tm is the mean temperature. But
even if they take into account the effect of mean temperature
variation, the linearized equations cannot account for the
temperature harmonics observed above.

The results presented above can be explained by consid-
ering the analysis made by Gusev et al.14 Using an inviscid
but nonlinear model �the term u ·�T is fully preserved in
their energy equation�, these authors have shown that the
nonlinear convective term u ·�T in the energy equation is
responsible for temperature harmonics generation at the
edges of the plate. This generation exists because of the en-
ergy exchange between the plate and the fluid at that
location.22 This exchange itself occurs because of the ther-
moacoustic heat flux entering or leaving the plate at its ex-
tremities. The point at which the temperature harmonics gen-
eration occurs are located within two particle displacements
from the extremities of the stack. Moreover, harmonics gen-
eration is more important closer to the extremity of the plate.
In Fig. 7�a�, the grayed-out regions at each extremity of the
plate represent regions in which there is harmonics genera-
tion. The height of these regions are simply of the order of
the thermal penetration depth �that is of the order of y0�,

FIG. 5. Time variation of the temperature at point R, TR� , divided by the
maximum value of this variation, TR,max� , and time variation of the velocity at
point R, uR� , divided by the maximum value of this variation, uR,max� . The
values for the drive ratio are ++ + , Dr=0.7%; ¯, Dr=2.8%; – - –, Dr

=5.6%; —, Dr=11.2%. Thin symbols are for temperature; bold symbols are
for velocity.

FIG. 6. Temperature time variation at point M, TM� , divided by its maximum
value, TM,max� , for several positions of the plate in the domain: ---, kxs

=2.07; —, kxs=2.35; ¯, kxs=2.81. For all three curves, Dr=11.2%.
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since it is the characteristic length for heat transfer between
the fluid and the plate. Their length is four times the particle
displacement, d, defined by

d =
u�

2�f
. �7�

For a standing wave in the resonator, the particle displace-
ment at the stack position is

d = �Dr
�

2�
sin�kxs� . �8�

Importantly, the particle displacement increases with the
drive ratio, and depends on the position xs of the stack. In
their analysis, Gusev et al. comment the case when the par-
ticle displacement is small compared with the plate length.
This happens at low drive ratios. This case is represented in
Fig. 7�a�. In particular, in this figure point C belongs to the
grayed-out region, but not point M. This explains why at low
drive ratios, temperature harmonics are observed at point C
�Fig. 4� but not at point M �Fig. 3�. When the drive ratio
increases, the particle displacement increases as well, and the
situation may correspond to the sketch of Fig. 7�b�. In this
figure, both points C and M belong to the grayed-out region,
which explains why at high drive ratios, temperature har-
monics are observed at both locations �Fig. 3 and Fig. 4�.
Actually, the nonlinear region extends gradually when the
drive ratio increases, and is expected to reach point M and
cover the whole plate when the drive ratio is such that L
=4d, that is when

L = 4�Dr
�

2�
sin�kxs� . �9�

This equation defines a critical length for the stack, and is
expected from the analysis. It is obtained using Eq. �8�,
which does not take into account the presence of the plate. It
has indeed been observed in the computations that the tem-
perature nonlinearities are observed at point M when L

4dM, where dM is the actual �computed� value of the par-
ticle displacement at point M. Considering the critical length
defined by Eq. �9�, whether the temperature variation above
the plate is nonsinusoidal is expected to depend on two pa-
rameters: the drive ratio and the position of the plate. The
dependence on the drive ratio has just been explained. The
effect of plate position was demonstrated in Fig. 6: at a fixed
drive ratio, harmonics may appear if the plate is close to the
velocity antinode �small kxs�, but not if the plate is moved
toward the velocity node �large kxs�.

Hence, all the results obtained numerically may be ex-
plained using the theory by Gusev et al.14 Let us mention
that the analysis of Gusev et al. dealt with a nonviscous fluid.
In an earlier part of the work and in an attempt to decouple
as much as possible the different sources of nonlinearity,
inviscid simulations were performed so that only the thermal
interaction with the stack was accounted for. In terms of
temperature variation the results were very similar to those
presented in the present paper, where viscosity is taken into
account. It appears that taking into account the viscosity in
the present calculations does not prevent the apparition of
nonlinear temperature harmonics, nor does it create any ve-
locity harmonic. One consequence of taking viscosity into
account is that the velocity is canceled on the plate surface
due to no-slip boundary conditions. This effect may be com-
pared to the thermal effect of the plate, which is to cancel the
fluid temperature variation on the plate surface �due to iso-
thermal boundary condition, or, more generally, due to the
large specific heat of the plate�. Despite this similarity, the
velocity and temperature have different behaviors. One rea-
son for this is that no momentum is exchanged between the
plate and the fluid, while thermal energy is, particularly at
the extremities of the plate. One could questions whether the
use of an isothermal boundary has an important effect on the
thermal harmonics generation. The thermal generation oc-
curs as soon as there is a heat exchange between the plate
and the fluid, with large associated temperature gradients.
Hence, it is expected to appear with a plate having itself a
variable temperature �solved using a solid energy conserva-
tion equation�. Indeed harmonics generation has been ob-
served for isothermal and nonisothermal plates, of negligible
or finite thickness.19 Petculescu and Wilen27 conclude from
their experiments that the linear theory can be used to de-
scribe the thermoacoustic heat pumping along a plate, even
when the particle displacement is larger than the plate. Their
conclusion is different from the one given in the present
paper. But their experimental condition is also very different.
In the experiment of Petculescu and Wilen, the plate is em-
bedded within a wall. This wall can thermally interact with
the fluid particle when the particle just leaves the plate sur-
face. This is very different from the present configuration,
where the fluid that is outside the plate has nothing to inter-
act with and has an adiabatic movement. The present con-
figuration is indeed more representative of a practical stack.
Nevertheless it can be inferred that the thermal harmonics
generation could possibly be decreased by the presence of
heat exchangers, since these exchangers would reduce the
heat transfer discontinuity between the fluid and the plate.

One effect often associated with harmonics generation in
a signal is the saturation of the amplitude of this signal. The
maximal value of the temperature variation at point M,
TM,max� , is plotted as a function of the drive ratio in Fig. 8. For
low drive ratios, TM,max� is a linear function of the drive ratio.
For a drive ratio of about 5.6%, the temperature maximal
value is almost saturating. This corresponds to the appear-
ance of harmonics at point M.

The effect of temperature harmonics creation on heat
flux carried along the plate is now discussed. The mean

FIG. 7. In a grayed-out area, the temperature variation has a nonlinear
behavior, that is, harmonics are created. Two cases are represented: �a� The
acoustic displacement amplitude, d, is small compared with the plate length,
L; �b� the particle displacement amplitude, d, is of the order of L.
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�time-averaged� thermoacoustic enthalpy flux integrated over
the cross section SM of the computational domain is1

Hxm�xs� = �
y=0

y=y0

hxm�xs,y�dy , �10�

where

hxm�x,y� = cp���0 + ���x,y��u��x,y�T��x,y�t, �11�

where �·t is the time average operator. The nonintegrated
mean enthalpy flux hxm depends on the vertical position y.
The integrated mean enthalpy flux is calculated in section
SM located at x=xs �see Figs. 1 and 2�. A term cpT0���0

+���u�t has been implicitly omitted in Eq. �11� because the
section average of this term in Eq. �10� is zero, no net mass
flux being possible in a closed-end device. It is also recalled
that u0=0. Equation �11� is very well approximated by hxm

=�0cp�u�T�t, the effect of the density fluctuation being
small. Since Hxm depends on T�, any harmonics generation in
T� will have an effect on Hxm. In particular, the maximal
temperature saturation has a limiting effect on the enthalpy
flux. This is shown in Fig. 9, where Hxm is plotted as a

function of the drive ratio. Also plotted in the figure is a
fitting at low drive ratios, which dependence is in Dr

2. Such a
dependence is being expected from the linear theory. The
enthalpy flux matches the fitting curve up to a drive ratio of
about 5%, when temperature harmonics appear first at point
M. For drive ratios above 5%, Hxm depends only linearly on
Dr. Given the saturation of the temperature observed in Fig.
8, this linear dependence comes from the velocity term in
Eq. �11�. In Fig. 9 is also indicated the drive ratio for which
the length of the plate, L, is equal to four times the computed
particle displacement at point M, dM.

When a temperature harmonic is created, the thermal
boundary layer thickness associated with this harmonic is
different from the thermal boundary layer thickness associ-
ated with the fundamental �since the thermal boundary layer
depends on the frequency�. As a result, the temperature
waveform above the plate is modified. This also has an effect
on the distribution of the enthalpy flux within one cross sec-
tion above the plate. The spatial variation of hxm�xs ,y� �the
mean enthalpy flux within section SM of the computational
domain� is shown in Fig. 10 for several values of the drive
ratios. The profile of the enthalpy flux is modified for drive
ratios above 5.6%. This is because the profile of the tempera-
ture itself changes.

Hence, the apparition of thermal harmonics may have an
effect on the enthalpy flux carried along the plate. The effect
is negligible at low drive ratios when harmonics only appear
at the extreme edges of the stack. If the length of the plate is
such that the harmonics spread onto the plate at high drive
ratios, their effect is to decrease the heat pumping by the
plate. The criterion L=4dM can roughly be used to decide
whether it is the case. It has been observed, for example, that
this reduction in heat flux decreases the temperature differ-
ence between the extremities of a stack plate placed in an
acoustic resonator.28 Typically, harmonics generation may
account for a 10% difference between measurements and lin-
ear theory predictions. In Fig. 9, at Dr=0.10, the difference
between the computed curve and the fitting is about 20%, for
a plate located close to the velocity antinode where harmon-
ics generation is easily observed.

V. CONCLUSION

The numerical computation of flow and heat transfer in
the vicinity of an isothermal plate of negligible thickness

FIG. 8. Effect of the drive ratio, Dr, on the maximum value of the tempera-
ture variation at point M, TM,max� .

FIG. 9. Section-averaged mean enthalpy flux carried along the plate, Hxm, as
a function of the drive ratio, Dr: —, calculated flux; ---, Dr

2 fitting at low
values of Dr. A vertical dotted line is plotted at Dr=5.6%, which is such that
the length of the plate, L, is four times the particle displacement at point M,
dM.

FIG. 10. Spatial variation of mean enthalpy flux, hxm, over the section SM
of the computational domain, with the drive ratio as a parameter.
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placed in an acoustic standing wave has been performed. A
distortion of the temperature oscillation has been observed,
and all observations could be explained by referring to a
former nonlinear analysis. The temperature harmonics ap-
pear only in the stack region, even when the acoustic stand-
ing wave itself is sinusoidal and contains no harmonic. They
are present above the whole plate surface when the length of
the plate is equal to or shorter than four times the particle
displacement. This condition may occur at high drive ratios
and is favored by plate positions close to the velocity antin-
ode. The thermal harmonics generation decreases thermoa-
coustic heat pumping by the plate. Fortunately, in standing
wave thermoacoustic devices, the optimal position of the
stack is closer to the pressure antinode than to the velocity
antinode. Nevertheless, at high enough drive ratios, if the
length of the plate is not large enough, a difference of about
10% between obtained and predicted heat fluxes can typi-
cally occur.
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Micromachined microphones with diffraction-based optical displacement detection are introduced.
The approach enables interferometric displacement detection sensitivity in a system that can be
optoelectronically integrated with a multichip module into mm3 volumes without beamsplitters,
focusing optics, or critical alignment problems. Prototype devices fabricated using Sandia National
Laboratories’ silicon based SwIFT-Lite™ process are presented and characterized in detail.
Integrated electrostatic actuation capabilities of the microphone diaphragm are used to perform
dynamic characterization in vacuum and air environments to study the acoustic impedances in an
equivalent circuit model of the device. The characterization results are used to predict the thermal
mechanical noise spectrum, which is in excellent agreement with measurements performed in an
anechoic test chamber. An A weighted displacement noise of 2.4�10−2 Å measured from individual
prototype 2100 �m�2100 �m diaphragms demonstrates the potential for achieving precision
measurement quality microphone performance from elements 1 mm2 in size. The high sensitivity to
size ratio coupled with the ability to fabricate elements with precisely matched properties on the
same silicon chip may make the approach ideal for realizing high fidelity miniature microphone
arrays �sub-cm2 aperture� employing recently developed signal processing algorithms for sound
source separation and localization in the audio frequency range. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2062429�
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I. INTRODUCTION

The application space for microphones is large, extend-
ing from commodity microphones such as those used in cel-
lular phones where total system and integration costs are the
most important factor, to scientific measurement micro-
phones where sensitivity and bandwidth are typically the
most important criteria. There are applications in the middle
of this spectrum such as hearing aid microphones where
performance and affordability are both important
considerations.1,2 Many of these and other applications have
unique performance requirements with regard to size, dy-
namic range, insensitivity to vibration and temperature fluc-
tuations, resistance to moisture, resistance to shock, etc. For
some specialty applications, a microphone with a high sen-
sitivity to size ratio may be advantageous. Such a micro-
phone may be placed on the end of a thin pin or rod to
perform broadband, high fidelity, noninvasive measurements
in small or difficult to reach places. High fidelity to sensor
size ratio is also advantageous in the realization of miniature
microphone arrays that utilize recently developed signal pro-
cessing algorithms to perform multiple sound source separa-
tion and localization in the audio frequency range using less

than a 1-cm-diam total aperture size.3 In the case of minia-
ture arrays, precise phase response matching between ele-
ments is also advantageous.

Similarly, the range of microphone technologies that
have been explored is also wide.4 Over the past two decades,
the potential of microelectromechanical system �MEMS�—
based microphones to cover various regions of the applica-
tion space has been investigated.1,5 Such microphones have
potential manufacturing cost advantages due to the batch na-
ture of micromachining processes and the potential for on
chip electronic integration.6 In addition, micromachining of-
fers the capability of making small microphone elements,
and nearly identical elements with matched dynamic proper-
ties in close proximity on the same silicon chip due to the
tight control of material properties and lateral and vertical
dimensions associated with micromachining. Arnold et al.,
for example, have shown phase response matching within 1°
between 16 piezoelectric microphones fabricated on the
same silicon wafer and used for the construction of an array
for aeroacoustic measurements.7 All of these attributes of
microfabrication are ideal for realizing miniature micro-
phone arrays on a single silicon chip. However, capacitive
detection, which has proven to be the most popular MEMS
sensing method, does not scale favorably with size reduction
as the ratio of active to parasitic capacitance becomes
smaller. In addition, capacitive detection presents conflicting

a�Current affiliation: Sandia National Laboratories, Albuquerque, NM
87185; electronic mail: nahall@sandia.gov
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design goals that make achieving high sensitivity challeng-
ing. Although measurement quality MEMS capacitive micro-
phones have recently been demonstrated by performing rig-
orous optimization of the coupled and conflicting design
parameters inherent to capacitive sensing, there is motivation
to pursue alternative sensing techniques for high fidelity
miniature form factor microphone applications that uncouple
performance parameters and present new design spaces.8

The design conflicts and tradeoffs of capacitive micro-
phones are well documented.4,5 Displacement detection sen-
sitivity of the integrated diaphragm improves with the use of
small gap heights �on the order of a few microns� and large
electrostatic bias voltage. However, the small gap limits the
electrostatic bias voltage that can be applied to the device
due to electrostatic pull-in. Furthermore, the displacement
detection is most sensitive when the sensor is operated close
to electrostatic pull-in, but linearity and dynamic range are
reduced under these conditions. These design conflicts exist
in the electrical or displacement sensing domain, but design
conflicts also exist across the mechanical and electrical de-
sign space. For example, the microphone backplate is perfo-
rated to alleviate squeeze film damping at high frequencies,
but this perforation reduces the active capacitance which,
due to parasitic effects, can adversely affect the displacement
detection sensitivity and, in turn, the pressure sensitivity of
the microphone. A microphone using vacuum sealed capaci-
tive micromachined ultrasonic transducer �cMUT� mem-
branes configured to form a radio frequency interferometric
transmission line has recently been demonstrated.9 This de-
sign uncouples the dynamic response of the device from the
detection sensitivity, and microphones with a flat response
from 0.1 Hz to over 100 kHz have been demonstrated. How-
ever, since the scheme still requires measuring a change in
capacitance, the method is sensitive to parasitic effects and is
subject to the design conflicts in the electrical domain.

Optical interferometry is an ideal way to uncouple the
electrical and mechanical design space and achieve high dis-
placement sensitivity independent of the lateral area interro-
gated. In addition, optical methods offer the possibility of
force feedback operation for large dynamic range applica-
tions. Many optical microphone techniques that have been
explored, however, have proven difficult to integrate or use
crude intensity modulation schemes with little or no im-
provement in sensitivity over capacitive sensing.10 A recently
demonstrated micromachined diffraction-based optical dis-
placement detection method has shown advantages over
other optical techniques in terms of integration, stability, and
power consumption.11 This technique has the sensitivity of a
full scale Michelson interferometer and can be assembled in
a robust, nearly monolithically integrated package without
beamsplitters or critical alignment problems. Lee et al. have
demonstrated integration of the method using custom de-
signed CMOS photodiodes in a 2 mm3 volume.12 The
method has been used to create optical-cMUTs with im-
proved dynamic range and sensitivity per unit area as com-
pared to cMUTs employing capacitive detection. In this case,
interferometric detection sensitivity from individual 160 �m
elements in an array enabled phased array imaging in-air
using only a 4 mm�4 mm aperture.13

In this work, we characterize in detail the performance
of a bulk and surface micromachined microphone structure
with integrated diffraction-based optical displacement detec-
tion. This work shows the potential of the method for achiev-
ing precision measurement microphone performance using
sensors occupying only a few mm3 volume, making the
method ideal for small form factor applications and minia-
ture microphone arrays. Also, since optical detection re-
moves the small microphone gap height requirement, the
method may be ideal for exploring novel mechanical-
acoustic designs such as biomimetic teeter-totter
microphones.14,15 In what follows, the detection scheme is
summarized followed by a description of the device fabrica-
tion and experimental testing setup. The diaphragm displace-
ment detection sensitivity is characterized, and the dynamic
response of the structure is studied in both air and vacuum
environments using integrated electrostatic actuation capa-
bilities to isolate the study of parameters in an equivalent
circuit model of the device. The completed model is used to
predict the thermal noise limited response in air which is in
agreement with noise measurements performed in an
anechoic testing facility. The significance of the results is
then discussed with reference to existing measurement mi-
crophones.

II. DIFFRACTION-BASED OPTICAL MICROPHONES

A schematic of the diffraction-based optical microphone
under study is shown in Fig. 1. The displacement sensing
structure is similar to previously demonstrated interleaved
gratings which have been used in the design of high resolu-
tion accelerometers and interdigital cantilevers for atomic
force microscopy.16–18 In the system under consideration, the
microphone diaphragm rests above a rigid diffraction grating
back electrode. When illuminated from the back side with an
integrated semiconductor laser such as vertical cavity surface
emitting laser �VCSEL� as shown in Fig. 1, a diffracted field
consisting of a zero and higher orders results whose angles
remain fixed but whose intensities are modulated by the dia-
phragm deflection to produce the interference curves of a
regular Michelson interferometer. The optical properties of
the grating structure when illuminated with diverging beams
such as those from a VCSEL have been studied in detail
using both a near field Fresnel analysis and rigorous coupled
wave modeling.13,19 These results show more than adequate
separation between orders for 1 mm3 integration as sug-

FIG. 1. Schematic of a fully integrated diffraction-based optical micro-
phone.
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gested in Fig. 1. These analyses also show that the intensities
of the zero and first diffracted orders as a function of the
microphone gap height, d, labeled in Fig. 1 closely resemble
the particularly simple expressions obtained using a far field
approximation,

I0 = Iin cos2�2�d

�
� , �1�

I±1 =
4Iin

�2 sin2�2�d

�
� , �2�

where Iin and � are the incident light intensity and wave-
length, respectively. The zero order beam intensity is
complementary to all higher order beams which enables a
differential detection scheme for sensitivity doubling and
laser intensity noise cancellation without any additional
optical components. A self-contained sensor requires only
the integration of photodiodes and simple detection elec-
tronics on a separate silicon chip as shown in Fig. 1. Since
both the diaphragm and backplate can be made electrically
conductive, the design also directly integrates electrostatic
actuation capabilities, as suggested in Fig. 1, which en-
ables tuning of the displacement sensitivity, generation of
self-calibration signals, and force feedback operation for
high dynamic range.4 Since all three component chips in
Fig. 1 are micromachined, the approach is readily adapt-
able to fabricating arrays of such elements with the mul-
tiple chip module shown.

III. PROTOTYPE DEVICE FABRICATION AND
EXPERIMENTAL SETUP

Prototype diffraction-based optical microphones have
been fabricated using Sandia National Laboratories dedi-
cated silicon-based SwIFT-Lite™ process, which uses pre-
defined layer thicknesses and material types to enable assem-
bly line processing for tight variance control and high
yield.20 The fabrication process flow used to create the
diffraction-based optical microphone structure has been de-
scribed in detail previously.21,22 A schematic of a completed
structure is shown in Fig. 3, where both the layer materials
and thicknesses used in SwIFT-Lite™ as well as the func-
tional components of the fabricated structure are labeled. All
layers are deposited using low pressure chemical vapor
deposition processes, with the exception of the first
0.63-�m-thick oxide layer which is thermally grown.
All etches are performed using dry chemistries, with a
tetraethylorthosilicate �TEOS� process used for patterning

the 2.0-�m-thick sacrificial oxide. The top silicon nitride
layer forms the microphone diaphragm and is deposited with
approximately 100 MPa residual tension which dominates
the diaphragm’s stiffness. The 2.5-�m-thick polysilicon
layer is patterned on top of the diaphragm to form the optical
reflector as well as additional regions of a top electrode used
for electrostatic actuation. Similarly, polysilicon and nitride
layers are used to form a diffraction grating with 5 �m pe-
riod and additional regions of the bottom electrode. The
SwIFT-Lite™ process includes a back side deep reactive ion
etch through the bulk silicon wafer which is used to create
the optical port to the diffraction grating and to perforate the
microphone backplate. This step is preceded by a counter-
bore etch half-way through the bulk silicon substrate which
results in a 200-�m-thick microphone backplate as labeled
in Fig. 2. In a fully integrated embodiment such as that
shown in Fig. 1, the dies containing the photodetection elec-
tronics and light source form the enclosed back side cavity of
the microphone. In this work, the microphone structures are
characterized using an external hand-held test-bed and the
microphone cavity is sealed using a quartz window to pro-
vide optical access as shown in Fig. 2. A barometric pressure
vent is created using a spacer with a small hole fabricated
using stereo lithography and is also shown in Fig. 2.

The details of the fabricated silicon structure are made
clear in micrographs of the completed devices. A back side
view of a sensor with a 900 �m�900 �m membrane is
shown in Fig. 3�a�, where the first plane observed along the
perimeter is the surface of the 400-�m-thick bulk silicon
wafer. At a distance 200 �m deeper into the back side of the
wafer lies the backsurface of the backplate with five perfo-
ration holes etched completely through the silicon—one
large hole in each corner and a smaller hole in the center.
Note that the use of such large size holes in the corners
would severely reduce the microphone sensitivity if using
capacitive sensing but does not affect the sensitivity using
optical detection. Focusing on a plane 200 �m deeper into
the structure through the center hole makes visible the dif-
fraction grating. For the remaining four openings in the cor-
ners, this plane makes visible the back side of the transparent
nitride membrane which is suspended above the thin 2 �m
microphone air gap defined by the sacrificial oxide layer. A
separate zoomed micrograph showing the details of the dif-
fraction grating is presented Fig. 3�b�. The top-surface of the
same device is shown in Fig. 3�c�, which makes visible the
top electrode and the optical reflector. As shown schemati-
cally in Fig. 2, the polysilicon is patterned such that the top
electrode exists above the diaphragm anchor �which provides

FIG. 2. Detailed schematic of the mi-
crophone structure fabricated with
SwIFT-Lite™ and the additional pack-
aging used for prototype testing.
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a wire-bonding surface� and above the backplate regions
where the bottom electrode exists and electrostatic actuation
is effective. Several prototype devices with different dia-
phragm sizes and backplate architectures were fabricated.
The remainder of this work focuses on the characterization
of the device shown in Fig. 4 which has a 2100 �m
�2100 �m diaphragm and a more traditional microphone
backplate design.

The fabricated prototypes are assembled on a handheld
test-bed as summarized schematically in Fig. 5. Light from a
640 nm wavelength laser diode is focused to a 20-�m-diam
spot through a 20 mm working distance lens and illuminates
the back side of the sensor which is mounted with a vertical
tilt to direct the reflected plane beneath the laser diode and
lens where a photodiode array and amplifiers are placed to
capture signals from the zero and first diffracted orders. A
function generator is used to apply dc and ac electrostatic
signals for sensitivity tuning and dynamic characterization as
demonstrated in the following sections.

FIG. 3. Micrographs of the ��a� and �b�� back side and �c� front side of a
900 �m�900 �m microphone structure.

FIG. 4. Micrographs showing the �a� back and �b� top side of a 2100 �m
�2100 �m diaphragm.

FIG. 5. Schematic of an integrated hand-held test bed used for experimental
characterization.
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IV. DISPLACEMENT SENSITIVITY CALIBRATION

The diffracted order intensity versus gap height behavior
predicted in Eqs. �1� and �2� is experimentally traced using
capacitive actuation to pull the microphone diaphragm to-
ward the substrate while simultaneously recording the sig-
nals from the photodiodes and the membrane deflection pro-
file as measured from the front side using an external optical
Wyko profilometer �not shown in Fig. 5�.23 With these data,
the intensities of the zero and a single first diffracted order
are plotted versus gap height as shown in Fig. 6 where data
have been obtained from the 2100 �m diaphragm shown in
Fig. 4. The voltage values are negative as the transimpedance
amplifiers are inverting in this particular case. The period of
the interference curves can be approximated using the dis-
tance between the two peaks of the zero order curve as
350 nm, which is in relatively good agreement with the the-
oretical prediction of � /2, or 320 nm for the diode laser
used.24 Although the zero and first orders are 180° out of
phase as expected, the curves do not exhibit a full swing in
intensity. The first order curve in Fig. 6, for example, should
pass through zero at its nulls �corresponding to microphone
gap heights of � /2 multiples� as the system acts as a flat
mirror under these conditions regardless of the grating period
and fill factor. As argued in detail in previous work, the re-
duced intensity swing is most likely due to optical scatter
caused by corrugations in the polysilicon reflector, which are
transferred from the grating topography through the sacrifi-
cial oxide layer during processing.21,22 Since the displace-
ment sensitivity and dynamic range of the detection scheme
improve with the intensity swing, the elimination of this to-
pography is recommended in future runs via chemical me-
chanical polishing �CMP� of the sacrificial oxide—an avail-
able option with SwIFT-Lite™. As apparent in Fig. 6,
optimal displacement sensitivity is obtained when biasing the
gap height to 1.55 or 1.75 �m, where the slopes are at a
maximum. At 1.75 �m, for example, the displacement detec-
tion sensitivity for the particular 2.5 mW laser power and
transimpedance amplifier gains used in these experiments is
20 V/�m using single first order detection, and 30 V/�m

using differential detection of the zero and first order which
is obtained as the sum of the two slopes. The calibrated
sensitivity is useful for characterizing the dynamics of the
microphone structure and is also necessary for assessing in-
ternal noise of the microphone as discussed in detail in the
remaining sections.

V. DYNAMIC CHARACTERIZATION AND MODELING

Characterizing the dynamics of the microphone structure
is not only important for assessing the microphone’s band-
width, but also for studying the parameters that determine
the thermal mechanical noise response of the device, which
typically limits the pressure detection resolution for low
noise devices such as measurement and hearing aid micro-
phones. Thompson et al. demonstrated the benefit of com-
bining equivalent circuit models with dynamic frequency re-
sponse characterization in both air and vacuum environments
to isolate the study of acoustic impedances in the model
which affect the thermal noise response.25 A similar approach
is taken here using the integrated electrostatic actuation port
to generate the input signals, which eliminates the need for
the external electrostatic actuation heads used with con-
denser microphone characterization. During operation, this
integrated feature of the optical microphone can be used for
in situ self-calibration.

An equivalent circuit model of the packaged device in
Fig. 2 is shown in Fig. 7, with Table I providing a description
of the elements in the circuit. The model is similar to those
commonly used to study condenser and other microphone
types. Such models have been presented in detail in many
references.26 The effort and flow variables in the circuit of
Fig. 7 are pressure and volume flow rate, respectively, so that
all impedances are acoustic impedances with units of Ra/m2.
When the microphone responds to sound, the pressure out-
side the vent is equal to the pressure acting at the micro-
phone diaphragm and the model captures the low frequency
limit of the microphone diaphragm response in this case.
When the diaphragm is excited electrostatically as in the fol-
lowing experiments, the vent pressure is zero. Furthermore,
the impedances of all elements in Fig. 7 other than the dia-
phragm impedance are zero in vacuum—providing a means
to isolate this parameter for study. In a previous work, the
displacement of the 2100 �m diaphragm in Fig. 4 in re-
sponse to an applied electrostatic pressure impulse in
vacuum was recorded via capturing the signal from a first
diffracted order with a digital oscilloscope using the system
in Fig. 5.21,22 The dynamic frequency response—obtained by
taking the Fourier transform of the displacement signal—
showed a fundamental diaphragm resonance at 44.8 kHz and

FIG. 6. Experimental tracing of the optical interference curves obtained
using the integrated electrostatic actuation capabilities of the microphone
diaphragm.

FIG. 7. Equivalent circuit model of the packaged microphone structure
shown in Fig. 2.
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several higher order resonances. This measurement, com-
bined with a finite element model modal analysis which
takes into account the distributed mass of the polysilicon top
electrode, provides a means to determine the effective dia-
phragm mass and compliance as described in detail
previously.21,22 The compliance of this particular diaphragm
is 44 Å center point deflection per 1 Pa uniform diaphragm
pressure.

With the diaphragm impedance characterized, the re-
maining relevant circuit elements in Fig. 7 are determined
from dynamic response measurements in air. The back side
cavity compliance and the vent resistance are important pa-
rameters affecting the lower limiting frequency of the micro-
phone response to sound, but do not affect the electrostatic
response as the cavity impedance is substantially smaller
than the backplate resistance and the gap impedance. Fur-
thermore, the thin microphone air gap is typically at least an
order of magnitude stiffer than the diaphragm itself.26 The
backplate resistance is the most important parameter affect-
ing the microphone bandwidth and the dampening of the
diaphragm resonance. In addition to the backplate perfora-
tion hole design, this resistance is sensitive to the micro-
phone gap height as the air in the thin gap must displace
laterally to reach the perforation holes. Simulations of the
2100 �m diaphragm response using the circuit in Fig. 7 and
various backplate resistance values are shown in Fig. 8. For
this particular diaphragm with a 44.8 kHz resonance, the
ideal backplate resistance is close to 1�108 Ra/m2, which
dampens the resonant peak but does not limit the bandwidth
below the diaphragm resonant frequency. As shown in Fig. 8,
larger backplate resistance values result in overdamped sys-
tems with reduced bandwidth.

The dynamic response in air of the 2100 �m diaphragm
in Fig. 4 is measured using a procedure identical to that used
in the above-described vacuum measurement with the micro-
phone gap height biased to an arbitrary value of 1.90 �m.
Figure 9�a� shows time traces of the input electrostatic pres-
sure applied to the diaphragm and the resulting displacement,
and the curve in Fig. 9�b� with the 1.90 �m gap height label
shows the Fourier transform of the displacement signal or the
dynamic frequency response. For this particular backplate
design and gap height, the microphone is overdamped with a

3 dB cutoff frequency �corresponding to 30 Å/Pa in Fig.
9�b�� close to 4 kHz, which is well below the 44.8 kHz dia-
phragm resonant frequency. To verify that the observed cut-
off frequency is caused by the backplate resistance as pro-
posed by the model and simulations in Figs. 7 and 8,
respectively, the measurement is performed using smaller
gap heights—controlled via the applied dc bias voltage—and
the expected lowering in the cut-off frequency due to the
increased backplate resistance is observed in the additional
measurements shown in Fig. 9�b�. The equivalent circuit
model has been fitted to the measured data to obtain an es-
timate of the backplate resistance as 7.4�109 Ra/m2. In ad-
dition to limiting the microphone bandwidth, this backplate
resistance dominates the thermal noise response across the
audio frequency range as shown by measurements presented
in Sec. VI.

VI. DISPLACEMENT AND SOUND PRESSURE
DETECTION RESOLUTION

The displacement detection resolution of the micro-
phone diaphragm �i.e., the displacement measured with a
signal-to-noise ratio of 1� is measured as the output noise

TABLE I. Description of parameters in the equivalent circuit model of the microphone structure.

Parameter Description
Acoustic Impedance

�Ra/m2�

Pfront Acoustic pressure acting on the microphone diaphragm NA
Zmem Total diaphragm impedance in vacuum NA
Cgap Compliance of the thin air gap between the diaphragm

and bottom electrode �i.e., squeeze film compliance�
1/ �j�Cgap�

Rgap Resistance associated with compression of air in the air
gap �i.e., squeeze film resistance�

Rgap

Rback Resistance of air displacing laterally in the thin
air gap and out through the diffraction

grating and perforation holes
into the back side cavity �i.e., backplate resistance�

Rback

Ccav Compliance of the air volume in the back side cavity 1/ �j�Ccav�
Rvent Resistance of air flow through the acoustic vent Rvent

FIG. 8. Simulation of the microphone structure dynamic response for vari-
ous backplate resistance values in units of Ra/m2 using the equivalent cir-
cuit model in Fig. 7.
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voltage spectral density divided by the displacement sensi-
tivity calibrated in Fig. 6. To suppress ambient acoustic and
vibration noise so that the internal or self noise of the sensor
can be studied, these measurements are performed in an
anechoic test chamber using the integrated test-bed in Fig. 6,
with signals from the zero and a first diffracted order routed
to a dynamic signal analyzer stationed outside the test cham-
ber. A precision Larson Davis measurement microphone is
used to measure the ambient pressure noise floor inside the
chamber, and these results are converted to equivalent dia-
phragm displacement in the spectrum labeled “chamber”
shown in Fig. 10.27 The signal at 1 kHz is applied acousti-
cally and serves to generate a known reference displacement.
The internal noise of the sensor is limited by the dominant
internal detection noise sources, which consists of laser in-
tensity noise, photodetector shot noise, and thermal mechani-
cal noise of the microphone diaphragm and flow channels.
The affect of laser phase noise in interferometric systems is
proportional to the difference in optical path lengths, and is
negligible due to the compact integration of the approach.
The displacement noise of the 2100 �m device under study
is measured under several conditions to study the dominant
noise sources across the audio frequency range.

The noise spectrum is first recorded with the micro-
phone diaphragm held rigidly collapsed against the backplate
using electrostatic actuation, thereby eliminating thermal me-
chanical noise and any unsuppressed ambient noise. This
measurement is analogous to measurements on capacitive
microphones performed with clamped capacitor heads to iso-
late internal electrical noise. The measured spectra using a
single first order and differential detection of the zero and
first order are shown in Fig. 10, with the latter showing a
14 dB improvement near 10 kHz. Only 3.5 dB of this im-
provement can be attributed to the gain in detection sensitiv-
ity, implying that more than 10 dB of laser intensity noise
cancellation is observed using differential detection. Above
10 kHz, the differential measurement is observed to ap-
proach the fundamental photodetection shot noise limit
which has been computed for these particular conditions. Be-
low 10 kHz, uncancelled laser intensity noise limits the de-
tection resolution. Note that the acoustically applied refer-
ence signal at 1 kHz does not appear in either of these
spectra implying that electrostatic actuation is indeed holding
the diaphragm completely rigid.

The noise spectra using first and differential order detec-
tion are then recorded with the diaphragm released from col-
lapse and biased to a 1.75 �m gap height where maximum
displacement detection sensitivity is achieved. With first or-
der detection, the noise floor is dominated by the ambient
acoustic noise in the test chamber at frequencies below
200 Hz where the spectrum is observed to match the cham-
ber noise, and is limited by laser intensity noise at frequen-
cies above 200 Hz where the spectrum is identical to the first
order collapsed measurement. With differential detection,
however, the displacement detection is limited by the ambi-
ent chamber noise up to 600 Hz, and by an internal noise
source associated with the diaphragm motion in the
600 Hz–10 kHz frequency range. Simulations using the
equivalent circuit model and the dynamic characterization
results show that the internal noise is thermal mechanical
noise caused by the backplate flow resistance. Figure 11
shows the complete thermal noise equivalent circuit which
consists of thermal agitation induced pressure sources with

FIG. 9. �a� Time traces of the applied electrostatic impulse pressure and
resulting diaphragm displacement measured in air, and �b� the dynamic fre-
quency response for three different microphone gap heights.

FIG. 10. Displacement noise spectrum of the microphone measured under
several conditions.
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uniform frequency distribution in series with the resistive
impedance elements in the circuit. The amplitude spectral
density of these sources is given by

Pn = �4kTR , �3�

where k is Boltzmann’s constant, T is the ambient tempera-
ture, and R is the acoustic impedance.28,29 Experiments in
vacuum show that the resistive impedance of the diaphragm
itself is at least an order of magnitude smaller than the back-
plate resistance. The vent resistance, which has not been
characterized in this work, can be large and the thermal me-
chanical pressure fluctuations induced can cause significant
actuation of the diaphragm at low frequencies, but become
shunted by the large cavity compliance at frequencies above
the lower limiting frequency of the microphone. �As can be
verified from the model in Fig. 11, the fraction of the thermal
mechanical pressure induced by the vent resistance that is
applied across the diaphragm decreases at 20 dB/decade
above the lower limiting frequency of the microphone,
determined as 1/ �2�RventCcav�. Thermal noise caused by
the vent resistance is not directly observed in this study
which may be due to high ambient chamber noise.� The
pressure induced by the backplate resistance, however, is
essentially applied directly across the backplate and dia-
phragm in series which gives rise to the frequency depen-
dence in the measured noise spectrum in Fig. 10. A com-
plete circuit simulation using the measured diaphragm
impedance and backplate resistance of 7.4�109 Ra/m2 is
shown in Fig. 12 along with the measured differential
noise spectrum repeated from Fig. 10 for comparison. The
simulated response in Fig. 12 includes the incoherent ad-

dition of the uncancelled laser intensity noise represented
by the collapsed diaphragm measurement—also repeated
from Fig. 10 for comparison. The similarity in both scale
and frequency dependence confirm that the thermal noise
induced by the backplate resistance is the dominant noise
source over the 600 HZ–10 kHz frequency range.

The sound pressure noise spectrum of the microphone is
obtained by dividing the displacement noise spectrum by the
dynamic frequency response of the microphone measured in
Fig. 9�b�. The upper 3 dB cut-off frequency of 4 kHz for the
prototype 2100 �m device under study results in high
equivalent pressure noise above this frequency and adversely
affects the microphone’s overall A weighted noise rating,
which can be computed as 39.9 dB�A�. It should be noted
that, in general, the frequency response to sound pressure can
have an upper cut-off frequency well beyond the electrostatic
response due to interaction of the measured sound field with
the microphone package at higher frequencies.4,8 The elec-
trostatic response was used in this case to be conservative as
the prototype microphones presented here have not been
packaged for a specific application.

VII. DISCUSSION

The performance of the particular prototype micro-
phones presented in this work will improve significantly with
a lower backplate resistance, which can be achieved with an
improved backplate design or the use of a thicker sacrificial
oxide layer which defines the air gap thickness. For example,
the simulations in Fig. 8 show that a backplate resistance of
1�108 Ra/m2 would effectively dampen the diaphragm
resonance while maintaining the full 44.8 kHz diaphragm
resonance limited bandwidth. The equivalent thermal agita-
tion pressure for this resistance value computed using Eq. �3�
is 1.3 �Pa/ �Hz which results in 6�10−5 Å/ �Hz diaphragm
displacement. Since this value is below even the shot noise
detection limit shown in Fig. 10, the internal displacement
noise spectrum for such a device is expected to be identical
to the differential data measured with the diaphragm col-
lapsed which has corresponding A weighted displacement
amplitude computed as 2.4�10−2 Å. With the 44 Å/Pa dia-
phragm currently in use, the resulting A weighted noise level
would be 29.0 dB�A�. For comparison, a Bruel & Kjaer
model 4939 1

4 in. measurement microphone which has a dia-
phragm resonance near 80 kHz has an internal noise floor
near 32 dB�A� when used with a model 2670 preamplifier.30

Future designs will also benefit from a single layer polysili-
con diaphragm as opposed to tensioned silicon nitride as this
will enable softer diaphragms occupying smaller area. For
example, less than 1.5-mm-diam micromachined diaphragms
with 20 kHz resonance and approximately 200 Å/Pa com-
pliance are common.31,32 The A weighted pressure noise
level of a microphone using such a diaphragm with the 2.4
�10−2 Å displacement resolution demonstrated here would
be 17.5 dB�A�, a figure comparable to precision 1

2-in.-diam
condenser microphones.33

The above-noted comparisons are based on the displace-
ment resolution measured in this work. The displacement
resolution, however, can also be significantly improved. By

FIG. 11. Thermal noise equivalent circuit model of the microphone struc-
ture.

FIG. 12. Measured and simulated thermal noise spectrum.
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eliminating the topography in the optical reflector, which can
be done using a CMP step with the current process for ex-
ample, the troughs in the interference curves shown in Fig. 6
can be reduced by a factor of 5, thereby improving the in-
tensity swing, slope, displacement sensitivity, and displace-
ment detection resolution by a factor of 5, or 14 dB. Alter-
natively, improvements in the interference slope can be used
to achieve a displacement detection resolution comparable to
that measured in this work but with significantly less laser
power than the 2.5 mW used in these experiments. For ex-
ample, shot noise detection levels of 1.2�10−4 Å/ �Hz
�close to the 0.8�10−4 Å/ �Hz level shown in Fig. 10� have
been achieved with ultrasonic transducers exhibiting nearly
ideal interference curves and using only 61 �W of optical
power. Since the shot noise detection limit is inversely pro-
portional to the square root of the optical power used as
discussed and demonstrated in detail in previous work,
achieving the same detection limit demands roughly 30�
less power due to the 5� improvement in slope.12 For appli-
cations with strict power budgets such as hearing aids and
unattended field sensors, the average laser power can be fur-
ther reduced using pulsed modulation of the integrated semi-
conductor laser. Considering that light sources such as
VCSELs can be modulated in the GHz frequency range, duty
cycles well below 1% can be used for acoustic detection up
to 100 kHz.

VIII. CONCLUSIONS

Micromachined microphones with integrated
diffraction-based optical displacement detection have been
presented. An A weighted microphone diaphragm displace-
ment detection resolution of 2.4�10−2 Å has been measured
from 2100 �m prototype devices fabricated with a surface
and bulk micromachining process using Sandia National
Laboratories SwIFT-Lite™ platform. Measurements of the
dynamic frequency response in air show a 3 dB upper cut-off
frequency of 4 kHz which is far below the 44.8 kHz dia-
phragm resonant frequency in vacuum and is caused by the
large backplate flow resistance of these particular prototype
devices. The thermal mechanical noise induced by the back-
plate resistance is the dominant internal noise source over the
600 Hz–10 kHz frequency range. The backplate resistance
can be reduced in future designs with the use of a larger gap
height and/or a redesigned backplate—neither of which will
adversely affect the displacement detection sensitivity with
the optical approach. Additional recommendations for future
designs include the CMP of the sacrificial oxide defining the
microphone gap to eliminate topography in the microphone
diaphragm for improved optics, and the use of polysilicon
diaphragms which can be made smaller and more compliant
than tensioned nitride diaphragms. Using parameters of such
diaphragms characterized in the literature and the displace-
ment detection resolution measured in this work, the poten-
tial for realizing precision 1

2 in. measurement quality micro-
phones using diaphragms only 1 mm in size is shown. The
compact optoelectronic integration capabilities coupled with
the microfabrication aspect may make the approach ideal for
realizing high fidelity, miniature, chip module microphone

arrays employing recently developed signal processing tech-
niques to enable source localization and separation in the
audio frequency range using apertures on the order of 1 cm2.
The technology is also ideal for single element applications
where sensitivity to size ratio is an important performance
parameter.
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Coupling of flexural and longitudinal wave motion in a periodic
structure with asymmetrically arranged transverse beams
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In this paper we investigate the coupling of flexural and longitudinal wave motions in a waveguide
with structural side branches attached at regular intervals. The analysis is based on periodic structure
theory, and considers wave transmission in a fully tricoupled and semidefinite periodic assembly of
beam-type elements �or plane-wave transmission for normal incidence in a similar plate assembly�.
Receptances of a composite periodic element with offset resonant beams are derived and used for
computing the frequency-dependent propagation constants of three coupled wave types as well as
the distribution of motion displacements in each wave type. This is used for calculating the spatial
variation of the forced harmonic responses of a semi-infinite periodic structure to point excitations
by a longitudinal force and by a moment. Numerical simulations reveal the complicated wave
coupling phenomena, which are clarified by calculating the ratio of flexural and longitudinal kinetic
energies in the wave-carrying component for each wave type. In contrast to a corresponding, but
uncoupled, system with significant broadband attenuation of flexural waves, the numerical results
further show that the flexural-longitudinal wave coupling in a system with resonant side branches
results in a highly enhanced wave transmission with very little attenuation from element to
element. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2065767�

PACS number�s�: 43.40.At, 43.40.Cw, 43.20.Bi �MO� Pages: 3010–3020

I. INTRODUCTION

Many types of engineering structures are built up of an
assembly of nominally identical elements that are coupled
together in an identical manner to form a so-called “spatially
periodic structure.” Examples are offshore accommodation
modules, ship structures, and some buildings. The vibration
and transmission of structural waves, say, from floor to floor
in multistory buildings or from deck to deck in a ship, often
give rise to noise problems in removed areas. A full three-
dimensional analysis of such audiofrequency problems is
very difficult due to the vibrational interactions between the
large numbers of structural components. However, a funda-
mental understanding of the transmission may be obtained
from studies of less complicated models that consider only a
single transmission path comprising an assembly of beam-
type components, or assume plane-wave transmission for
normal incidence in a similar periodic assembly of plate el-
ements.

A periodic system composed of repeated elements that
are coupled with one another through n motion coordinates is
known to support n characteristic-free, harmonic wave-types,
which can exist simultaneously and independently at any
frequency.1–3 These wave-types occur in n pairs of positive-
and negative-going waves, where each of the waves types is
governed by a pair of complex characteristic “propagation
constants” �= ± ��R+ i�I�; the real part �R is the so-called
attenuation constant and the imaginary part �I is the phase
constant. Here �R and �I are defined as positive. So, if only

a single positive-going characteristic harmonic wave with
propagation constant �=−��R+ i�I� and angular frequency �
travels through the system, then the complex displacements
q�x�=q��� and q��+ l� at identical positions � in adjacent
elements of length l are related by q��+ l�ei�t=e�q���ei�t.
This shows that free wave motion is possible only in fre-
quency bands where � is purely imaginary. These bands are
known as “propagation zones” or “pass bands.” For negli-
gible structural damping, the wave thus propagates through-
out the system without a change in amplitude. The frequency
bands in which � is real are called “attenuation zones” or
“stop bands,” since no transport of vibrational energy is pos-
sible and the wave amplitude is attenuated �reduced� from
element to element.

Some years ago Ohlrich4 investigated the propagation
characteristics of longitudinal and flexural waves in beam- or
column-type transmission paths with symmetrically arranged
“point loads” in the form of resonant transverse beams. With
such symmetrical cross beams the longitudinal wave motion
in the structure was effectively uncoupled from flexural wave
motion. This structure was used as a model of an inner or
center-core-type transmission path in multistory buildings
with floor supporting beams. For typical dimensions it was
found that longitudinal waves propagate at almost all fre-
quencies in the low-frequency range, say up to 300 Hz, only
being interrupted by narrow-band, resonant attenuation zones
caused by modes of the cross beams. Flexural waves were
found to be more effectively attenuated by both resonant and
smooth attenuation zones, and wave propagation occurred
only in narrow bands constituting about 20% of the consid-
ered frequency range. A brief description of these findings is
given in Ref. 5. However, experimental results also revealed4
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that inertia loads attached on one side only of the transverse
beams provoked longitudinal-flexural wave coupling because
of the introduced eccentricity or asymmetry. The implication
of this was a significant enhancement of the overall transmis-
sion of locally excited flexural wave motion, due to the con-
version of flexural wave motion into predominantly longitu-
dinal wave motion, which is generally transmitted with much
less attenuation.

An understanding of the wave coupling that occurs in
asymmetrically loaded transmission paths is of considerable
practical interest, for example, in the prediction of vibration
levels and structure-borne sound transmission in web-
stiffened panels, in ship hulls that have deck structures to one
side only and in outer supporting column structures in build-
ing skeletons or façade panels of buildings. In such periodic
structures the longitudinal and flexural waves will, in gen-
eral, be fully coupled, which significantly complicates the
associated propagation properties and the underlying analy-
sis, as will be revealed in this paper.

Wave motion in various kinds of periodic structures
such as multisupported beams, plates, and shells have been
studied for many years, but apparently no work has been
done on the addressed problem of longitudinal–flexural wave
coupling in semidefinite periodic structures with asymmetri-
cal and multiresonant structural components, as are found in
practical structures with resonating cross members such as
one-sided decks, deep ribs, webs, and the like. Nearly half a
century ago, Müller6 observed an enhanced wave transmis-
sion in rib-reinforced concrete floors and this behavior was
modeled by using eccentrically attached inertia loads at regu-
lar intervals on an otherwise continuous beam. In addition to
Ohlrich’s experimental observation,4 Mead and Markus7

later demonstrated the occurrence of longitudinal–flexural
wave conversion in a simply multisupported beam loaded
eccentrically with simple oscillators on levers. Their study
also revealed that wave coupling diminishes as the structural
damping is increased. Coupling of different wave types in
periodic structures with lumped point loads has been studied
in Refs. 8–11. Manfred Heckl8 demonstrated four methods
for calculating the structure-borne sound propagation in
beams with many nonresonant discontinuities. In three of the
methods coupling between longitudinal and flexural waves
was taken into account. More recently, Maria Heckl9 mod-
eled a profiled cladding as a periodic structure consisting of
long narrow panels attached to each other. Propagation char-
acteristics of the coupled flexural–longitudinal wave motion
and the transmission of airborne sound through the cladding
were calculated numerically. Maria Heckl10 also presented a
mathematical model for the propagation and coupling of
waves in a periodically supported Timoshenko beam. This
coupling included flexural, longitudinal, and torsional waves.
Roy and Plunkett11 used transfer matrices to examine attenu-
ation of flexural waves in an undamped beam with flexible
but nonresonant ribs, which were attached either symmetri-
cally or asymmetrically. However, they did not consider cou-
pling between flexural and longitudinal waves.

In the present paper we examine such longitudinal–
flexural wave coupling in periodic structures with asym-
metrical and resonant point loadings caused by continuous

cross-members. An investigation of this important problem
has not been done before to the best of our knowledge. The
effect of coupling on wave propagation and response levels
in this type of semidefinite system is investigated and the
results obtained are compared with the properties of a simi-
lar, but symmetrically loaded, periodic structure in order to
ease the understanding of the wave conversion. Both types of
structures are presented in Sec. II. The employed analytical
analysis is based on the receptance approach to the periodic
structure theory developed by Mead.3,12,13 This theory is
briefly summarized in the beginning of Sec. III for ease of
reference, and as a basis for the analysis that follows. Basi-
cally, this approach utilizes that harmonic displacements and
forces of a single periodic element are related by its dynamic
receptances. Therefore, in Sec. III we derive expressions for
the receptances of a composite periodic element that are re-
quired for determining the propagation constants of the con-
sidered type of discrete periodic structure. Next, expressions
are presented for determining the coupled response of semi-
infinite periodic systems from the eigenvectors of the char-
acteristic wave types. This technique, which was developed
by Mead,13 utilizes so-called normalized force vectors and
displacement vectors together with a set of generalized wave
coordinates. This is put into use in Sec. IV, where receptan-
ces, propagation constants, and total response are derived for
the target structure, the asymmetrically point-loaded periodic
structure. Finally, the results of a numerical investigation are
presented in Sec. V for a choice of structural parameters that
clearly illustrates the longitudinal–flexural wave coupling. In
a companion paper14 the response of a similar, but finite pe-
riodic structure will be examined and predicted responses
will be compared with experimental results.

II. STRUCTURES WITH PERIODIC CROSS-MEMBERS

Consider a semi-infinite periodic structure that extends
to infinity in the positive x direction, as shown in Fig. 1�a�.
The structure is driven at the end by an external forcing
vector F0ei�t that represents both longitudinal and transverse
force excitations as well as moment excitation. The response
is governed by three motion degrees of freedom, comprising
displacements u�x , t�, w�x , t�, and ��x , t� in the longitudinal,
transverse, and rotational directions. Note that the applica-
tion of any single one of the external force components will

FIG. 1. Semi-infinite periodic structures with load components in the form
of �a� asymmetrical beam loadings and �b� symmetrical beam loadings. �c�
Corresponding periodic elements that are symmetrical with respect to x
= l /2.
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generate a mixed response comprising both longitudinal and
flexural wave motions in the column components of such an
asymmetric periodic structure. In order to comprehend the
effects of coupling between flexural and longitudinal wave
motions, it is useful to compare the derived results of re-
sponse and propagation characteristics with those of a peri-
odic structure in which longitudinal and flexural wave mo-
tions are not coupled. Figure 1�b� shows such a structure
consisting of a continuous column loaded periodically with
symmetrically arranged transverse beams. This type of struc-
ture is similar to one previously investigated in Refs. 4 and 5.
Due to the symmetrical loadings, longitudinal and flexural
wave motions are uncoupled, and excitation by either an ex-
ternal longitudinal �axial� force or a moment thus solely gen-
erates longitudinal wave motions or flexural wave motions,
respectively. The periodically attached transverse beams
have the same weight and same natural frequencies of anti-
symmetric and pinned modes as those of the structure in Fig.
1�a�.

The periodic elements of the two structures are shown in
Fig 1�c�; for convenience in analysis these elements are cho-
sen to be symmetrical about the middle of the column com-
ponent, which means that the periodic element can be rotated
about the y axis without changing its dynamic properties.
This is achieved by dividing each transverse beam into
beams of half-width. Thus, when periodic elements are
physically connected to one another, the transverse beams of
half-width become interconnected to form transverse beams
of full width.

III. THEORY

A. Outline of theory

In a general one-dimensional periodic system, each pe-
riodic element is coupled at either end to the adjacent ele-
ment through n motion coordinates. These n coordinates at
the left- and right-hand end of the element are represented by
the generalized displacement vectors ql and qr, each being a
column vector with n entries. Forces acting on the element’s
ends are similarly denoted by the force vectors Fl and Fr, as
illustrated in Fig. 2. This shows a free body diagram of a
periodic element consisting of three components, being the
wave-carrying component C and two structural loadings,
components B and D. By assuming harmonic wave motion at
angular frequency �, we can relate the complex displace-
ments q and forces F through a 2n�2n receptance matrix �
of the periodic element as15 qei�t=�Fei�t. With the time de-

pendence suppressed this gives, in a partitioned form,

�ql

qr
� = ��ll �lr

�rl �rr
��Fl

Fr
� , �1�

where �ll and �rr are the direct receptance matrices of the
periodic element, and �lr and �rl are the corresponding
transfer receptance matrices. The first subscript refers to the
response location and the second to the point of applied unit
force excitation �other forces are absent�. For linear elastic
systems we have �lr=�rl

T , where superscript T denotes a
“transposed” matrix.

If only a single characteristic wave travels through a
periodic structure, then continuity of displacements and equi-
librium of forces at the ends of a periodic element ensure that
the displacement vectors ql and qr, and force vectors Fl and
Fr, are related by3

qr = e�ql, Fr = − e�Fl, �2�

where �=�R+ i�I is the complex, frequency-dependent
propagation constant. The real part of �, the “attenuation
constant” �R, expresses the decay rate in wave amplitude per
element, whereas the imaginary part, the “phase constant”
�I, describes the phase change of the wave motion per ele-
ment. Equations �1� and �2� yield a relationship between dis-
placements and forces at the same position, i.e.,

ql = ��ll − e��lr�Fl. �3�

From the same equations a general system equation can be
derived, giving

��ll + �rr − e��lr − e−��rl�Fl = 0 . �4�

This represents a quadratic eigenvalue problem for e�; for
nontrivial solutions the determinant of this matrix must be
zero,

	�ll + �rr − e��lr − e−��rl	 = 0. �5�

At any given frequency this yields up to n different pairs
of propagation constants �= ±�i, where i=1,2 ,… . ,n. If the
real and imaginary parts of �i are defined as positive, then
the corresponding n positive-going waves have propagation
constants �i,+=−�i, and the n negative-going waves are as-
sociated with the propagation constants �i,−=�i.

B. Receptances of a composite periodic element

Receptances of a periodic element, expressed explicitly
in terms of the component receptances, can be derived from
the free body diagram in Fig. 2. Displacements and internal
forces at the coupling points of the wave-carrying compo-
nent C are in a similar manner to Eq. �1� related through the
2n�2n receptance matrix � as

�ql,C

qr,C
� = ��ll �lr

�rl �rr
��Fl,C

Fr,C
� . �6�

Further, the displacements and forces of the load components
B and D are related by the n�n receptance matrices � and �
as

qB = �FB, �7�

FIG. 2. Free body diagram of a multicoupled, composite periodic element,
consisting of a wave-carrying component C and load components B and D.
Shown are the force vectors on a single periodic element and the associated
displacement vectors.
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qD = �FD. �8�

Combining Eqs. �6�–�8� and including the continuity of dis-
placements and equilibrium of forces, the receptance subma-
trices of the periodic element yield4

�rl = D−1, �9�

�ll = †− �lr�
−1 + �ll�rl

−1�I + �rr�
−1�‡D−1, �10�

�lr = �D−1�T, �11�

�rr = †− �rl�
−1 + �rr�lr

−1�I + �ll�
−1�‡�D−1�T, �12�

where

D = − �−1�lr�
−1 + ��−1�ll + I��rl

−1�I + �rr�
−1� . �13�

Here superscript −1 denotes a matrix inversion and I is the
unity matrix.

Submatrices of symmetric periodic elements take on spe-
cial forms,13 and it is thus mathematically convenient to con-
sider the load components as being identical, i.e., �=�, and
to separate the end displacements into two types of motion
coordinates that are denoted as type I and type II. In a sym-
metrical flexural mode, for example, the transverse displace-
ments at the ends have the same sign whereas rotations have
opposite signs. All kinds of motion coordinates belong to one
of these categories, which are denoted type I and type II
coordinates, respectively. It is readily seen that longitudinal
displacements are type II coordinates. By using this, the dis-
placements and forces in Eqs. �1�–�4� can be written in the
following partitioned form:

ql = �qlI

qlII

�, qr = �qrI

qrII

�, Fl = �FlI

FlII

�, Fr = �FrI

FrII

� .

�14�

Likewise, the periodic element’s subreceptance matrices can
be partitioned with respect to type I and II coordinates and
the following relationships can be shown to apply:13

�ll = ��llI,I
�llI,II

�llI,II
T �llII,II

� ,

�rr = � �llI,I
− �llI,II

− �llI,II
T �llII,II

� , �15�

�lr = �rl
T = � �lrI,I

�lrI,II

− �lrI,II

T �lrII,II

� .

Herein submatrices �llI,I
, �llII,II

, �lrI,I
, and �lrII,II

are all sym-
metric. Thus, in the case of systems with symmetric periodic
elements the receptance submatrices given by Eq. �15� lead
to the following special forms of equations, Eqs. �4� and �5�:

���llI,I 0

0 �llII,II

� − cosh ���lrI,I
0

0 �lrII,II

�
− sinh �� 0 �lrI,II

− �lrI,II

T 0
�� �FlI

FlII

� = 0 �16�

and


��llI,I 0

0 �llII,II

� − cosh ���lrI,I
0

0 �lrII,II

�
− sinh �� 0 �lrI,II

− �lrI,II

T 0
�
 = 0. �17�

C. Determination of total response of semi-infinite
periodic structure

Consider a semi-infinite periodic structure driven by an
external force vector F0, e.g., the tricoupled structure in Fig.
1�a�. Mead13 has shown that each wave propagation constant
is associated with a particular force eigenvector, Fl, which is
a column vector with n entries according to Eq. �4� or �16�.
This eigenvector was also shown to be conveniently written
as

Fl = f� , �18�

where f is a so-called “normalized force vector” and � is an
associated single “generalized wave coordinate.” The nor-
malized force vector specifies the relative amounts of differ-
ent force components in the wave type under consideration.
This force vector is obtained from Eq. �4� or �16�, and it may
be normalized in any desired form, but it is usually conve-
nient to make the first element unity. While f depends solely
on the element receptances and the considered propagation
constant, then � is also influenced by the nature of the ex-
ternal excitation, that is, by the contents of the n elements
force vector F0. Further, by analogy to Eq. �18� there is also
a particular displacement vector ql corresponding to each
propagation constant; this is given by

ql = �� , �19�

where � is a so-called “normalized displacement vector,”
which specifies the relative amounts of different motion
components in the wave type in question.

Now consider a single, positive-going wave with propa-
gation constant �i,+=−�i, force eigenvector Fi,+= fi,+�i,+ and
displacement vector qi,+=�i,+�i,+. Substituting these into Eq.
�3� yields the following relationship between the normalized
force vector fi,+ and normalized displacement vector �i,+:

�i,+ = �llfi,+ − �lrfi,+e−�i. �20�

If a semi-infinite periodic structure is excited at the finite
left-hand end by the force vector F0, having n different com-
ponents, then n characteristic positive-going waves are gen-
erated and these will all govern the response. The sum of the
force eigenvectors corresponding to each of these waves
must be in equilibrium with the applied force vector F0, that
is,
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F0 = �
i=1

n

Fi,+ = �
i=1

n

fi,+�i,+ = f+�+, �21�

where f+ is an n�n matrix containing n columns of normal-
ized force vectors fi,+, where i=1,2 ,… ,n, and �+ is a col-
umn vector containing n generalized wave coordinates �i,+,
each of which is associated with a normalized force vector.
The vector containing the generalized wave coordinates can
now be found by a matrix inversion as

�+ = f+
−1F0. �22�

By analogy to Eq. �21�, the total displacement vector q0 at
the excitation point reads as

q0 = �
i=1

n

qi,+ = �
i=1

n

�i,+�i,+ = �+�+. �23�

The response at j junctions to the right, qj, can now be ex-
pressed as

q j = �
i=1

n

qi,+e−j�i = �
i=1

n

�i,+e−j�i�i,+ = �+ed
−j��+, �24�

where ed
−j� is an n�n diagonal matrix containing the

�−j�i�’s for every wave type in the appropriate order. By
using Eqs. �20� and �22�, this expression finally yields

q j = ��llf+ − �lrf+ed
−��ed

−j�f+
−1F0. �25�

IV. ASYMMETRICALLY LOADED PERIODIC
STRUCTURE

We now consider the specific case of the asymmetrically
loaded periodic structure in Fig. 1�a�. According to Eq. �15�,
the submatrices of the periodic element’s receptance matrix
of this tricoupled periodic structure can be written in the
partitioned form

�ll = ��ll22
�ll23

�ll21

�ll23
�ll33

�ll31

�ll21
�ll31

�ll11

 ,

�rr = � �ll22
− �ll23

− �ll21

− �ll23
�ll33

�ll31

− �ll21
�ll31

�ll11

 , �26�

�lr = �rl
T = � �lr22

�lr23
�lr21

− �lr23
�lr33

�lr31

− �lr21
�lr31

�lr11

 ,

where subscripts 1, 2, and 3 denote longitudinal, transversal,
and rotational variables, respectively. These submatrices can
be obtained numerically from Eqs. �9�–�13�, in which the
receptance submatrices of the wave-carrying column compo-
nent as well as the receptance matrix of the transverse beam
load components take on the forms

�ll = ��ll22
�ll23

0

�ll23
�ll33

0

0 0 �ll11

 ,

�rr = � �ll22
− �ll23

0

− �ll23
�ll33

0

0 0 �ll11

 , �27�

�lr = �rl
T = � �lr22

�lr23
0

− �lr23
�lr33

0

0 0 �lr11

 ,

and

� = �	22 0 0

0 	33 	13

0 	13 	11
 . �28�

Closed form expressions of all the individual component
receptances in Eqs. �27� and �28� may be found in Ref. 15. In
the present analysis all components are modeled by using
Bernoulli–Euler beam theory, albeit with a correction for
shear deformation,16 which is required especially for obtain-
ing correct natural frequencies of the periodic element in the
considered frequency range. Note that it is the receptance
	13, which is solely responsible for the coupling between
longitudinal and flexural wave motions in this type of peri-
odic structure. Receptance 	13, of course, becomes an inte-
gral part of �ll21

, �ll31
, �lr21

, and �lr31
when these receptances

of Eq. �26� are computed from Eqs. �10� and �11�.
Having derived expressions for the receptances, we are

now able to determine the propagation constants for the pos-
sible wave types in the periodic structure and, subsequently,
the total response that they generate. Propagation constants
are determined from Eq. �17�, and for the considered tri-
coupled system this yields

��
�ll22

0 0

0 �ll33
�ll31

0 �ll31
�ll11

 − cosh ���lr22
0 0

0 �lr33
�lr31

0 �lr31
�lr11


− sinh �� 0 �lr23

�lr21

− �lr23
0 0

− �lr21
0 0

� = 0. �29�

From this equation three pairs of propagation constants ±�i

are found, where i=A ,B ,C. Due to wave conversion, all
three wave types contain contributions of axial, transversal,
and rotational motions, and the total response of the semi-
infinite periodic structure of Fig. 1�a� is thus the sum of
contributions from the three, positive-going waves. Hence,
from Eq. �25� we obtain the total response at the jth junc-
tion; when written in full this yields
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�qj2

qj3

qj1

� = ���ll22
�ll23

�ll21

�ll23
�ll33

�ll31

�ll21
�ll31

�ll11

f+ − � �lr22
�lr23

�lr21

− �lr23
�lr33

�lr31

− �lr21
�lr31

�lr11


�f+�e−�A 0 0

0 e−�B 0

0 0 e−�C
��e−j�A 0 0

0 e−j�B 0

0 0 e−j�C


�f+
−1�F02

F03

F01

� , �30�

where the matrix f+ containing the three normalized force
vectors fi,+ is given as

f+ = �fA,+ fB,+ fC,+� = � 1 1 1

XA,+32
XB,+32

XC,+32

XA,+12
XB,+12

XC,+12

 . �31�

Here Xi,+32
is the ratio between excitations from moment

and transversal force and Xi,+12
is the ratio between axial

force and transversal force; these force ratios for the ith
wave are derived in Appendix A.

Now, in order to explain why each wave may contribute
differently to the total response, it is necessary to quantify
the relative amounts of flexural and longitudinal wave mo-
tion contained in each wave type. As shown in Ref. 7, this
can be done by introducing the ratio Ekin,F /Ekin,L, which ex-
presses the ratio between the maximum kinetic energies of
flexural and longitudinal motion in the wave-carrying col-
umn component. In order to find these energies it is therefore
necessary to determine the longitudinal and transversal mo-
tions at all positions in the column component caused by a
single wave. Expressions for these “interior” motions are de-
rived in Appendix B in terms of the displacements at the
element’s left-hand end and the propagation constant of the
wave type considered. Note that any second-order contribu-
tions, say, transverse motion in quasilongitudinal waves and
longitudinal motion in flexural waves are neglected in the
calculations, and so is the rotational part of the flexural ki-
netic energy. Now, for the ith wave, the junction displace-
ments at the left-hand end are found from the ith term in the
series Eq. �24�, giving

�qi,j,+2

qi,j,+3

qi,j,+1

 = �
i,+2


i,+3


i,+1

e−j�i�i,+

= ���ll22
�ll23

�ll21

�ll23
�ll33

�ll31

�ll21
�ll31

�ll11

� 1

XA,+32

XA,+12

�
− � �lr22

�lr23
�lr21

− �lr23
�lr33

�lr31

− �lr21
�lr31

�lr11

� 1

XA,+32

XA,+12

�e−�i�e−j�i�i,+.

�32�

Notice that all three junction displacements of the considered
periodic element are proportional to �e−j�i�i,+�, and so are
also the displacements in the column component. However,
�e−j�i�i,+� cancels out in the expression for the energy ratio
Ekin,F /Ekin,L since both energies are proportional to the
square of the column displacements. This implies that the
energy ratio only depends upon the normalized displace-
ments in the vector 
i,+ and not on the actual displace-
ments, which additionally depend upon position j and the
external excitation of the periodic structure.

V. NUMERICAL INVESTIGATION AND DISCUSSION

Numerical analyses and parameter studies have been
conducted for both asymmetric and symmetric types of semi-
infinite periodic structures in order to examine and reveal the
effects of wave conversion. In both types of structures the
mass and natural frequencies of the transverse beam compo-
nents are taken to be identical in order to facilitate a direct
comparison of the system’s properties. The results presented
herein are for relatively short beam loads that are tuned to
have their fundamental natural frequency well within the
considered frequency range. The purpose of this parameter
choice is to illustrate clearly the different and complicated
wave conversion phenomena that take place. All computa-
tions and matrix manipulations have been done using MAT-

LAB, version 6.5.
Apart from the above-mentioned dimensions of the

beam loads, the structural properties and dimensions of the
element components used in these simulations are similar to
those used in an experimental investigation, being presented
in a companion paper.14 The material is acrylic with Young’s
modulus E=5.4�109 N/m2 and a density of �
=1200 kg/m3. Material damping is modeled by letting
Young’s modulus become complex as E=E�1+ i��, where �
is the damping loss factor. In the simulations, an arbitrarily
low value of �=0.001 has been chosen in order to clearly
reveal the wave coupling phenomena. The dimensions of the
wave-carrying column component are length l=235 mm,
thickness h=15 mm, and width b=20 mm, whereas the
transverse load beam has length lt= l /8, thickness parameter
ht=h, and width parameter bt=2b. Results herein are pre-
sented as a function of the nondimensional frequency param-
eter = �kbl�2, where kb is the wave number for free flexural
waves in the column component. Substituting the bending
stiffness of the column yields

 = �kbl�2 = ��12�/E�1/2�l2/h� . �33�

A. Propagation constants

It is recalled that in the simpler case of a symmetrically
loaded structure,4,5 there is no longitudinal–flexural wave
coupling, and the response is therefore governed by a purely
longitudinal wave type and by two purely flexural wave
types. In other words, flexural waves cannot be excited by a
longitudinal excitation force, and vice versa. By contrast, all
three wave types are coupled in the case of an asymmetri-
cally loaded structure; these waves �and the resulting re-
sponse� thus include contributions of longitudinal and flex-
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ural wave motions, i.e., all three wave types as well as the
total response contain contributions from longitudinal
�axial�, transverse, and rotational displacements. The wave
characteristics for both types of structures are presented in
Fig. 3, which shows the frequency variation of the real and
imaginary parts of the propagation constants associated with
the three wave types.

Results for the symmetrically loaded column structure
are shown in Fig. 3�a�. The longitudinal wave motion, which
is governed by a single characteristic wave, is seen to propa-
gate �without attenuation in wave amplitude� over a broad-
band of frequencies up to =135, and with a phase change
per element, �I, that is almost proportional to . From there
on, the transmission characteristics for longitudinal waves
exhibit both smooth and resonant attenuation zones with in-
termediate zones of propagation. The frequency position and
“bandwidth” of the resonant attenuation zone�s� is controlled
by the mass, length, and modal characteristic of the load
components; the peak attenuation thus occurs at a frequency
at which the transverse beam-load components vibrate in a
virtually midpoint-fixed, symmetrical mode. For clarity we
have chosen a system with relatively short beam components
that has only a single resonant attenuation zone within the
considered frequency range. �For a system with somewhat
longer beam components, say lt=0.8l, there are four resonant
attenuation zones4,5 in the considered frequency range, and
similarly four resonant attenuation zones for flexural wave
motion�. Such resonant attenuation zones are bounded by the
natural frequencies of a single periodic element with both
ends free. The magnitude and bandwidth of the smooth at-

tenuation zone is controlled by the modal mass of the load
components. The lower bounding frequency of a smooth at-
tenuation zone is identical to the natural frequency of a
single element with both ends free, whereas the upper
bounding frequency is identical with the natural frequency of
a single element with both ends fixed.

The flexural wave motion is governed by two waves, of
which one is associated with a very high attenuation constant
and can be regarded as a near field. For the sake of simplicity
the phase constant of this wave has been omitted in Fig. 3�a�.
The other flexural wave also has the pattern of smooth and
resonant attenuation zones. Apart from two very weak at-
tenuation zones, this flexural wave is seen to propagate up
until =115. At the peak attenuation frequency there is vir-
tually neither rotation nor transverse displacement at the
column–beam junctions. This frequency is related to the
natural frequency of the midpoint-fixed mode of the trans-
verse beam components that vibrate in an antisymmetric
mode as opposed to the symmetric mode at the same fre-
quency that governs the longitudinal resonant attenuation
zones. However, peak attenuation of the flexural wave occurs
at a somewhat lower frequency. This shift is caused by a
minimum in �ll23

=�ll32
at an even lower frequency, which

creates zero transverse displacement due to moment excita-
tion and zero rotation due to transverse force excitation. Fur-
ther, at the frequency of peak attenuation the two flexural
waves become complex conjugates. It is well known4 that
the lower bounding frequencies of smooth flexural attenua-
tion zones are controlled by element modes of zero rotation
at the junctions, whereas all other bounding frequencies of
attenuation zones are controlled by element modes with zero
transverse displacements.

We now consider the results in Fig. 3�b� for the asym-
metrically loaded periodic structure. Due to longitudinal–
flexural wave coupling, all three wave types contain axial,
transversal, and rotational motions. The denoted wave type
C, however, is again associated with a very large attenuation
constant, and it can be regarded primarily as a flexural near-
field, as will be revealed in the next section. Apart from the
gross overall resemblance with the results for the symmetric
structure, a number of important differences can be observed
regarding the propagation constants of the remaining two
wave types in the asymmetric structure, say, waves A and B.

From the phase constants, it is seen that the two curves
do not cross over in a straightforward manner, as was the
case in Fig. 3�a�. Instead the curves either �i� diverge from
one another or �ii� they merge, so that the propagation con-
stants almost become complex conjugates with a nonzero
attenuation constant. The first phenomenon is seen to occur
at =46; at this frequency the phase constant of the appar-
ently longitudinal-type wave, A, change over to a steeper
phase characteristic that is usually associated with a flexural-
type wave. This appears to be a clear indicator of the occur-
rence of a strong wave coupling or wave conversion. The
second phenomenon of strong wave coupling is seen to occur
in the bands of =28 to 30, 88 to 106 and 217 to 222, in
which the coupled longitudinal–flexural waves are also at-
tenuated as they progress through the periodic structure.
Such complex conjugate zones, or “amber bands,” have also

FIG. 3. Frequency variation of the real and imaginary parts of the propaga-
tion constants �i=�i,R+ i�i,I for the three wave types. �a� Symmetrically
loaded column-structure: - - -, longitudinal wave; —, flexural wave; -·-,
flexural near field. �b� Asymmetrically loaded column-structure: - - -,
flexural–longitudinal wave A; —, flexural-longitudinal wave B; -·-, prima-
rily flexural near-field C. Loss factor �=0.001.
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been examined in Refs. 17,18. It should be mentioned that
these two types of coupling phenomena occur most strongly
in lightly damped systems, whereas they may disappear more
or less completely in systems with high structural damping.
Mead and Markus7 observed this in their study of a simply
loaded periodic system.

From the attenuation constants in Fig. 3�b� it is seen that
only a single resonant attenuation zone is present and that
this is associated with wave type B, whereas wave type A has
a full propagation zone in more or less the same frequency
band. The peak attenuation is noted to occur at a frequency
of =170, which is nearly the same as for the symmetric
system in Fig. 3�a�. Another important observation is that the
coupling enforces a merging of the previously uncoupled,
flexural resonant attenuation zone and the smooth longitudi-
nal attenuation zone into a single attenuation zone. A param-
eter study reveals that this merging generally takes place
when the two types of attenuation zones �in the uncoupled
symmetric case� appear close to one another or are actually
coinciding.

What remains is a characterization of the type of wave
motions that occur in the different frequency bands. The
propagation constants presented in Fig. 3�b� do not solely
facilitate such a classification of the actual wave nature, but
this can be revealed by computing the normalized displace-
ment vectors, �i,+, as given by Eq. �32�.

B. Nature of wave types

The relative amounts of flexural and longitudinal mo-
tions contained in each wave type can be quantified by the
kinetic energy ratio �Ekin,F /Ekin,L�, which was defined in Sec.
IV. This quantity has been calculated numerically for each
wave type in terms of the normalized displacement vector,
�i,+ and propagation constant �i,+=−�i for its positive-going
wave.

Figure 4 show such results in the form of energy ratio
levels for the three wave types in the asymmetrically loaded
column structure; corresponding propagation constants are
given in Fig. 3�b�. At low frequencies a distinction between
the wave types is readily made. Wave type A is clearly lon-
gitudinal and wave type B is clearly flexural, whereas wave
type C is a flexural near-field with an energy ratio level ex-
ceeding 70 dB! This behavior of type A and B waves extends
up until about =27. From there on both wave types must
be classified as being longitudinal–flexural as each of them
alternates in a complicated manner between being predomi-

nantly longitudinal and predominantly flexural, or fully
mixed, with approximately equal contributions. In complex
conjugate zones the relative amount of flexural and longitu-
dinal motions in the two mixed wave types are seen to be of
the same order of magnitude. Further, wave types B and C
become complex conjugate at =170, at an energy level of
about 40 dB. At some frequencies �around =46 and 154�
and in complex conjugate zones both of the two mixed wave
types are predominantly flexural.

C. Response of semi-infinite periodic structures

Finally, we shall demonstrate the effect of wave cou-
pling on the response of semi-infinite periodic structures to
external point excitation. Two types of external harmonic
excitations are considered, namely a nondimensional mo-
ment of amplitude M0= �EI� / l, and a nondimensional longi-
tudinal �axial� force of amplitude F0=ES, where I is the
second moment of area of the column component and S is its
cross-sectional area. Again, the results for a symmetrically
loaded structure are first shown in order to clearly demon-
strate what happens when the asymmetrically loaded struc-
ture is considered.

For the symmetrically loaded system Fig. 5 shows the
maximum displacements in the first ten column components
in terms of the transverse displacement 	wmax	 in the un-
coupled flexural wave motion and the longitudinal displace-
ment 	umax	 in the purely longitudinal wave motion. These
interior, maximum responses of the column components are
calculated from the expressions in Appendix B by using the
displacements for each wave type at the left-hand end of the
considered element, as given in Eq. �32�. Figure 5 clearly
shows the occurrence and effect of the pass bands and stop
bands that are associated with the corresponding propagation
constants in Fig. 3�a�. Further, it is seen that the system re-
sponds strongly at the bounding frequencies, which are gov-
erned by the natural frequencies of a single periodic element.

In the asymmetrically loaded system �see Fig. 1�a�� the
harmonic response results from a combination of contribu-
tions from the coupled positive-going waves. The signifi-

FIG. 4. Energy ratios Ekin,F /Ekin,L for wave types in an asymmetrically
loaded column structure. - - -, flexural–longitudinal wave A; —, flexural–
longitudinal wave B; -·-, primarily flexural near-field C. Loss factor �
=0.001.

FIG. 5. Maximum displacement amplitudes in the column component of the
first ten elements of the semi-infinite, symmetrically loaded structure. �a�
Maximum transverse displacement 	wmax	 of flexural motion generated by an
external harmonic moment M0. �b� Maximum longitudinal displacement
	umax	 generated by an external harmonic force F0. Loss factor �=0.001.
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cance and contribution of each wave with respect to the total
response does not only depend upon the type of external
excitation, but also on the energy ratios and the propagation
constants. This implies that the calculated displacement re-
sponses can be explained from the results in Fig. 3�b� and
Fig. 4. The maximum displacement responses for the case of
the asymmetrically loaded periodic system driven by an ex-
ternal harmonic moment M0 are shown in Fig. 6. Compared
to the symmetrically loaded system, it is seen that the wave
coupling has a drastic effect; with the exception of a few
narrow stop bands, the waves are seen to propagate unattenu-
ated in most parts of the considered frequency range. Thus,
in the bands from =140 to 205 and from =222 and up, in
which the type B wave is predominantly flexural �see Fig. 4�,
the strong attenuation zones have no significant effect on
either of the groups of responses in Fig. 6. The reason for
this is that the propagating type-A wave is dominating, even
though it is predominantly longitudinal. Generally, this is
found to be the case whenever one of the wave types is
propagating and the other wave type is strongly attenuated. A
close inspection further reveals that for most frequencies ex-
ceeding =165, the longitudinal displacements in Fig. 6�b�
are even higher than the transverse flexural displacements in
Fig. 6�a�. It is only at low frequencies, below �25, that
longitudinal displacement responses are insignificant. From
=30 to 88 the longitudinal displacements are about 13 dB
lower than the transverse displacements, and they become
very similar in the range from =88 to 165.

Moreover, an appreciable but uneven attenuation from
element to element is noted to occur in narrow frequency
zones where wave types A and B are both governed by ap-
preciable attenuation constants; see �95 and 135 in Fig.
3�b� and Fig. 6. Small attenuation also occurs when the two
wave types are both propagating, and their contributions of
transverse and longitudinal displacements are of the same
order of magnitude. When superimposed the waves cancel
one another either partly or completely. This is seen to be the
case in the frequency range from =38 to 75 in Fig. 6.

Results for harmonic excitation with an external longi-

tudinal �axial� force F0 are shown in Fig. 7. From Fig. 7�b� it
is seen again that the wave coupling has a very strong effect
when compared to the results for the uncoupled longitudinal
responses in Fig. 5�b�. Overall the results are very similar to
those in Fig. 6, although the stop band at �135 is slightly
wider. Apart from the stop bands and the peaks at some of
the bounding frequencies, the longitudinal displacement re-
sponses in Fig. 7�b� may readily be shown to follow closely
the asymptotic response of a simple continuous and semi-
infinite column structure of the same cross-sectional area S.
This means that the corresponding longitudinal velocity re-
sponses are grossly independent of frequency in the consid-
ered frequency range. Very similar are also the spectral
shapes of the system’s “cross-properties,” that is, the trans-
verse flexural displacements in the column elements gener-
ated by the longitudinal force F0 �see Fig. 7�a�� and the lon-
gitudinal displacements generated by the moment excitation
M0; see Fig. 6�b�. In the case of longitudinal force excitation
it is the transverse displacement that is insignificant at the
low frequencies below =27. From =30 to 165 the longi-
tudinal and transverse displacements are very similar in am-
plitude, and from there on the longitudinal displacement is
about 6 dB higher than the transverse, as was the case with
moment excitation.

VI. CONCLUSIONS

A new model based on composite element receptances
has been developed for studying phenomena of flexural–
longitudinal wave coupling in fully tricoupled periodic
waveguides. Specifically examined are lightly damped peri-
odic structures with multiple and resonant side branches in
the form of offset transverse beams attached at regular inter-
vals. This may resemble a one-dimensional model of
column-beam skeletons in buildings or idealized plane-wave,
normal incidence models of web-stiffened panels, ship hulls
with decks to one side only, etc. Computed results of com-
plex propagation constants, which govern the wave fields in
periodic structures, have clearly revealed pass and stop band
characteristics and wave coupling phenomena, which are
shown to enhance the long-range transmission when the pe-
riodic structure is unconstrained and hence allowed to vi-

FIG. 6. Maximum displacements in the column component of the first ten
elements of a semi-infinite, asymmetrically loaded structure, excited by an
external harmonic moment M0. �a� Maximum transverse displacement 	wmax	
of flexural motion; �b� Maximum longitudinal displacement 	umax	. Loss
factor �=0.001.

FIG. 7. The same as in Fig. 6, but for an external harmonic axial force
excitation F0.
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brate freely in its plane. This system can support three
coupled wave types, and their importance is clarified and
quantified from computations of their contribution to ratios
of maximum flexural and longitudinal kinetic energies in the
wave-carrying components. For this asymmetrically point-
loaded periodic structure it is found that two wave types can
be categorized as being coupled flexural–longitudinal waves
in major parts of the considered frequency range, because
both types alternate in a complicated manner between being
either fully mixed or occasionally predominantly longitudi-
nal or predominantly flexural. The remaining third wave type
is a flexural type “near-field” as is the case for a correspond-
ing, but symmetrical system in which longitudinal and flex-
ural wave types are uncoupled.

The determined distribution of displacements in each
wave type is furthermore used for calculating the spatial
variation of the responses of a semi-infinite periodic struc-
ture that is subjected to end-point harmonic excitations by
either a longitudinal force or by a moment. In contrast to the
corresponding uncoupled symmetrical system with signifi-
cant broadband attenuation of flexural-type waves, the nu-
merical results show that the flexural–longitudinal wave cou-
pling in a system with resonant side branches has a drastic

effect on the wave propagation properties. Despite the
system is excited by an external moment — and one of the
two wave types is predominantly flexural with a broad stop
band — it is unexpectedly found that the inherent wave cou-
pling results in a highly enhanced wave transmission with
very little attenuation of flexural motion from element to
element. This enhanced transmission is caused by the other
wave type, which is predominantly longitudinal and propa-
gates with significant components of both flexural and lon-
gitudinal displacements. Also in the case of longitudinal
force excitation, wave propagation similarly occurs at most
frequencies and both types of response displacements are of
the same order of magnitude. For the structural components
and dimensions considered in this study the longitudinal re-
sponses along the periodic structure are furthermore found to
be only little influenced by the transverse beam loads; hence,
responses follow grossly the asymptotic response of a simple
continuous waveguide of the same cross-sectional area. With
the present composite-receptance approach other types of
structural side-branches components or other boundary con-
ditions can easily be incorporated in the developed predic-
tion model.

APPENDIX A: DERIVATION OF FORCE RATIOS FOR THE iTH WAVE

For a characteristic positive-going wave traveling through the periodic system with propagation constant −�i, the corre-
sponding force eigenvector can be found from Eq. �16�. For the tricoupled structure this yields

��ll22
− �lr22

cosh �i − �lr23
sinh �i − �lr21

sinh �i

�lr23
sinh �i �ll33

− �lr33
cosh �i �ll31

− �lr31
cosh �i

�lr21
sinh �i �ll31

− �lr31
cosh �i �ll11

− �lr11
cosh �i

�Fi,+2

Fi,+3

Fi,+1

� = �0

0

0
� . �A1�

The first and second of these equations can be written as

��ll22
− �lr22

cosh �i�Fi,+2
− ��lr23

sinh �i�Fi,+3
− ��lr21

sinh �i�Fi,+1
= 0,

��lr23
sinh �i�Fi,+2

+ ��ll33
− �lr33

cosh �i�Fi,+3
+ ��ll31

− �lr31
cosh �i�Fi,+1

= 0. �A2�

By multiplying the first equation with ��ll31
−�lr33

cosh �i� and the second equation with ��lr21
sinh �i�, and finally subtracting

the two, Fi,+1
is eliminated:

��ll22
− �lr22

cosh �i���ll31
− �lr31

cosh �i�Fi,+2
− ��lr23

sinh �i���ll31
− �lr31

cosh �i�Fi,+3
+ ��lr23

sinh �i���lr21
sinh �i�Fi,+2

+ ��ll33
− �lr33

cosh �i���lr21
sinh �i�Fi,+3

= 0. �A3�

From this the ratio between Fi,+3
and Fi,+2

can be found as

Xi,+32
=

Fi,+3

Fi,+2

= −
��ll22

− �lr22
cosh �i���ll31

− �lr31
cosh �i� + ��lr23

sinh �i���lr21
sinh �i�

��ll33
− �lr33

cosh �i���lr21
sinh �i� − ��lr23

sinh �i���ll31
− �lr31

cosh �i�
. �A4�

The use of any other two equations from the matrix in Eq. �A1� would result in the same ratio. The ratio between Fi,+1
and Fi,+2

is found likewise by multiplying the first equation with ��ll33
−�lr33

cosh �i� and the second equation with �−�lr23
sinh �i�,

and further subtracting the two in order to eliminate Fi,+3
. This yields

Xi,+12
=

Fi,+1

Fi,+2

= −
��ll22

− �lr22
cosh �i���ll33

− �lr33
cosh �i� + ��lr23

sinh �i���lr23
sinh �i�

��ll31
− �lr31

cosh �i���lr23
sinh �i� − ��lr21

sinh �i���ll33
− �lr33

cosh �i�
. �A5�
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APPENDIX B: LONGITUDINAL AND TRANSVERSAL
RESPONSES IN THE COLUMN COMPONENT

The response at an arbitrary position x in a column com-
ponent or in a transverse beam component can be obtained in
terms of the displacements and rotations at the ends of the
periodic element. The longitudinal displacements, transverse
displacements, and rotations at the left- and right-hand ends
of an element due to the ith wave type are now denoted ul,i,
ur,i, wl,i, wr,i, �l,i, and �r,i, respectively. Index l and r refer to
left- and right-hand end. Thus, for a single harmonic wave
type with propagation constant −�i, the complex displace-
ment amplitudes at the right- and left-hand ends of the peri-
odic element are related as

ur,i = ul,ie
−�i, wr,i = wl,ie

−�i, and �r,i = �l,ie
−�i.

�B1�

Utilizing these relationships, we can express the displace-
ments in the column component in terms of the element’s
displacements at the left-hand end and the propagation con-
stant for the wave considered. The displacements at the left-
hand end of the jth element are given in Eq. �32�; hence

ul,i = qi,j,+1
, wl,i = qi,j,+2

and �l,i = qi,j,+3
. �B2�

By using general wave theory,1 the local x dependence
of the longitudinal displacement ui�x� in the column compo-
nent, due to the ith wave, takes the form

ui�x� = Ai cos klx + Bi sin klx , �B3�

where kl is the wave number for free longitudinal waves.
Applying Eq. �B1�, this can be expressed as

ui�x� = ul,i�cos klx + sin klx�e−�i − cos kll�/sin kll� . �B4�

In a similar form the transverse displacement wi�x� in the
column component due to the ith wave is given by

wi�x� = ai�cos kbx − cosh kbx� + bi�sin kbx − sinh kbx�

+ wl,i cosh�kbx� + ��l,i/kb�sinh�kbx� , �B5�

and by applying Eq. �B1�, ai and bi are expressed as

ai = ��wl,i�cosh kbl cos kbl − sinh kbl sin kbl − 1�

− e−�i�cos kbl − cosh kbl�� + �l/kb��sinh kbl cos kbl

− cosh kbl sin kbl� + e−�i�sin kbl

− sinh kbl���/�2�cos kbl cosh kbl − 1�� �B6�

and

bi = �ai�cos kbl − cosh kbl� + wl�cosh kbl − e−�i�

+ �l/kb sinh kbl�/�sinh kbl − sin kbl� , �B7�

where kb is the wave number for free flexural waves.
According to Eq. �24�, the total response is a sum of

response contributions from all three positive-going waves
and by using linear superposition, the longitudinal displace-
ment u�x� and the transverse displacement w�x� in the col-
umn yield

u�x� = �
i=A

C

ui�x�

= �
i=A

C

ul,i�cos klx + sin klx�e−�i − cos kll�/sin kll�

�B8�

and

w�x� = �
i=A

C

wi�x�

= �
i=A

C

�ai�cos kbx − cosh kbx� + bi�sin kbx − sinh kbx�

+ wl,i cosh�kbx� + ��l,i/kb�sinh�kbx�� . �B9�
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A nondestructive technique for testing and monitoring structures is presented, this uses guided
waves to avoid a long scanning process. In contrast to other techniques that use guided waves this
method can be applied to any structure made of a material that can be dispersive, strongly
attenuating, and anisotropic, without the need of special adaptation. This is demonstrated on beams
made of aluminum and wood. The propagating waves are reflected at any acoustic discontinuity, for
example, by cracks and defects. In strongly attenuating materials such as wood, it is necessary to
work with low frequencies, but due to the correspondingly long wavelength, the incident and
reflected �from defects and boundaries� waves superimpose. The presented new signal processing
technique allows the determination of the wave modes and their propagation direction very
accurately in the time domain. Incident and reflected waves can easily be distinguished by the
propagation direction. Since the wave mode is known from signal processing the right group
velocity is applied for an accurate calculation of the defect location. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2062652�
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I. INTRODUCTION

Since cracks in load bearing structures may cause fatal
damage, nondestructive inspection is very important before
and during use to guarantee safe operation. In this work we
deal with the nondestructive long-range inspection of struc-
tures made of an arbitrary material. The most common in-
spection method is the use of ultrasound.1,2 The high attenu-
ation of ultrasound at high frequencies limits the inspection
area, therefore a scanning process over the complete struc-
ture is unavoidable. Other methods work by monitoring the
vibrations in the structures3 or by measuring displacement of
the structure under load.4,5 In most of these methods it is
necessary to measure the displacement at several points on
the structure. Therefore the complete structure must be ac-
cessible. Long-range inspection by means of guided wave
propagation in different structures like plates, beams and
pipes which has the advantage of defect localization over a
wide region with only a few measurement points has also
been reported.6,7 In contrast to the technique presented in this
paper, in the previously presented methods of long-range in-
spection it is necessary to excite only one guided wave
mode. Mostly the mode with the lowest dispersion is chosen.
In some anisotropic structures like wood or composites the
excitation of only one mode can be very difficult and can
differ for each material and each configuration. However, the
excitation of the presented technique is realized with only
one transducer and the separation of the wave modes is re-
alized with a new signal processing technique.

The goal of the presented research is a general method
that can be used for long-range NDE of structures made of
any material. With this new technique it is only necessary to
measure over a small section of the structure, which allows
the use of this technique for in situ monitoring or for struc-
tures that are only partly accessible. This is achieved by us-
ing guided acoustic waves. Guided acoustic waves have the
advantage that they cover a large distance before their am-
plitude is attenuated, which make them interesting for char-
acterizing and testing of structures with small cross section
compared to their length. Usually beams used in different
structures have such dimensions. In our case the guided
waves are excited with a piezoelectric transducer and the
displacement caused by the guided waves is measured over a
short section of the beam by means of an optical interferom-
eter.

Two completely different materials—aluminum and
wood—are chosen for the demonstration of this new tech-
nique. In contrast to aluminum, which behaves isotropically,
the behavior of wood is generally orthotropic. Due to the
biological �micro-� structure of wood with grains oriented in
the length scale, the stiffness in the length scale is several
times higher than in the cross section. Only in some special
cases can the stress–strain relation be simplified to a trans-
versely isotropic behavior.

While the attenuation of propagating waves in aluminum
is very small and it is possible to work in a higher-frequency
range, in wooden structures the high damping is one of the
crucial facts. Since the attenuation increases strongly with
increasing signal frequency it is necessary to work in
wooden structures with guided waves with a frequency con-
tent not higher than several kHz. Apart from the frequency
the attenuation also depends on the sort of wood and, as
might be intuitively expected, is higher in soft than in hard
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wood. The localization of defects in wooden structures using
existing ultrasound techniques at some MHz is almost im-
possible or only possible on a very limited scale.

II. PROBLEM STATEMENT

The basic principle of this technique according to Fig. 1
is very simple. An incident guided wave is partially reflected
by a defect, in the experiments described here this is a notch.
The time of flight of the guided wave package to the defect
and back to the measurement position is evaluated and with
the known group velocity of the guided wave package the
distance of the defect from the point of measurement is cal-
culated. If necessary the material properties and wave veloc-
ity can first be determined with the same measurements.8 In
NDE using ultrasonic pulses the amplitude of the measured
signal �normally referring to the displacement� is discussed
directly in the time domain, which usually fails to work with
guided wave because:

• the wavelength is much larger than the defect and therefore
the reflected amplitude can be very small, depending on
the size of the defect.

• guided waves are in a lower-frequency range �therefore
they are longer than the ultrasonic pulses� that lead to over-
lapping wave packages.

• due to anisotropy several different modes are excited and
overlapped.

A new signal processing technique based on the power-
ful Linear Prediction Method9,10 is proposed. The use of
other basic techniques, such as 2D-FFT11 or Matrix Pencil12

is also possible. With this technique it is possible to deter-
mine in the time domain the propagation direction and the
phase velocity �wave number� at a certain position on the
beam. With the phase velocity the temporal presence of the
different wave modes can be determined. So, even if there
are several wave modes excited and the dispersion is very
high as in wood, for instance, the time of flight of the wave
packages of each mode can be determined and with it the
distance from the measurement point to the defect.

This technique can also be applied in other applications
where it is necessary to discuss temporal phenomena sepa-
rately of each mode. For example, in an application of the
crack detection with Rayleigh waves it has also been suc-
cessfully applied. In this case, however, only one wave mode
needs to be considered.

III. ANALYSIS OF MULTIMODE SIGNALS

A measurement signal, a time history, of guided waves is
usually composed of several different wave packets. These
packets can consist of different wave modes and, also, of the
reflections of the waves from the boundaries. The different
modes propagate with different wave numbers at the same
frequency. The reflected waves propagate backward; there-
fore the signs of the wave numbers are reversed. In the time
domain it may not be possible to separate these wave pack-
ets.

One possibility is the use of the modal decomposition
method,13 which calculates reflection and transmission coef-
ficients for the interaction of waves with boundaries and
cracks. However, the signals can also be analyzed directly by
signal processing methods, such as 2D-FFT,11 the Linear Pre-
diction Method,9 or the Matrix Pencil Method.12 Using the
2D-FFT method,11 the two-dimensional measurement series
in the time–space domain will be transformed by two Fourier
transforms �in the time and in the space domain� into the
frequency–wave number plane, where the different wave
numbers at one frequency can be separated. This method is
commonly used and allows a fast determination of the in-
cluded wave numbers of the signal. By applying this method
at different frequencies, the complete dispersion relation can
also be determined.11

Instead of applying the Fourier transformation a second
time, the Linear Prediction Method �LPM� or Matrix Pencil
Method can be used in the space domain to evaluate the
wave numbers.8,14 These techniques provide the following
advantages:

• higher resolution;15 if the wave numbers are well sepa-
rated, FFT in the space domain is efficient for the estima-
tion of wave numbers. However, if the wave numbers are
closely spaced, a high-resolution technique is required.9

• possibility of noise reduction;9 LPM enables the applica-
tion of the singular value decomposition16 �SVD�. This
decomposition is able to distinguish the noise from the
signal and reduces its influence.

• the possibility of the detection of complex frequencies or
wave numbers17 or the determination of the damping.10

All these methods can distinguish the different wave
numbers in the measured signals but usually provide no in-
formation on the temporal occurrence of the determined
wave numbers. However, a temporal discussion of the de-
composed multimode signal is only possible if these methods
are combined with a short, sliding window in the time
domain.18 This sliding window is used to separate the wave
packets and evaluate the wave numbers in the time domain.

The presented signal processing method includes the fol-
lowing steps: A short, sliding temporal �Hanning� window is
introduced to separate the wave packets in the time domain.
Using FFT in the time domain the signals will be trans-
formed into the frequency domain. In the space domain the
LPM will be used to evaluate the wave numbers. This pro-
cess will be repeated at different positions of the temporal
�Hanning� window, which enables the determination of the
wave numbers as a function of the time.

FIG. 1. Illustration of the basic measurement principle: the incident guided
wave is partially reflected by a defect and the reflected wave is detected in
the measurement.
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IV. SIGNAL PROCESSING USING THE LINEAR
PREDICTION METHOD

The Linear Prediction Method �LPM� can be applied in
signal processing to determine, for example, the unknown
frequencies of a signal composed by sinusoids. In the follow-
ing the basic steps of this method are shown, more details
can be found in the paper of Tufts et al.9 and Kannan et al.10

A function y(t) composed of M complex sinusoids can
be described as

y�t� = �
j=1

M

aje
i�jt, �1�

where aj is the set of unknown complex amplitudes and � j

the set of unknown angular frequencies. The discrete data
sequence of this function observed in N time points with
sampling interval dt is given by the formula

y�n� = �
j=1

M

aje
i�jn dt = �

j=1

M

aj�ei�j dt�n

= �
j=1

M

aj�� j�n, n = 1,2,…,N , �2�

with � j =ei�j dt. If there is no noise in the data, then it can be
observed that there exist L complex constants g1 ,g2 ,… ,gL

so that Eq. �3� is fulfilled

�
y�L� y�L − 1� ¯ y�1�

y�L + 1� y�L� ¯ y�2�
� � �

y�N − 1� y�N − 2� ¯ y�N − L�
��

g1

g2

�
gL

� = �
y�L + 1�
y�L + 2�

�
y�N�

� .

�3�

This system of linear equations is the prediction equation
�see Tufts et al.9 and Kannan et al.10�. It can be written in
matrix form as

Ag = f . �4�

It can be seen that the system of linear equations can be
underdetermined or overdetermined depending on the value
of L �prediction filter order�. The matrix A can be written in
terms of its singular value decomposition,19

A = UDV. �5�

In the diagonal matrix D are the singular values of A, the
positive roots of the eigenvalues of A*A, where “*” denotes
the complex conjugate transpose. In U and V are the left-
and right-singular vectors, the eigenvectors of AA* and A*A,
respectively. In the noiseless case there are M nonzero
singular values. In a real case there is always noise in the
measurement, so every singular values are nonzero, how-
ever, the first M of them are large and well separated in
magnitude. The magnitudes of the singular values can be
interpreted as the representation of the amplitude of the
components. Usually, the number of frequencies M is un-
known and it can be determined using this property of the
singular values. The influence of the noise can be reduced

considering only the M largest singular values and recal-
culating A by Eq. �5�.

Equation �4� can be solved using the pseudoinverse of
A,

g = 	�A*A�−1A*f

A*�AA*�−1f

 �6�

depending on whichever is appropriate. Using the notation in
Eq. �2�, an equation �for example, the first one� of the linear
equation system in �3� can be written as

�
j=1

M

aj�� j�L+1 − g1�
j=1

M

aj�� j�L − ¯ − gL�
j=1

M

aj�� j�1 = 0, �7�

or

�
j=1

M

aj� j�� j
L − g1� j

L−1 − ¯ − gL� = 0. �8�

The polynomial in the brackets is the prediction-error filter
and it must vanish to satisfy Eq. �8�. The polynomial has M
of its zeros according to Tufts et al.9 on the unit circle on the
complex plane �noiseless case� or close to this circle �with
noise�. The M solutions of the prediction-error filter ��p , p
=1,2 ,… ,M� closest to the unit circle are the solutions that
represent the unknown frequencies,

�p =
ln �p

i dt
, p = 1,2,… . ,M . �9�

V. APPLICATION IN WAVE PROPAGATION
PROBLEMS

The displacements of a harmonic wave including M
components, propagating in the positive z direction, is given
as

u�z,t� = �
j=1

M

cje
i��t−kjz�, �10�

where cj is the set of unknown complex amplitudes and kj

the set of unknown wave numbers. By the Fourier transfor-
mation of Eq. �10� the time and frequency dependence of this
function can be eliminated

F�u�z,t�� = U�z,�� = �
j=1

M

Cj���e−ikjz. �11�

Measurements usually include spatially discrete sequences.
The Fourier transformation of a measurement observed in N
points with sampling interval dz is given as

U�n,�� = �
j=1

M

Cj���e−ikjn dz = �
j=1

M

Cj����� j�n,

n = 1,2,…,N , �12�

with � j =e−ikj dz. This form is identical with the form in Eq.
�2�. However, in this case the unknowns are the wave num-
bers kj and the measurements are in the space domain at one
known frequency. Consequently, Eq. �9� will be modified as
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kp =
ln �p

− i dz
, p = 1,2,…,M. �13�

This method can be applied, for example, to determine the
dispersion curves, the frequency–wave number relationship,
of a bar8 �Fig. 2�.

A. Detection of reflected waves

The method is the following: the signals are multiplied
by a short Hanning window, transformed into the frequency
plane and the wave numbers are evaluated by LPM at one
frequency. In the next step �Fig. 3� the Hanning window is
moved in the time by a short interval �, the signals are
multiplied with the window and analyzed by LPM. The Han-
ning window will be moved step by step along the complete
signals. The signals will be transformed into the frequency
plane and analyzed in every step by LPM and the resulting
wave numbers or phase velocities are plotted against the
time.

At the beginning the signals contain only the informa-
tion of the incident waves; only positive wave numbers are
determined. After a certain shift of the Hanning window in
the time domain, negative wave numbers are determined.
These negative wave numbers correspond to reflected waves
that are propagating in the opposite direction than the inci-
dent waves. The time difference between the detection of the
incident wave and the reflected wave can be calculated and,

if the group velocity of the wave at the frequency of the
evaluation is known, the origin of the reflected wave can
easily be determined.

B. Practical steps of the application

The Linear Prediction Method is able to identify the
components of a harmonic wave in a measurement series. To
optimize the application of this method, some rules of thumb
can be formulated for the measurement length and interval.
The whole length of the measurement should be at least one-
half of the longest wavelength, and the shortest wavelength
should be scanned at least ten times per wavelength. Re-
specting these conditions, the method is able to identify one
wave mode in a signal without noise, but in a real measure-
ment usually more than one wave mode is excited and the
rules should be satisfied for all waves with its different wave-
length. Therefore more measurement points and a longer
measurement distance are sometimes necessary. Moreover, if
there is a strong noise in the measurement, an increased
number of measurement points in the space domain reduce
its effect. For the evaluation the following steps are sug-
gested:

�1� Multiplication of the signals by a Hanning window.
�2� Discrete Fourier-transformation of the signals.
�3� Assembling a vector with the values of the Fourier trans-

formation at one frequency.
�4� Evaluation of this vector by the LPM.
�5� Plot the evaluated phase velocities and the singular val-

ues against time �the evaluated phase velocities can be
plotted, for example, against the first point of the Han-
ning window in every step�.

�6� Movement of the Hanning window.
�7� Go to step �1� and repeat until end of signal.

The evaluated diagram shows the phase velocities as a
function of time. Therefore the time difference �t between
the arrival of the incident wave �positive velocity� and the
reflected wave �negative velocity� can be determined. The
distance to the origin of the reflected wave can be calculated
as

FIG. 2. Evaluation of the dispersion curves of a bar: the ordinates of the
Fourier transformation build for each frequency a sum of exponential func-
tions. These will be analyzed by LPM and it results in the dispersion dia-
gram.

FIG. 3. Basic idea of the method; be-
fore the transformation using FFT the
signals are multiplied by a short Han-
ning window, and the LPM will be
only at the main frequency applied. In
the next step the Hanning window will
be moved by �, and the signals are
analyzed by LPM.

3024 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 I. A. Veres and D. M. Profunser: Crack detection in beams



L =
1

2
�t cg, �14�

where cg denotes the group velocity. The dispersion curves
can be determined by LPM, as described in Sect. V. It results
in the frequency–wave number relationship and the group
velocity can be determined by the derivation of this curve
with respect to the wave number.

To guarantee a result with high precision, some points
have to be considered. A very short Hanning window �TH

1/ fmain, where fmain denotes the main frequency of the ex-
citation� can influence the frequency spectrum of the signal.
Therefore the length of the Hanning window should be five
to ten times larger than the period of the exciting wave.

It can be seen that in the first measurement point the
waves arrive earlier than in the last one, because the waves
need some time to propagate between the two points. There-
fore the application of the same Hanning window in the time
domain for every signal has an effect also in the space do-
main. A wave can be included for the first points by a Han-
ning window but excluded for the other parts of the measure-
ment. This can be interpreted as a multiplication by a
Hanning window in the space domain. It was shown at the
beginning of this section that there is an optimal configura-
tion and some rules of thumb for LPM that are not respected
in this case. As a result, the evaluated wave number will be
inaccurate in some steps.

With the movement of the Hanning window, the waves
are detected in some intervals. The inaccuracy of the evalu-
ation described above acts at the beginning and at the end of
the intervals. Therefore the exact detection of the beginning
and the end of these interval is almost impossible, so the
determination of the time difference will be also imperfect.
An accurate result is yielded by calculating the time differ-
ence by the use of the singular values of the wave modes. It
was shown that the Hanning window applied in the time
domain has the same effect also in the space domain. The
result is that the singular values of a wave have several
maxima in the time. It can be shown that the singular values
have a maximum, as the Hanning window is centered above
the middle point of the measurement. Hence, the distance
calculated from the time difference between the peaks is the
distance of the middle of the measurement and the notch
�Fig. 4�.

It is difficult to determine the absolute arrival time of the
wave at an arbitrary point of the spatial measurement series,
because the analysis is performed in the time–space plane.
The phase velocities are determined from the whole mea-
surement series, so it cannot be determined at which time in
an arbitrary point the wave arrives, but nevertheless it can be
determined at which time the wave passes the center of the
measurement.

The measurement signals are discrete data sequences
with sampling interval dt. This is the lower limit in the time
domain for the movement of the Hanning window. There-
fore, the resolution of the peaks and the time differences is
limited by this sampling interval. In our measurements a
sampling interval of dt=8�10−8 s was used, which enables
a very high resolution in the time domain. The accuracy of

the group velocity cg is therefore more restrictive for the
determination of the origin of the reflected wave in Eq. �14�.

VI. RESULTS

In this section some examples are presented. First, an
isotropic bar, an aluminum one, is considered. In the second
example a wooden bar with orthotropic material properties is
examined. The dispersion curves of the bars were determined
by experiments, as described in Sec. V, so the phase and
group velocities were known. The measurement setup shown
in Fig. 5 were used in the experiments. A computer controls
the measurement process. The function generator triggers the
measurement and creates a voltage signal. It is amplified and
applied to the transducer. The transducer, which is glued at
the end of the bar, converts the voltage signal into mechani-
cal force and excites waves. The displacement or the velocity
at the surface of the bar is measured by the laser interferom-
eter. The detected signal is filtered and recorded by the com-
puter. The measurement cycle is repeated a few hundred
times and averaged to reduce the noise. In the next step the
positioning system moves the laser interferometer into the
next measurement point.

FIG. 4. Time difference and coupled distance; the difference of two peaks in
the time domain represents the double distance of the middle of the mea-
surement and the reflection point.

FIG. 5. Measurement setup.
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A. Aluminum bar

Two aluminum bars were used in the experiments with
the same geometry �10�10�2000 mm� and with slightly
different material properties. Two measurements are pre-
sented. In both measurements, longitudinal waves were ex-
cited at a 100 kHz center frequency, however, it is impos-
sible to avoid the excitation of other wave types, for
example, transverse waves in this case. The velocities on the
surface were measured at 200 points over a distance of 300
mm, and the first point was at 0.14 m �Fig. 6�. The sampling
frequency was 12.5 MHz �dt=8�10−8 s�, and 20 000 points
were recorded in the time domain.

In the first case there was no notch in the bar. In the
second measurement the second bar has a large notch in the
middle. The dispersion curves of the bars, the phase, and
group velocities, were determined in a separate experiment
using the method described in Sec. V.

1. Bar without notch

The length of the Hanning window was 3000�dt, the
step of the movement 20�dt, and the measurement was
evaluated at 100 kHz. Figure 7 shows a typical measurement
signal, and the two diagrams in Fig. 8 show the results of the
first measurement. On the diagram above, the detected phase
velocities in the function of the time can be seen. The dia-
gram below shows the calculated singular values of the
waves.

First the incident longitudinal and transverse waves are
detected �the two positive velocities, I and II�. Two peaks of
the singular values on the lower diagram correspond to these
velocities. The first and largest one is the incident longitudi-
nal wave; the second smaller one is the incident transverse
wave. On the diagram above, it can be seen that after 0.4 ms
some reflected longitudinal and transverse waves are de-
tected. However, on the lower diagram, it can be seen that
the amplitudes of the singular values—and so also the am-
plitude of the waves—are very small.

The longitudinal wave reflects at the end of the bar and
propagates backward in the bar. It arrives at the measurement
positions after 0.8 ms �third peak, III�.The fourth peak rep-
resents again a positive velocity �IV�, the reflection of the
longitudinal wave at the beginning of the bar. This reflection
causes a mode conversion, also a transverse wave propagates
forward �fifth peak, V�. The reflection of the transverse wave
from the end of the bar �sixth peak, VI� arrives only now the
position of the measurement.

The second peak shows that a transverse wave is also
excited. This is not unusual because the gluing is not nor-
mally concentric and the transducers are never perfectly po-
larized. These effects cause in this case a transverse wave
with a high amplitude �peak II� and they can also explain the
strong mode conversion at the reflection of the longitudinal
wave �peaks III, IV, and V�. In this paper we do not deal with
the explanation of wave propagation in bars, however, this
example shows how difficult it is to excite only one chosen
wave mode and to interpret a real measurement. Moreover, it
can be seen that this technique can be successfully applied to
interpret a measurement.

The analysis can be proved by calculating the traveled
distance of the wave using the time difference between the
first and the third peaks, and the group velocity. In the first
column of Table I the evaluation of this measurement can be
seen. It shows that the distance is evaluated very accurately
�e�1% �.

2. Bar with large notch

In this measurement the second bar was used, this has a
large notch �3 mm deep� in the middle. �See Figs. 6 and 9.�

FIG. 6. Geometry of the aluminum bar and measurement configuration.

FIG. 7. A typical measurement signal for the aluminum bar.

FIG. 8. Evaluated diagrams of the first measurement �aluminum bar without
notch�; above the evaluated phase velocities, below the singular values cal-
culated by LPM can be seen.
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The length of the Hanning window was 3000�dt and the
step of the movement 20�dt. The analysis of the measure-
ment �Fig. 10� shows a clear result. The incident waves �lon-
gitudinal and transverse� will be detected at the beginning,
however, the arrival time is slightly different because of the
different wave velocities in this bar �cg

l =4850 m/s�. The two
peaks of the singular values between 0.8–1.2 ms represent
the reflection of the longitudinal waves from the end of the
bar, the backward and then forward propagating longitudinal
wave. In this case there are two other smaller peaks between
the peaks of the incident and reflected waves. These peaks
represent the reflected longitudinal waves from the notch.

It can be seen that in this case the excited transverse
wave has a smaller amplitude �the second peak� than in the
first measurement, and there is no mode conversion after the
reflection of the longitudinal wave at the beginning of the
bar. In Table I the diagrams are evaluated and the origin of
the reflected waves is calculated. The results show that these
distances are calculated with a very high precision �e
0.5% �. This experiment was also evaluated using FFT in-
stead of LPM in the space domain. A 3D view of the results
can be seen in Fig. 11. A direct comparison of both evalua-
tions is presented in Fig. 12. In the time domain the resolu-
tions of both methods are similar, because the same sliding
temporal �Hanning� window is used. However, for the wave
number or phase velocity determination, the LPM has a
much better resolution and gives exactly one value as an
accurate estimation of the phase velocity.

B. Wooden bar

In the second part of the experiments a wooden bar was
used. The geometry of the bar was 20�25�2348 mm. Two

measurements were carried out with transverse waves. Fre-
quencies between 0.5 and 5 kHz were excited and the mea-
surement was evaluated at 3.5 kHz. In this case a low fre-
quency was chosen, because wood has very high damping at
higher frequencies. Transverse waves were used because lon-
gitudinal waves at this frequency range have a long wave-
length. It would be necessary to measure a long distance
�1–2 m� to detect this wave type.

The velocities of the surface were measured at 250
points over a distance of 500 mm, and the first point was at
0.3 m �Fig. 13�. The sampling frequency was 1 MHz �dt
=1�10−6 s�, and 10 000 points were recorded in the time
domain.

In this case the same measurement data were used to
determine the dispersion curves of the bar and to detect a
notch. The method, described in Sect. V, was used to evalu-
ate the dispersion curves of the bar in the range of the exci-
tation, between 0.5 and 5 kHz.

FIG. 10. Evaluation of the measurement on the second bar with large notch.
The smaller peaks between 0.4 and 0.8 ms represents the reflected waves.

FIG. 9. Typical measurement signal �second measurement�.

TABLE I. Results of the measurements.

Bar Aluminum Wood
Measurement 1 2 1 2

Group velocity �m/s� 4750 4850 1190 1190
Time difference notch �ms� - 0.294 - 1.490
Distance notch �m� - 0.713 - 0.887
Distance notch �exact� �m� - 0.710 - 0.898
Error �%� - 0.4 - 1.2
Time difference end �ms� 0.723 0.709 3.04 3.04
Distance end �m� 1.717 1.719 1.809 1.809
Distance end �exact� �m� 1.710 1.710 1.798 1.798
Error �%� 0.4 0.5 0.6 0.6 FIG. 11. Evaluation of the second measurement using FFT also in the space

domain; a 3D view.
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1. Bar without notch

In the first measurement there was no notch in the bar.
However, in wood there are always some inhomogeneities,
such as knots or annual rings, and they cause some reflec-
tions. In this bar there is no large discontinuity �knot�, but the
natural inhomogeneity of the wood causes some distur-
bances. Furthermore, the influence of the lower wave veloc-
ity, higher damping and longer excitation on this method
should be proved and compared with the results on the alu-
minum bar in this measurement and evaluation.

The length of the Hanning window was 3000�dt and
the step of the movement 20�dt. The analysis of the mea-
surement is shown in Fig. 14. The peaks of the singular
values are wider and they are closer than in case of the alu-
minum bar, which is caused by the lower frequencies �longer
excitation�. In Sec. IV it was referred to that the singular
values represent the amplitude of the waves. In Fig. 14 the
high attenuation of the wood is demonstrated; the amplitude
of the reflected wave, represented by the second peak, is

much smaller than the amplitude of the incident wave �first
peak�. The ratio of these peaks is 0.49 �for aluminum it is
0.9�.

Between the peaks of the singular values there are dis-
turbances such as in the case of the aluminum bar. The am-
plitudes of them are small, though they are clearly higher,
like for the aluminum bar. The results of the measurement
are presented in Table I. The origin of the reflected wave
�end of the bar� is evaluated with high precision �e
0.6% �.

2. Bar with notch

A notch was cut in the wooden bar for the second mea-
surement �8 mm deep�. As a consequence of the inhomoge-
neity and the high attenuation of wood it can be hard to differ
the reflection from a small notch and the disturbances caused
by the inhomogeneities. �See Figs. 15 and 16.� To avoid an
erroneous result a large notch was used.

The length of the Hanning window was 3000�dt and
the step of the movement 20�dt. The measurement is evalu-
ated in Fig. 17 and the results are presented in Table I. Even

FIG. 12. A comparison of the evaluation by LPM and FFT. The amplitude
of the FFT is scaled to the amplitude of the singular values.

FIG. 13. Geometry of the wooden bar and measurement configuration.

FIG. 14. Analysis of the measurement on the wooden bar; the peaks are
wider and closer than for the aluminum bar; the high attenuation of wood is
demonstrated by the second smaller peak of the reflected wave.

FIG. 15. Typical measurement signal; wooden bar without notch.
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though the notch is large, the high damping and the aniso-
tropy of wood causes the reflected wave to have a small
amplitude �compare Fig. 14 and Fig. 17�. However, the peak
of the reflected wave can be explicitly identified and the
origin of the wave determined accurately �e1.3% �.

VII. CONCLUSION AND OUTLOOK

In this paper we presented an accurate long-range in-
spection technique for beams by means of guided acoustic
waves. With the presented technique defects can be localized
without a scanning process across the complete structure. For
analyzing the measured displacement a new signal process-
ing technique is used, which is based on the Linear Predic-
tion Method �LPM�. The mentioned signal processing tech-
nique has the following main advantages:

• each mode of the propagating guided wave can be identi-
fied.

• the propagation direction of each mode can be determined.
A differentiation between incident and reflected waves is
easily possible.

• a temporal discussion of the occurrence of each mode can
also be performed and with it the localization of the
defects.

These advantages enable this technique to be success-
fully used in structures made of materials, which are strongly
dispersive, attenuating, and anisotropic without any adapta-
tion of the experimental setup for the excitation or measure-
ment of a special single mode. Good results were shown by
a comparison of measurements in an aluminum and a
wooden beam. In each of the presented measurements the
distance of the artificially made notches from the measure-
ment position is determined with an accuracy of about 1%.
In aluminum, the position of a larger defect is determined
with the accuracy of the distance of 0.5%. In a case that is
not discussed in detail in this paper the accuracy of the de-
tection of a very small notch, whose damaged area is only
0.5% of the cross section, can have an error as low as 5%.
Also in a wooden bar the accuracy was very high �0.6%�,
despite the dispersion and attenuation of the guided waves
being very high. Additionally, the dimensions of the dam-
aged cross section can be estimated. For the accurate local-
ization of the defects it is necessary to determine the
frequency-dependent group velocity of the traveling wave.
This can easily be done using the same measured data as for
the crack detection and also the Linear Prediction Method
�LPM� combined with a numerical derivation of the deter-
mined phase velocity.

The localization of several cracks in the same beam is
much more challenging and is limited by several reasons
such as the distance between the cracks and the size of the
cracks. Furthermore, these limitations are also depending on
the accuracy of the determined group velocity and the tem-
poral resolution used for the signal processing. An investiga-
tion of these limitations will be the subject of further re-
search.

Applications in other experiments have also shown that
this technique can be applied, for example, to Lamb wave or
Rayleigh wave experiments, for time-resolved modal decom-
position.
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This paper describes a new concept referred to here as “energy sinks” as an alternative to
conventional methods of vibration absorption and damping. A prototypical energy sink envisioned
here consists of a set of oscillators attached to, or an integral part of, a vibrating structure. The
oscillators that make up an energy sink absorb vibratory energy from a structure and retain it in their
phase space. In principle, energy sinks do not dissipate vibratory energy as heat in the classical
sense. The absorbed energy remains in an energy sink permanently �or for sufficiently long
durations� so that the flow of energy from the primary structure appears to it as damping. This paper
demonstrates that a set of linear oscillators can collectively absorb and retain vibratory energy with
near irreversibility when they have a particular distribution of natural frequencies. The approach to
obtain such a frequency distribution is based on an optimization that minimizes the energy retained
by the structure as a function of frequency distribution of the oscillators in the set. The paper offers
verification of such optimal frequency spectra with numerical simulations and physical
demonstrations. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2074807�
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I. INTRODUCTION

Considerable advances over the years have been made in
reducing structural vibrations by means of damping. These
range from passive methods to active-control methods. Pas-
sive methods include contact damping, fluid-layer damping,
and those that use energy absorption materials, such as vis-
coelastic and granular materials. Selection of damping meth-
ods is based on cost and suitability to a given application;
contact damping for jet engine blade vibrations, fluid layer
damping for rotating thin disks, and viscoelastic layers for
stationary large panels are such examples.

Energy sinks function as a substructure attached to, or
an integral part of, a primary structure from which they can
absorb and trap vibrational energy without adversely affect-
ing its performance. As such, energy sinks provide a suitable
alternative to application of conventional damping treat-
ments under conditions when they are not suitable. For ex-
ample, transient vibrations of large structures that have very
low frequencies such as naval vessels and those deployed in
space and buildings fall into this category.

The energy sinks described here consist of a set of linear
oscillators. When attached to a primary structure, for ex-
ample an oscillating rigid platform, the set of oscillators ab-
sorbs and retains the vibratory energy from the primary
structure. Energy sinks described here, in principle, do not

require the presence of loss mechanisms, or damping in the
classical sense. Energy is conserved and the absorbed energy
remains in the collective phase space of the attached oscilla-
tors. Depending on design parameters of the set, the ab-
sorbed energy may remain in the set permanently �or for
sufficiently long duration� so that the flow of energy from the
primary structure appears as damping. As such, energy sinks
induce “apparent damping” to the primary structure.1

Irreversible absorption of energy is usually associated
with nonlinear systems, such as a lattice of atoms in a solid
excited by friction.2 Corresponding linear systems normally
require the presence of loss mechanisms to irreversibly ab-
sorb energy because in a conservative linear system energy
exchange between a primary structure and its satellites is
known to exhibit periodicity, or recurrence, determined by
the system configuration. For example, considering transient
cases, when a primary structure responds to an initial exci-
tation, energy transferred to the attached oscillators returns to
the primary structure after a delay during which the oscilla-
tors undergo their own periodic motions. However, as shown
in this paper, under certain conditions conservative linear
systems may also absorb and retain energy with near irre-
versibility.

The concept of energy sink described here differs from
the previous similar proposals, such as spatial containment or
single nonlinear attachments, or those that consider influence
of internal degrees of freedom on a structure, viz. Refs. 3–7.
The method used here relies on the use of a set of lossless,a�Electronic mail: akay@cmu.edu
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linear oscillators that absorbs the vibratory energy of the pri-
mary structure to which it is attached.

Multiple tuned mass dampers with linear stiffness and
damping function effectively under steady-state excitation.
Zuo and Nayfeh in a series of studies showed optimum dis-
tributions of these properties for vibration reduction in
single- and multiple-degree-of-freedom systems.8,9

Among the many studies that examined energy absorp-
tion from a primary structure by attached oscillators, viz.,
Refs. 10–24, several showed that numerous oscillators at-
tached to a primary structure collectively act like a viscous
damper.10,12–14 Most of these studies also demonstrate a trade
off between the number of oscillators and the need for pres-
ence of a loss mechanism in the oscillators; a set of oscilla-
tors absorbs energy even for vanishing values of loss factor
in each oscillator so long as the number of oscillators remain
large, approaching infinity.12

For practical cases, however, where the primary struc-
ture has a finite number of oscillators attached to it, the as-
sertions for vanishing loss factors hold true only during a
transient period, described as the return time t*, during which
energy flows into the satellite oscillators before returning to
the primary structure. If the attached oscillators do not pos-
sess any loss mechanisms, even for very large number of
oscillators, energy returns to the master with a return time
that depends on the number of oscillators.1,16 For a very large
number of oscillators, the transient part has a very long du-
ration. The return time corresponds to the smallest difference
among the natural frequencies of the oscillators.

The present study shows that energy can be trapped with
near irreversibly by a finite number of linearly attached os-
cillators even in the absence of dissipative mechanisms. In
this case, energy absorption by the oscillators is governed by
their frequency distribution, a subject which has not yet re-
ceived much attention. The results show the existence of an
optimal frequency distribution that minimizes the total en-
ergy returned to the primary structure from the set of oscil-
lators.

The underlying physics of energy absorption also relates
to the return times associated with the optimum set of fre-
quencies. The optimization method described in the follow-
ing produces an optimal distribution for the fundamental fre-
quencies of the oscillators such that the combination of the
associated return times minimizes the energy retained by the
primary structure. Corresponding experiments demonstrate
the feasibility of energy sinks.

II. MODEL

The prototypical system under consideration consists of
a rigid primary structure with a substructure comprised of a
set of oscillators attached to it as depicted in Fig. 1. The
system does not possess any mechanism of dissipation in the
classical sense, thus stiffness alone characterizes the connec-
tions between the substructure and the primary structure. The
total mass, m �m=�mi�, of the attachments is a fraction of
the primary mass, M, always m /M �0.1

Dynamic response of such a system can be described by
a set of coupled equations:

MẍM + KMxM + �
i=1

N

ki�xM − xi� = 0, �1�

miẍi + ki�xi − xM� = 0, �2�

where ki and mi represent the stiffness and mass of individual
oscillators, respectively, and xM�t� is the displacement of the
primary structure and xi�t� is the displacement of the ith os-
cillator in the set. �For brevity, the time variable t is omit-
ted in xM�t� and xi�t�.� For a given mass ratio m /M, energy
trapped by the attached set is determined largely by the
properties of the mass and stiffness mi ,ki, or the un-
coupled natural frequency distribution �i, of the attached
oscillators.

Figure 2�b� shows a typical impulse response of the pri-
mary structure in the prototype problem described by Eqs.
�1� and �2� that has a linear frequency distribution as shown
in Fig. 2�a�. In this simple example, the natural frequencies
of the oscillators have a constant frequency difference be-
tween the neighboring frequencies. As expected of linear os-
cillators with a linear frequency distribution, the response
shows a recurrence; as shown in Fig. 2�c�, energy periodi-
cally returns to the primary structure when the number of

FIG. 1. Schematic description of a primary structure and attached set of
oscillators.

FIG. 2. �Color online� Simulation re-
sults using N=99 oscillators: �a� linear
frequency distribution of the attached
oscillators, �b� displacement response,
and �c� total energy of the primary
structure.
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oscillators is finite, in this case N=100. The return time cor-
responds to the constant frequency difference t*=2� /��.
The optimization method described next seeks to determine a
frequency distribution for the attached oscillators that re-
duces the response amplitude of the primary structure and
diminishes the energy it retains.

III. OPTIMIZATION

The optimum distribution of the natural frequencies of
attached oscillators is sought by finding the frequencies that
minimize the objective function, which is based on the inte-
gral of the energy of the primary structure:

LM � �
0

�

xM
2 �t�dt . �3�

Because the approach used here requires that the integral is
finite, a small amount of “damping” will be introduced for
optimization to find the desired distribution. However, the
frequency distribution obtained from this approach will then
be used in the absence of any damping in the system. With
Parseval’s theorem, an equivalent expression to Eq. �3� in the
frequency domain becomes

LM � �
−�

+�

�XM���2�d� . �4�

Using nondimensional parameters, substituting in Eq. �4� the
equations of motion of the system �1� and �2� produces

LM � �
−�

+� d�

�1 + j�M − �2 − �m/MN��i=1
N �2�1+j�i�

1+j�i−��/�i�2 �2
,

�5�

where �=� /�M, �i=�i /�M, with �M =	KM /M and �i

=	ki /mi, and �i ,�M represent the loss factors associated
with the oscillators and primary structure, respectively.

Optimization searches for the minima of the multivari-
able function LM��� by solving the set of coupled nonlinear
equations:

�LM

��i
= 0, i = 1,…,N . �6�

For the solution �= ��1 ,�2 ,… ,�N� of Eq. �6� to be a
local minimum solution of LM��� requires that the Hessian
Matrix Hkj, evaluated at �, is positive definite with all ei-
genvalues that satisfy:

Hkj =
�2LM���
��k � � j

	 0, k = 1,…,N, j = 1,…,N . �7�

The numerical results reported in Sec. IV are obtained
using the Quasi-Newton optimization method and ODE23t
solver, which avoid introduction of numerical damping.

IV. NUMERICAL RESULTS

The optimization process starts with an estimated fre-
quency distribution, seeks to minimize the integral of the
energy, LM, by continuously adjusting the frequency distri-

bution, and stops when LM reaches its minimum value. The
frequency distribution that produces the lowest value of LM

is accepted as the optimum distribution. The time it takes for
optimization of a particular case depends on the number of
oscillators and the value of the loss factor as shown in the
following. The effectiveness of the resulting optimum fre-
quency distribution is judged by the vibration amplitude of
the primary mass and the total energy it retains following, in
this case, an impulsive excitation as compared with the case
shown in Fig. 2 for which the attached oscillators have a
linear frequency distribution. In the optimization and simu-
lations results presented in this paper, frequencies are nor-
malized with respect to that of the primary oscillator and the
frequencies for the energy sinks range between 0 and twice
the primary mass resonant frequency.

A. Influence of initial frequency estimates

Optimization starting with different sets of initial esti-
mates for the frequency distribution of the attached oscilla-
tors do not show a discernible difference in the case of N
=29 oscillators. Some differences in the optimum results ap-
pear for N=99 oscillators, particularly when using very low
loss factors, but not enough to affect the response of the
primary and the energy it retains, as shown later with simu-
lations.

As shown in Fig. 3, the three different initial estimates
of frequency distributions, constant, linearly varying and a
nonlinearly varying power-law distribution, which we refer
to here as a polynomial distribution, produce nearly identical
optimized frequency distributions. Also shown in Fig. 3 is
the change in the value of the integral energy, represented by
LM, throughout the optimization process, starting with the
result of the first step of optimization. Its initial value and
rate of decline depend on the selection of the initial fre-
quency distribution shown in the first column. Each of the
initial frequency distributions produce nearly the same mini-
mum integral of energy, within 0.3% of each other.

Similar optimum distributions result in the case of a
larger number of attached oscillators �N=99�, however, with
some variation at either end of each frequency distribution as
shown in Fig. 4. The largest difference in the minimum value
of integral among the three cases changes with the loss fac-
tors used in the integral. The values of LM corresponding to
the optimum frequency distributions shown in Fig. 4 vary
0.5% for �i=0.01 and the variation increases to about 16%
when �i=0.001 is used. The differences that also appear in
the corresponding frequency distributions indeed become
less if optimization process is continued.

B. Role of loss factor used in optimization of LM

The loss factors used to ensure a finite value for LM in
Eq. �4� also determine the duration of the integral considered
for optimization. Ideally, the lower the loss factors used, the
closer the integral energy represents the energy sink, which
does not embody dissipation sources. A lower loss factor
leads to minimization of the energy of the primary structure
over a longer period of time, which also requires longer com-
putation times. A higher loss factor, on the other hand, short-
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ens the period of the integral, thus reducing the time over
which energy should be minimized. However, loss factors �i

also reduce the vibration amplitude of individual oscillators
in the energy sink and thus reducing their effectiveness in
transferring energy from the primary structure as simulations
demonstrate.

Figures 5 and 6 show examples of optimization results
for low and moderate values of loss factors for N=29 and 99
oscillators, respectively. In each case, the initial frequency
distribution of the set has a constant value the same as that of
the primary mass, �M =1, as indicated by the solid line.

Optimization spreads the frequencies over a band with a
higher density around the frequency of the primary mass.
The optimum frequency sets in Fig. 5, obtained using loss
factors �i=0.1, 0.01, and 0.001, display very similar distri-
butions except at each end of the frequency bands. The cor-
responding optimum frequency distributions for N=99 oscil-
lators, shown in Fig. 6, also exhibit similar trends.

The simulations presented next show the relative effec-
tiveness of optimum frequency distributions in reducing the
vibration amplitude of the primary mass and the energy it

retains. Results also show that the use of large loss factors
speeds up the optimization process but produces less than
optimal distributions as demonstrated later with simulations.
Very small values of loss factors prolong the optimization
process and introduce computational errors.

C. Simulations

The simulation results presented in the following use the
optimum frequency distributions, obtained as described ear-
lier, in solving Eqs. �1� and �2� without any damping in the
system.

As an example, Fig. 7 demonstrates simulation results
that correspond to the optimum frequency set shown in Fig.
5�c� obtained for N=29 oscillators with loss factors �i

=0.001 and compares them with the corresponding responses
for the initial frequency distribution with which optimization
started. The amplitude response and the total energy of the
primary mass presented over a long time period show a dis-
tinct reduction from the initial conditions from which opti-
mization started when all oscillators had the same frequency
as the primary, making the initial configuration essentially a
two-degree-of-freedom system. The response spectrum 7�b�
of the primary mass reflects the presence of a distributed set

FIG. 3. �Color online� Optimized frequency distributions �dotted lines� for a
system of N=29 oscillators each with a loss factor �i=0.001. The change of
the integral of the energy of the primary structure, Eq. �5�, �right-hand
column� at each iteration illustrates the optimization process for different
initial estimates for the frequency distribution from which optimization
starts: �a� all oscillators have the same frequency as the primary structure
�i=1, �b� linear distribution, and �c� polynomial distribution.

FIG. 4. �Color online� Optimized frequency distributions for N=99 oscilla-
tors that result from different initial frequency distributions for two different
loss factors �i: �a� all oscillators have the same frequency as the primary
structure �i=1, �b� linear distribution, and �c� polynomial distribution.

3034 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Koç et al.: Energy sinks



of frequencies that contains the effects of each of the 29
oscillators, distinct from the two frequencies with which the
initial estimate started out. While the initial amplitude and
the energy of the primary structure exhibits a periodic behav-
ior with a constant amplitude, the optimized frequency dis-
tribution reduces both the response amplitude and the re-
tained energy each to a fraction of the corresponding initial
values.

The impulse response of the primary structure shows
that the envelop of its displacement amplitude remains

within 40% of its initial response for N=29 and the retained
energy within 20% of its initial value. The energy initially
contained in the two frequencies spreads over to 29 frequen-
cies, each with an amplitude less than 10% of the initial
spectral amplitudes. As shown later, increasing oscillator
number in the set further reduces the amplitude and retained
energy.

Simulations that correspond to the optimized frequency
sets obtained from different initial distributions presented in
Fig. 4 produce responses shown in Figs. 8 and 9. The slight

FIG. 5. �Color online� Influence of loss factors �i on the resulting optimized
frequency distributions for a system with N=29 oscillators, which initially
have the same frequencies as that of the primary �i=�M =1. �a� �i=0.1, �b�
�i=0.01, and �c� �i=0.001.

FIG. 6. �Color online� Effect of loss factor on the optimized frequency
distribution for N=99. Optimization begins with the same initial frequencies
for all oscillators and the primary structure. �a� �i=0.1, �b� �i=0.01, and �c�
�i=0.001.
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variations among the optimal frequency distributions lead to
barely discernible differences in the response amplitude of
the primary and the energy it retains over time. While the
differences are small, in this case the optimum frequencies
resulting from an initial estimate of constant frequencies and
loss factors �i=0.001 show a better performance, Fig. 9�a�.

An example of how nonoptimal frequency distributions
that result from use of large loss factors in Eq. �5� affect the
performance of an energy sink is shown in Fig. 10. The

frequency distribution presented in Fig. 6�a�, obtained using
�i=0.1, yields larger amplitudes for the displacement of and
the energy retained by the primary than the corresponding
cases with distributions obtained using lower loss factors.
These results are consistent with the observation that the
lower the loss factors used in equations of motion �5� the
closer they represent the energy sink, which does not have
any dissipation at all.

FIG. 7. �Color online� Simulation re-
sults for a set of N=29 attached oscil-
lators each with a loss factor of �i

=0.001. The top row shows the re-
sponse of the primary when all at-
tached oscillators and the primary
have the same frequency �i=�M =1.
The bottom row shows the results ob-
tained using the optimum frequency
distribution: �a� displacement time, �b�
displacement-frequency response, and
�c� total energy of the primary struc-
ture.

FIG. 8. �Color online� Simulation re-
sults for the optimum frequency distri-
butions obtained starting with initial
frequencies that correspond to those in
Fig. 4 ��i=0.01� show negligible dif-
ference in the displacement response
of the primary in time and frequency
domains as well as the total energy it
retains. N=99. Optimum frequency
used in each row corresponds to a dif-
ferent set of initial frequency estimates
used in optimization: �a� all oscillators
have the same frequency as the pri-
mary structure �i=1, �b� linear distri-
bution, and �c� polynomial distribu-
tion.
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D. Role of damping in an energy sink

Since physical systems have inherent dissipation mecha-
nisms, it is worth examining the influence of losses present
in an energy sink on its performance. For low values of loss
factors, �i
0.01, the main role of dissipation in the oscilla-
tors is to further reduce the oscillation amplitude of the pri-
mary structure as seen in Fig. 11 compared with Fig. 9�a�.
However, the presence of large damping in the system, for
example �i
0.1, reduces the effectiveness, and perhaps the
need, for an energy sink.

E. Multiple-degree-of-freedom systems

When optimization is applied to a primary structure with
two degrees of freedom depicted in Fig. 12, oscillator fre-

quencies distribute themselves around each of the primary
frequencies and absorb energy from both masses. In the ex-
ample shown, for comparison, the mass ratio between the
oscillators and the two-component primary mass has the
same value as in the previous examples. As a result of opti-
mization, oscillators assume frequency distributions about
the natural frequencies of the primary structure, �M

�1�=0.618
and �M

�2�=1.618, similar to those that resulted for a single-
degree-of-freedom platform. As before, simulations show
that the optimized frequency distributions reduce the vibra-
tion amplitude and the retained energy by the primary struc-
tures. The responses of the primary structures have a higher
amplitude than the corresponding case with a single primary,
in part, as a result of the effectively reduced number of os-
cillators for each mass.

FIG. 9. �Color online� Simulation re-
sults for the optimum frequency distri-
butions obtained starting with initial
frequencies that correspond to those in
Fig. 4 ��i=0.001�: �a� all oscillators
have the same frequency as the pri-
mary structure �i=1, �b� linear distri-
bution, and �c� polynomial distribu-
tion. Results show negligible
difference in the displacement re-
sponse of the primary in time and fre-
quency domains as well as the total
energy it retains. N=99.

FIG. 10. �Color online� Simulation re-
sults for an energy sink with N=99 os-
cillators. The optimum frequency dis-
tribution, shown in Fig. 6�a�, is
obtained using a rather large loss fac-
tor �=0.1 for each of the oscillators:
�a� linear frequency distribution of the
attached oscillators, �b� displacement
response, and �c� energy of the pri-
mary structure.

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Koç et al.: Energy sinks 3037



F. An analytical expression for optimal frequency
distribution

The frequency distributions obtained by the above-
described optimization can be approximated by an analytical
expression that depends on a single parameter �:

���� = A 2� − 1

�2� − 1�
e��2�−1� − 1

e� − 1
+ 1� , �8�

where 0��1. Discrete values �i��� of frequency distribu-
tion are obtained with �i= i /N.

Figure 13 shows a representative set of frequency distri-
butions for different values of � with corresponding simula-
tions in Fig. 14. Very small values of � represent a nearly
linear frequency distribution with the same periodic energy
return to the primary structure. Values of �	5 assign most
of the oscillators the same frequency, producing essentially a
two-degree-of-freedom system, with the corresponding re-
sults in rows �c� and �d� of Fig. 14 and as discussed earlier.
Among these, the distribution that corresponds to ��2.5
yields the most optimum result yielding minimum average
energy retention by the primary.

An alternative method to reduce the computation time in
cases involving a large number of attached oscillators uses
the distribution that results from optimization for a small
number of oscillators. Figure 15 displays and compares the
distributions obtained for N=29 and N=99 oscillators by di-
rect optimization. Repopulating the distribution for N=29
with 99 oscillators and simulating the response of the pri-
mary structure as before produces results very close to those
obtained by a distribution obtained through direct optimiza-
tion. A comparison of the results based on interpolated dis-
tribution given in Fig. 16 with those in Fig. 9 shows very
little difference.

V. EXPERIMENTS

The two energy sinks with different physical configura-
tions demonstrate the efficacy of the proposed energy sinks.

FIG. 11. �Color online� Simulated re-
sponse of the primary with N=99 os-
cillators corresponding to Fig. 9�a� but
each oscillator has a loss factor �i

=0.001.

FIG. 12. �Color online� Optimized frequency distribution of N=99 oscilla-
tors attached to a two-degree-of-freedom primary structure and the re-
sponses of the platform with the attached oscillators and platform attached
to ground �bottom�. The natural frequencies of the primary structure are
�M

�1�=0.618 and �M
�2�=1.618.

FIG. 13. �Color online� Examples of frequency distribution for different
values of � in Eq. �8�.
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The ubiquitous presence of inherent losses in physical sys-
tems precludes construction of either a primary structure or
an energy sink that can oscillate indefinitely. However, use of
different frequency distributions delineates the effects of
losses in the system from energy absorbed by the attached
oscillators.

A. A set of thin beams attached to a T-configuration

Figure 17 shows the impulse response of a
T-configuration of joined beams with and without a set of
thin beams attached to it. The first natural frequencies of the
thin beams follow the optimum distribution described by the
analytical expression in Eq. �8�. Without the oscillators, the
response of the structure decays as a result of dissipation due
to connections and material losses. However, the correspond-
ing response with the attached oscillators exhibit the same
behavior as those obtained through simulations in both time

FIG. 14. �Color online� Simulation re-
sults for displacement response in time
and frequency domains and the energy
retained by the primary mass using
values of � in Eq. �8�: �a� �=0.01, �b�
�=2.5, �c� �=7.0, and �d� �=10.0.

FIG. 15. �Color online� A comparison of the frequency distribution for N
=99 oscillators obtained by two approaches. Dotted line represents result by
direct optimization and the solid line represents interpolation for N=99 us-
ing the optimum distribution obtained for N=29 oscillators.
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and in frequency domains. The response of the primary
structure in the frequency domain, shown with both linear
and logarithmic scales, clearly shows the effects of the oscil-
lators.

B. A set of flexible beams attached to a rigid
oscillator

This demonstration uses as the primary structure a single
degree of freedom oscillator that consists of a rigid block
which can freely slide in an air bearing. A pair of springs at
one end anchors it to an optical table. As displayed in Fig.
18, a lightweight structure built on the block carries a set
flexible cantilever wire beams, each with a mass along its
axis that acts as an oscillator. Natural frequency of each os-
cillator is determined by adjusting the position of the mass
along the beam. Figure 19 presents velocity response of the
block to an impulse for two cases: the oscillators have either
a linear or an optimum frequency distribution. When the dis-
tribution follows the optimum values obtained using the

method described earlier, the energy returned to the block is
distributed both in time and frequency compared with the
case when oscillators have a linear distribution. The recur-
rence observed with the linear distribution has a lower am-
plitude than expected, in part due to the inexact values of the
oscillator frequencies. The inherent damping in the physical
system also reduces the response amplitudes. To better reflect
the effects of losses in the system, the simulation results
presented in Fig. 20 include their values as measured from
the experimental setup. The simulated responses, both in
time and frequency domain, represent the same characteris-
tics as those produced by measurements.

VI. CONCLUDING REMARKS

An energy sink that consists of a set of oscillators can
absorb vibration energy from a structure to which it is at-
tached. Following transient excitation of a structure, energy
that flows into the oscillators remains in their phase space.

FIG. 16. �Color online� Response of
the primary structure with an interpo-
lated frequency distribution. Opti-
mized frequency distribution obtained
using N=29 oscillators interpolated
for N=99 oscillators. �i=0.001.

FIG. 17. �Color online� Response of a
structure �top� shown with and without
the oscillators that make up an energy
sink. The first bending frequency of
the thin beams that act as oscillators
follow the analytical optimum fre-
quency distribution given in Eq. �8�.
Response of the structure with and
without the oscillators is shown �bot-
tom row� in frequency domain using
both linear and logarithmic scales.
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The net force they collectively exert on the primary struc-
ture, and thus the total energy that returns to the primary,
stays below a fraction of its initial value.

Because energy sinks, in principle, do not require con-
ventional dissipation sources, they are particularly useful in
high temperature or chemically hazardous environments
where materials and mechanisms that provide dissipation
may not be as effective. The unavoidable loss mechanisms in
physical systems, however, induce dissipation in the primary
and the attached oscillators. As long as these dissipation rates
remain moderate, they do not adversely affect the perfor-
mance of energy sinks, but assist in reducing the vibration
amplitude of the oscillators as well as the primary structure.

Energy absorption by a set of linear oscillators relates to
their frequency distribution. The optimization method pre-
sented in this paper finds such a distribution. The optimiza-
tion used here minimizes the energy of the primary mass
over a selected time period. Optimization results show a de-
gree of robustness of the process with respect to the initial
frequency distributions and the values of loss factors. Opti-
mum distributions increase the density of oscillators near the
frequencies of interest, as demonstrated for a two-degree-of-
freedom primary structure. This result is consistent with the
observation that with linear frequency distributions �and thus
constant frequency difference�; oscillators near the primary
frequency respond with a higher level of energy absorption
than those with frequencies away from it. Such a distribution
also de-emphasizes the need to finely tune the frequencies as
in conventional vibration absorbers.

The simulations and the physical demonstrations support
the viability of reducing vibrations of structures with linear
energy sinks and that the concept can be extended to primary

structures with multiple degrees of freedom. Ability of linear
energy sinks to absorb energy independent of dissipation
sources sets it apart from many other similar approaches. In
particular, energy sinks have an advantage in transient and
low frequency applications.

Although this manuscript primarily addresses the role of
optimum frequency distribution of energy sinks, their ability

FIG. 18. �Color online� A set of 40 oscillators attached to a primary struc-
ture.

FIG. 19. �Color online� Response of
the block with 40 oscillators to an im-
pulse excitation shows that oscillators
with an optimum frequency distribu-
tion �right� spread the return energy
over both time and frequency and re-
duce its amplitude. Inherent damping
in the system also reduces the ampli-
tude of recurrence for the linear distri-
bution, at t
8 s.
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to absorb energy also depends on other parameters such as
the number of oscillators and their mass ratio as discussed in
earlier studies, viz. Ref. 1.

1A. Carcaterra and A. Akay, “Transient energy exchange between a pri-
mary structure and a set of oscillators: Return time and apparent damp-
ing,” J. Acoust. Soc. Am. 115, 683–696 �2004�.

2C. E. Celik and A. Akay, “Dissipation in solids: Thermal oscillations of
atoms,” J. Acoust. Soc. Am. 108, 184–191 �2000�.

3A. F. Vakakis, “Inducing passive nonlinear energy sinks in vibrating sys-
tems,” J. Vibr. Acoust. 123, 324–332 �2001�.

4O. Gendelman, L. I. Manevitch, A. F. Vakakis, and R. M’Closkey, “En-
ergy pumping in nonlinear mechanical oscillators. I. Dynamics of the un-
derlying Hamiltonian systems,” J. Appl. Mech. 68, 34–41 �2001�.

5A. F. Vakakis and O. Gendelman, “Energy pumping in nonlinear mechani-
cal oscillators. II. Resonance capture,” J. Appl. Mech. 68, 42–48 �2001�.

6J. Aubrecht, A. F. Vakakis, T.-C. Tsao, and J. Bentsman, “Experimental
study of nonlinear transient motion confinement in a system of coupled
beams,” J. Sound Vib. 195, 629–648 �1996�.

7A. F. Vakakis, “Passive spatial confinmement of impulsive responses in
coupled nonlinear beams,” AIAA J. 32, 1902–1909 �1994�.

8L. Zuo and S. A. Nayfeh, “Optimization of the individual stiffness and
damping parameters in multiple-tuned-mass-damper systems,” ASME J.
Vibr. Acoust. 127, 77–83 �2005�.

9L. Zuo and S. A. Nayfeh, “Minimax optimization of multiple-degree-of-
freedom tuned-mass dampers,” J. Sound Vib. 272, 893–908 �2004�.

10K. Xu and T. Igusa, “Dynamic characteristics of multiple substructures
with closely spaced freuencies,” Earthquake Eng. Struct. Dyn. 21, 1059–
1070 �1992�.

11C. Soize, “A model and numerical method in the medium frequency range
for vibroacoustic predictions using the theory of structural fuzzy,” J.
Acoust. Soc. Am. 94, 849–865 �1993�.

12A. D. Pierce, V. W. Sparrow, and D. A. Russell, “Fundamental structural-

acoustic idealizations for structures with fuzzy internals,” J. Vibr. Acoust.
117, 339–348 �1995�.

13M. Strasberg and D. Feit, “Vibration damping of large structures induced
by attached small resonant structures,” J. Acoust. Soc. Am. 99, 335–344
�1996�.

14M. Strasberg, “Continuous structure as ‘fuzzy’ substructures,” J. Acoust.
Soc. Am. 100, 3456–3459 �1996�.

15R. J. Nagem, I. Veljkovic, and G. Sandri, “Vibration damping by a con-
tinuous distribution of undamped oscillators,” J. Sound Vib. 207, 429–434
�1997�.

16R. L. Weaver, “The effect of an undamped finite degree of freedom
‘fuzzy’ substructure: Numerical solutions and theoretical discussion,” J.
Acoust. Soc. Am. 100, 3159–3164 �1996�.

17R. L. Weaver, “Mean and mean-square response of a prototypical master/
fuzzy structure,” J. Acoust. Soc. Am. 101, 1441–1449 �1997�.

18R. L. Weaver, “Multiple-scattering theory for mean responses in a plate
with sprung masses,” J. Acoust. Soc. Am. 101, 3466–3474 �1997�.

19R. L. Weaver, “Mean-square responses in a plate with sprung masses,
energy flow and diffusion,” J. Acoust. Soc. Am. 103, 414–427 �1998�

20R. L. Weaver, “Equipartition and mean-square response in large undamped
structures,” J. Acoust. Soc. Am. 110, 894–903 �2001�.

21G. Maidanik and K. J. Becker, “Noise control of a master harmonic oscil-
lator coupled to a set of satellite harmonic oscillators,” J. Acoust. Soc. Am.
104, 2628–2637 �1998�.

22G. Maidanik and K. J. Becker, “Characterization of multiple-sprung
masses for wideband noise control,” J. Acoust. Soc. Am. 106, 3109–3118
�1999�.

23G. Maidanik and K. J. Becker, “Criteria for designing multiple-sprung
masses for wideband noise control,” J. Acoust. Soc. Am. 106, 3119–3127
�1999�.

24G. Maidanik, “Induced damping by a nearly continuous distribution of
nearly undamped oscillators: Linear analysis,” J. Sound Vib. 240, 717–
731 �2001�.

FIG. 20. �Color online� Simulated response of the block corresponding to conditions in Fig. 19 using loss factors measured from the experimental setup as
�M =0.008 and �i=0.008.

3042 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Koç et al.: Energy sinks



Experiments on vibration absorption using energy sinks
Adnan Akaya� and Zhaoshun Xu
Mechanical Engineering Department, Carnegie Mellon University, Pittsburgh, Pennsylvania 15213

Antonio Carcaterra
Universita Degli Studi di Roma “La Sapienza,” Dipartimento di Meccanica e Aeronautica,
Via Eudossiana 18, 00184 Roma, Italy

I. Murat Koç
Mechanical Engineering Department, Carnegie Mellon University, Pittsburgh, Pennsylvania 15213

�Received 24 January 2005; revised 13 June 2005; accepted 2 August 2005�

This paper presents experiments that demonstrate the concept of energy sinks, which when attached
to a vibrating structure can absorb most of its energy. Energy sinks consist of a set of undamped
linear oscillators and, in principle, do not require presence of damping in the classical sense. The set
of undamped oscillators that make up an energy sink collectively absorb the vibratory energy and
retain it in their phase space. Earlier optimization studies by the authors have shown the feasibility
of vibration absorption and energy retention by energy sinks if the set of oscillators have a particular
frequency distribution. Experimental results presented in this paper support the concept of energy
sinks. Different physical realizations of energy sinks demonstrate the significance of frequency
distributions and the ability of energy sinks to reduce vibration amplitude of a primary structure to
which they are attached.
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I. INTRODUCTION

Compared with the conventional methods of vibration
reduction, the concept of energy sinks presents a unique and
viable alternative for cases where the classical vibration ab-
sorption or damping techniques have limited applicability,
particularly at low frequencies and under transient condi-
tions. An energy sink, consisting of a set of oscillators, ab-
sorbs and retains energy when attached to a vibrating struc-
ture. An energy sink admits flow of energy from a transiently
excited structure and retains it in the collective phase space
of the oscillators.1

In principle, energy sinks do not require dissipation
mechanisms to reduce vibration amplitudes of the structures
to which they are attached. However, because of the inherent
losses in physical systems, a certain amount of dissipation
becomes unavoidable when constructing energy sinks. Pres-
ence of moderate losses in the oscillators enhances the per-
formance of an energy sink, particularly in long times. Large
dissipation in the oscillators, however, reduces the perfor-
mance of energy sinks as effective vibration absorbers.1

While analogous in terms of their energy pathways, the
concept of energy sinks differs from vibration absorption and
damping observed in complex systems that employ “fuzzy”
attachments or multiple tuned absorbers. Studies on energy
absorption from a primary structure by attached oscillators
�viz., Refs. 2–17� show that a trade-off exists between the
number of oscillators and the need for presence of a loss
mechanism in the oscillators. Attached oscillators absorb en-
ergy even for vanishing values of loss factor in each oscilla-

tor so long as the number of oscillators remains large, ap-
proaching infinity.5 Energy sinks also differ from proposed
multiple tuned mass dampers, which have similar energy ab-
sorption mechanisms but rely on the presence of damping
and are designed for steady-state vibrations.18,19 The concept
of energy sinks described here relies on the use of a set of
undamped, linear oscillators making it different than previ-
ous similar proposals, such as spatial containment or single
nonlinear attachments, or those that consider influence of
internal degrees of freedom on a structure �viz., Refs.
20–24�.

As shown earlier by the authors,1 there exists an opti-
mum frequency distribution for the oscillators in an energy
sink that enables it to rapidly absorb vibration energy from a
transiently excited structure and retain most of it.

This paper presents physical demonstrations of energy
exchange phenomenon between a simple structure and an
attached set of oscillators. Measurement results demonstrate
the viability of energy sinks and the significance of fre-
quency distribution of the oscillators.

II. EXPERIMENTS

The primary goal of the experiments described in the
following is to investigate the energy exchange process be-
tween a primary structure �in this case a rigid platform or a
flexible beam� and a set of oscillators attached to it, and to
demonstrate the performance of an energy sink. For an ideal
demonstration of energy exchange with an energy sink, nei-
ther the primary structure nor the attached set should have
any losses. However, the ubiquitous nature of inherent losses
in any physical system precludes building a prototype struc-a�Electronic mail: akay@cmu.edu
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ture and an energy sink that can oscillate indefinitely. Thus,
an important criterion in the design of experiments addresses
minimization of dissipation.

The number of oscillators used in an energy sink also
becomes important in circumventing the effect of losses
when investigating energy exchange. The larger the number
of oscillators in an energy sink, the more energy it absorbs
from the primary and the longer is the return time after
which energy may return to the primary structure.2 Presence
of damping reduces vibration amplitudes in long times, ob-
scuring investigation of whether or not energy returns from
the sink to the primary. Use of lower numbers of oscillators
reduces the return time, thus allowing better observation of
energy exchange. Also, using the same set of oscillators, but
with different frequency distributions, helps to bring out the
role of frequency distribution and to delineate the role of
inherent losses. The measurements, made using three differ-
ent experimental configurations reported in the following,
validate the concept of energy sinks and also demonstrate
how the energy absorption process depends on the frequency
distribution of the oscillators. In each of the configurations
described in the following, the mass ratio between the set of
oscillators and the primary structure always remains below
10%.

A. A set of pendulums attached to an oscillator

A steel block that can freely slide in an air bearing, and
attached to a pair of springs at one end, acts as the primary
structure. It carries at its free-end a set of 40–60 pendulums
suspended concentrically from a quasirigid beam as shown
in Fig. 1. Motion of the primary oscillator is in horizontal
plane and parallel to the small-amplitude motion of the pen-
dulums. The natural frequencies of the pendulums are se-
lected by varying their lengths. The uncoupled natural fre-
quency, �M, of the primary structure can be adjusted by
selecting the stiffness of the springs that anchor it to the
optical table on which the air bearing is mounted. Measure-
ments represent a range of natural frequencies �M that span
the band of pendulum frequencies as illustrated in Fig. 2,
which also shows the distribution of the uncoupled frequen-
cies of the 40-pendulum set.

Measurements were conducted by imposing an initial
displacement to the primary structure and recording the sub-
sequent acceleration, velocity, or displacement response of

the primary structure. Response measurements were made
using accelerometers and a laser-doppler velocimeter.

Representative velocity-time histories of the primary os-
cillator in response to an initial displacement of 30 mm are
shown in Fig. 3. Each response corresponds to a different
natural frequency of the primary oscillator, obtained by
changing the springs that anchor it but otherwise leaving the
system, including the attached set, unchanged. Each figure
compares the free-vibration of the primary block with and
without the attached set of oscillators, while maintaining the
same total mass. The differences in the decay rates among
the uncoupled free-vibration responses of the primary arise
from the different loss factors introduced by the springs used
for each case.

The measurements presented in Fig. 3 show unambigu-
ously a reduction of the primary structure response due to the
attached oscillators and the significance of the natural fre-
quency of the primary structure relative to those of the pen-
dulum set. As shown in Figs. 3�b�–3�g�, when its frequency
falls within the range of frequencies of the set, response of
the primary structure decays rapidly. In some cases, energy
exchange continues with some energy returning to the pri-
mary. However, Figs. 3�a� and 3�h� show that when the fre-
quency of primary falls near the limits of the same frequency
range, its response has similar characteristics as its free un-
coupled vibrations, although in this case its amplitude decays
at a faster rate due to additional dissipation through the pen-
dulums. In such cases the pendulums do not act as an energy
sink. These results are consistent with the analytical model
proposed by Carcaterra and Akay.2

The collective dynamic behavior of the pendulums is
just as instructive. During the first few cycles, when periodic
energy exchange is under way between the primary oscillator
and the attached set, the pendulums exhibit a coherent mo-
tion maintaining a wave-like configuration. During the latter
part, when the primary oscillator yields its energy, pendu-
lums appear to have a random phase distribution due to the
differences in their natural frequencies, as illustrated in
Fig. 4.

B. Flexible beams as oscillators

In the configuration shown in Fig. 5, the energy sink
consists of a set of cantilever beams, each constructed of

FIG. 1. �Color online� A primary mass that consists of a steel block in an air
bearing and a set of pendulums that act as an energy sink. FIG. 2. Frequency distribution of the pendulums in Fig. 1. The closed

squares indicate the uncoupled frequency �M of the primary mass corre-
sponding to the measurements in Fig. 3.
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steel wire and carrying a small mass, mounted on a structure
attached to the same air bearing described earlier. Such a
configuration permits easy modification of frequency distri-
bution of the oscillators by sliding the small masses along
the thin beams to obtain the desired frequency. Uncoupled
natural frequency of each oscillator is calibrated using an
optical sensor to measure its period.

Figure 6 shows the uncoupled free-oscillation response
of the block and one of the oscillators. The decay of ampli-

tude in each response represents the baseline value of the
inherent damping of the primary structure and the individual
oscillators.

Figure 7 shows different cases for the response of the
block where all oscillators in the energy sink have the same
frequency, but with three different values with respect to that
of the primary structure, the block. When the frequency of
the oscillators is close to that of the block, as expected, beats
develop. The observed decay of amplitude in the time do-
main results from the inherent damping in the system much
as the decay of free vibrations of the primary in Fig. 6.

Figure 8 shows the response of the block when the os-
cillators have a linear frequency distribution �with a constant
frequency difference ���. Consistent with the results of ear-
lier simulations,2 vibration energy returns to the block after a
return time determined by t*=2� /��, in this case 8 s. The
returned energy for the case of constant �� appears less
pronounced than expected, primarily due to the inherent
damping present in the physical system and the inexactness
of the frequencies of the attached pendulums, and thus ��
between them, which spreads the return times and brings its
performance closer to that by the optimum distribution. Fig-
ure 8 also shows the case when the oscillators have frequen-
cies that follow an optimum distribution.1 In this case the
returned energy is spread over time with a consequent reduc-
tion of its amplitude. Use of larger number of oscillators
produces similar but more effective energy absorption, with a
larger reduction in the amplitude of the primary.

FIG. 3. Response of the primary mass
in Fig. 1 with �dark� and without
�gray� the attached pendulums. Each
figure corresponds to a different un-
coupled natural frequency �M of the
primary structure obtained by using
springs that have different stiffness.
The differences in the decay of free
vibration amplitude result from the
different loss factors associated with
each spring pair. In each figure �M

represents the loss factor of the pri-
mary alone, and � represents the loss
factor of the primary with the attached
oscillators. In each case the mass ratio
is 9% and the frequency distribution of
the pendulums is unchanged, ranging
between 0.58 and 1.06 Hz. �a� fM

=1.07 Hz, �b� fM =0.97 Hz, �c� fM

=0.93 Hz, �d� fM =0.86 Hz, �e� fM

=0.79 Hz, �f� fM =0.72 Hz, �g� fM

=0.65 Hz, �h� fM =0.58 Hz.

FIG. 4. �Color online� Snapshots of pendulums following an initial displace-
ment provided to the primary mass. During the initial periodic energy ex-
change between the primary, pendulums maintain a coherent wave-like con-
figuration �left� and after a time when energy is retained mostly by the
pendulums.
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C. A flexible beam as a primary structure

The application described in this section involves reduc-
tion of vibration response of a continuous system with an
energy sink. The primary structure in this case consists of
two beams joined in a T-configuration as shown in Fig. 9.
The energy sink consists of an assembly of 100 thin beams
attached to the structure as shown in the figure. Each beam,
constructed of a thin steel wire, acts as an oscillator vibrating
primarily in its first mode. Second modes do not become
excited and, thus, have negligible effect on the response of
the structure. The lengths of the attached beams are selected
to produce an optimum distribution1 as shown in Fig. 10.

The inherent damping of the primary structure is evident
in the impulse response of the structure without the attached
oscillators as shown in Fig. 11�a�. Figures 11�b�–11�d� rep-
resent the impulse response of the same structure with the
attached oscillators. In each case, the primary structure has a
different uncoupled fundamental frequency but with the
same energy sink attached in the same position. The funda-
mental frequency of the primary structure is modified by
adjusting the length of the flexible beam. When the primary
structure frequency falls in the middle of the bandwidth of
the energy sink, most of its energy is absorbed by the set of
beam-oscillators that make up the energy sink. As the pri-
mary frequency approaches to the limits of the frequency
band of the sink, energy absorption decreases correspond-
ingly, similar to the pendulum responses in Fig. 3 and as
shown by the previous analytical results.1,2

The change in the frequency response of the primary
structure with and without the attached beams, given in Fig.
12, illustrates how the energy associated with the fundamen-
tal frequency of the primary structure spreads over the fre-
quency band of the energy sink.

In all of the cases shown above, the attached set of os-
cillators absorbs the vibratory energy from the primary struc-
ture and distributes it throughout the set. The response of the

FIG. 5. �Color online� Oscillators attached to the same primary structure
shown in Fig. 1 through a light-weight superstructure built on it. Each os-
cillator consists of a small mass attached to a steel wire that permits adjust-
ment of its natural frequency by changing the position of the mass on the
wire. The figures show sets of 24, 40, and 69 oscillators.

FIG. 6. Impulse response of the block
�left� without the attached oscillators
and that of an individual oscillator
shown in Fig. 5.

FIG. 9. �Color online� A primary structure that consists of two beams con-
nected in a T-configuration. Attached thin beams act as a set of oscillators
vibrating at their fundamental frequencies, which follow an optimum distri-
bution. Impulse excitation is applied at the point indicated by the arrow.
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FIG. 7. �Color online� Response of the
primary structure �block� with a set of
40 oscillators all with the same natural
frequency, effectively reducing the
system freedom to two degrees. In
each case the uncoupled natural fre-
quency of the block is fM =4.08 Hz.
From top the oscillators have a con-
stant frequency of fm=5.97, 4.08, and
3.16 Hz as indicated by the arrows.
The response in time domain shows
the expected beats.

FIG. 8. �Color online� Response of the same system shown in Fig. 6 but with linear and optimum frequency distributions. In both cases the vibration
amplitude of the block is reduced significantly. The optimum distribution �right� further reduces the response and spreads the energy over a larger set of
frequencies.
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primary structure shows both a reduction in amplitude and a
distribution of energy over a band of frequencies correspond-
ing to the oscillators within the energy sink.

III. CONCLUDING REMARKS

Experiments described in this paper demonstrate the vi-
ability of energy sinks corroborating previous analytical
results1 that show how a set of undamped linear oscillators
can absorb energy from a structure to which it is attached.

The three different configurations described earlier had
small enough inherent losses that allowed observation of en-
ergy exchange, albeit for finite time durations. Use of small

numbers of oscillators and changing the relative frequency of
the primary with respect to the frequency band of the set also
helped to demonstrate the role of frequency distribution on
energy exchange.

In addition to obscuring long-time observations in ex-
periments, damping in the attached oscillators can also re-

FIG. 10. �Color online� The lengths of the thin beams �bottom� in Fig. 9
produce fundamental frequencies �top� that follow the optimum distribution
that leads to maximum absorption of energy �Ref. 1�.

FIG. 11. �Color online� A comparison of the response of the primary structure shown in Fig. 9 without �a� and with �b�–�d� the attached oscillators. In �c� and
�d�, the fundamental frequency of the primary structure coincides with the lowest �30 Hz� and the highest �90 Hz� value in the frequency band of the
oscillators, respectively. In both �a� and �b�, the primary natural frequency is 60 Hz. The comparison clearly shows the effects of the attached thin beams.

FIG. 12. �Color online� A comparison of the response of the primary struc-
ture shown in Fig. 9 with and without the attached oscillators. The presence
of thin beam oscillators spreads the energy over their frequency band, re-
ducing the amplitude of the primary significantly.
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duce the effectiveness of the energy sink if it is high enough
to strongly couple the oscillators to the primary structure. As
long as these dissipation rates remain moderate, they do not
adversely affect the performance of energy sinks, but reduce
the vibration amplitude of the oscillators and that of the pri-
mary structure.

As expected, the oscillators with natural frequencies in
the neighborhood of that of the primary structure exhibit a
higher level of energy absorption than those with frequencies
away from it. Such high-amplitude oscillations can introduce
nonlinear behavior of the oscillators, which can have addi-
tional consequences on the energy exchange process. How-
ever, measurements with very low initial energy input pro-
duced results similar to those reported here suggesting
negligible effects due to the observed high-amplitude pendu-
lum oscillations.

The key to energy absorption observed here relates to
the frequency distribution of the oscillators in an energy sink.
In the transient cases considered here, the underlying physics
of energy absorption can be explained better in terms of en-
ergy trapping. The energy from an impulsively excited pri-
mary structure flows to the oscillators of the attached energy
sink. Once the attached oscillators begin to oscillate, the net
force they exert back on the primary structure, and thus the
net energy transferred back to the primary structure, becomes
inhibited as a result of their frequency distribution.2

The prototype system described here has analogies to
simple, tuned vibration absorbers. In both cases the attached
oscillators remove the vibratory energy from the primary
structure. However, unlike the tuned absorbers, the proposed
energy sinks also work under transient conditions and with-
out the need for fine-tuning to a particular frequency. Energy
sinks can function either as a substructure attached to or as
an integral part of a vibrating structure from which they can
absorb and retain vibrational energy.

Because energy sinks do not require conventional dissi-
pation strategies, they can be particularly useful in high tem-
perature or chemically hazardous environments where clas-
sical damping or vibration absorption techniques may not be
effective. Energy sinks present two advantages over the con-
ventional absorption and dissipation sources: they are par-
ticularly effective at low frequencies and under transient con-
ditions that are commonly found in large structures such as
naval vessels and those deployed in space and buildings.
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This paper addresses the construction, measurement, and analysis of two active segmented partition
arrays �ASP arrays� for use in active sound transmission control. The control objective for each
array was to actively minimize principal transmitting surface vibrations to induce high transmission
loss. The arrays incorporated four adjacent lightweight modules with composite single or double
leaves and small loudspeakers as actuators. A normal-incidence transmission loss measurement
system was developed to evaluate their performances under passive and active conditions.
Measurement results were compared to results for passive benchmark partitions and theoretical
predictions. Four decentralized single-error-input, single-output filtered-x controllers were used with
the arrays. They were shown to perform at least as well as a centralized multiple-error-input,
multiple-output controller, with good error signal reductions and stability. Scanning laser vibrometer
measurements confirmed the ability of the double-composite-leaf ASP to efficiently and globally
minimize its transmitting surface vibrations to produce high transmission loss. Its average
transmission loss over the active measurement bandwidth �30–290 Hz� was 56 dB—a full 34 dB
greater than that of the single-composite-leaf ASP. The work confirms that a properly configured
lightweight ASP can produce very high transmission loss through vibration control techniques.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2047348�
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I. INTRODUCTION

An active segmented partition �ASP� is a contiguous ar-
ray of interconnected modules or elements that are specifi-
cally configured and controlled to reduce sound transmission
between a source space and a receiving space. Several au-
thors have investigated ASPs in recent years for distinct
purposes.1–9 The authors of this paper have explored them
with the general aim of controlling sound transmission
through lightweight structures via efficient, global control
of transmitting surface vibrations.10–17 One recent
investigation16 explored background and basic concepts of
ASP design and use, focusing on modeling, theoretical
analysis, and numerical transmission loss predictions for four
individual module configurations. Two modules involved
single-composite-leaf �SCL� configurations and two involved
double-composite-leaf �DCL� configurations. Each was con-
sidered a candidate to fulfill one or more design and perfor-
mance criteria established earlier.10 Analytical and numerical
results predicted that the two DCL arrangements would pro-
vide much greater transmission loss than the two SCL ar-
rangements. However, only one of the DCL configurations
�configuration 4 of Ref. 16� incorporated specialized seg-
mentation and isolation to reduce coupling between adjacent

partition modules. These characteristics were expected to en-
hance the effectiveness of the configurations in extended ar-
rays using simple decentralized controllers.

A recent experimental study17 validated the modeling
and theoretical predictions for two individual modules from
Ref. 16: configuration 2 �a SCL arrangement� and configu-
ration 3 �a DCL arrangement�. Experimental testing of con-
figuration 1 �a SCL arrangement� and configuration 4 �a DCL
arrangement�, and evaluations of arrays of modules then be-
came primary focuses of the present work. Because arrays of
modules more closely represent practical ASPs, their distin-
guishing characteristics must be carefully considered.

Two experimental ASP arrays were designed and con-
structed for this investigation. Both consisted of four adja-
cent lightweight modules in square patterns. A normal-
incidence transmission loss measurement system was also
built for their evaluation. The properties of the arrays were
determined under passive and active conditions and com-
pared to theoretical predictions and properties of passive
benchmark partitions. Scanning laser vibrometer measure-
ments demonstrated the ability of the DCL arrangement to
efficiently and globally minimize its transmitting surface vi-
brations.

The investigation also compared the normal-incidence
transmission loss performance of the DCL ASP with that of
the SCL ASP. It explored behaviors of decentralized �decou-
pled� and centralized �coupled� adaptive controllers in con-a�Electronic mail: tim�leishman@byu.edu
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junction with the arrays.18 While the experimental arrays pri-
marily used multiple single-error-input, single-output
�multiple SISO or MSISO� filtered-x controllers, the DCL
ASP also used a centralized multiple-error-input, multiple-
output �MIMO� filtered-x controller for comparison.

The following sections discuss the apparatuses, tech-
niques, and challenges associated with the evaluations. They
also present key experimental results, draw pertinent conclu-
sions, and provide recommendations for further research.

II. EXPERIMENTAL METHODS

The experimental methods used in this work were gen-
erally similar to those described in Ref. 17. However, many
of the specific measurement apparatuses and capabilities
were different. The transducers and electronics also varied in
types and numbers. The following sections outline several
details of the experimental approach.19

A. Normal-incidence measurement system

The normal-incidence measurement system is depicted
in Fig. 1, with an arbitrary partition �ASP array or passive
benchmark partition� positioned between the source
and receiving tubes. The square tubes were basically
identical in construction, with 47.6 cm�47.6 cm interior
cross-sectional dimensions and 244 cm nominal lengths.
Their walls were constructed of two laminated layers of
1.9-cm-thick medium density fiberboard �MDF�.

The primary source shown to the left of the source tube
was an NHT 1259 loudspeaker �25.4 cm effective radiating
diameter� that was front mounted on a double-walled sealed
enclosure. All sections of the measurement system were con-
structed with undersized male and oversized female ends for
convenient interconnection and isolation. Thick resilient
double gaskets and adjustable clamps produced required air-
tight seals. The overall length of the entire plane-wave tube
system was approximately 9 m, although its exact length de-
pended upon the particular partition under evaluation.

To limit the fields incident upon partitions to normally
propagating plane waves, the source tube was consistently
driven below the cutoff frequency of its first cross mode
�approximately 360 Hz�. At sufficient axial distances from
the primary source and partition, the total upstream and
downstream fields were accordingly dominated by plane
waves. However, because residual effects of the first cross

mode20 or corruption due to vibrating tube walls became
conspicuous in the measured field above 290 Hz, this latter
frequency was considered the maximum plane-wave fre-
quency of interest.

Most experimental partitions measured in the system
produced boundary conditions that yielded significant axial
source tube resonances. To address resulting measurement
problems, the source loudspeaker was driven more vigor-
ously at some frequencies �i.e., near tube antiresonance fre-
quencies� than at others �i.e., near tube resonance frequen-
cies�. Because of its inconsistent vibration amplitude,
structure-borne or air-borne flanking transmission often be-
came more conspicuous near the source tube antiresonance
frequencies. The tube walls were significant paths in flanking
transmission at these and other frequencies.

As shown in Fig. 1, the receiving tube was bounded by
a large anechoic termination. It was an inverted pyramidal
structure cut from blocks of 25.6 kg/m3 open-cell polyure-
thane foam rubber. When assembled, it tapered from a
47.6 cm�47.6 cm opening to a central point over a
180.3 cm span. The base behind the point was a
25.4-cm-thick continuous extension of the wedge pieces,
backed by a 38.1-cm-thick air cavity filled with layers of
fiberglass insulation and open-cell polyurethane foam rubber.
The cavity was capped with a rigid plug consisting of two
laminated layers of 1.9-cm-thick MDF. The overall absorp-
tive length of the termination was approximately 244 cm. Its
measured cutoff frequency was about 45 Hz, but its absorp-
tion coefficient exceeded 0.7 down to nearly 10 Hz.21

B. ASP arrays

As indicated earlier, the first experimental ASP array
consisted of a cluster of four adjacent SCL modules in a
square pattern. The second consisted of a similar pattern of
DCL modules. Both used Aura AS4-75-8 FR moving-coil
loudspeakers as actuators. The drivers were designed with
radially oriented neodymium magnet structures that permit-
ted compact size, relatively low total mass �214 g�, and rea-
sonable low-frequency output. Their diaphragm dust domes
were coated with several layers of epoxy to provide suffi-
ciently rigid surfaces for accelerometer mounting. The fol-
lowing sections consider the design and construction of the
two arrays in greater detail.

FIG. 1. A system for measuring
normal-incidence transmission losses
of test partitions �shown with an arbi-
trary partition positioned between the
source tube and receiving tube�.
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1. Single-composite-leaf „SCL… array

Figure 2 illustrates the SCL array in a cutaway side view
that exposes two of the four modules. It also shows the in-
terconnection of the array to the source and receiving tubes.
Photographs of the array, taken from both the source side and
transmitting side, are shown in Fig. 3. The actuators were
mounted and sealed within centered 9.3-cm-diam openings
of square resiliently suspended support panels. The panels
were lightweight aluminum honeycomb sandwich construc-
tions with dimensions of 20.9 cm�20.9 cm�1.6 cm
�H�W�D� and average net masses of 87 g. They were
stiffness controlled over the bandwidth of interest, exhibiting
an average fundamental bending mode resonance frequency
of about 940 Hz with no surround or actuator attached �i.e.,
with free boundary conditions�. When these elements were
attached, the frequency dropped slightly to approximately
865 Hz.

The panels were centered and resiliently attached within
22.9 cm�22.9 cm openings of an MDF frame using square
half-roll compressed foam-rubber surrounds. They effec-
tively behaved as large finite impedance interstices.16 The
1.9-cm-thick MDF frame elements might also be termed in-
terstices, but their large stiffnesses and small cross-sectional
areas were expected to have very little effect on sound trans-
mission.

The rear portions of the actuator magnet structures were
firmly attached to perforated circular disks that were sus-
pended from perforated support structures with porous sec-
ondary suspensions �spiders�. These suspensions and the ac-
companying supports were intended to be acoustically
unobtrusive over the frequency range of interest. The pri-
mary function of the spiders was to operate in conjunction
with the support panel surrounds to produce spaced dual sus-
pensions that helped constrain translational rigid-body mo-
tion of the support panels.

As a rule-of-thumb, half of the flexing surface areas and
masses of the suspensions were added to the surface areas
and masses of the support panels for numerical predictions of
array behaviors. The other halves were added to the presum-
ably rigid MDF interstices. The net masses of the actuators
�their total masses minus the moving masses of their dia-
phragm assemblies�, the masses of the perforated secondary
suspension mounting disks, and the masses of various adhe-
sives were also added to the masses of the support panels to
yield an average moving mass of approximately 340 g. This
mass and the actuator diaphragm mass could vary slightly,
depending upon accelerometer mounting and other condi-
tions.

The array was intended to be tested in both its passive
and active modes. The passive mode involved open-circuited
actuator terminals, whereas the active mode involved the
minimization of all normal actuator diaphragm accelerations.

2. Double-composite-leaf „DCL… array

Figure 4 shows a cutaway side view of the DCL array.
Once again, each module of the array included a circular

FIG. 2. A cutaway side view of the SCL ASP array. The view exposes two
of the four adjacent modules with accelerometers mounted to the actuator
dust domes. The array is connected to the source and receiving tubes via
resilient airtight gaskets.

FIG. 3. Photographs of the experimental SCL array. �a� Source side. �b�
Transmitting side.
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moving-coil actuator surrounded by a square resiliently sus-
pended support panel. In fact, the SCL array was an integral
part of the DCL array. The photograph in Fig. 5 shows the
actuator section being joined to the transmitting diaphragm
section. In this arrangement, the actuators drove isolated
rectangular cavities with passive transmitting diaphragms on
the opposite sides.

The transmitting diaphragms were lightweight alumi-
num honeycomb sandwich panels similar in fabrication to
the actuator support panels. They were centered and resil-
iently attached within 22.9 cm�22.9 cm openings using
similar half-roll compressed foam rubber surrounds. Perfo-
rated 0.8-mm-thick aluminum fins were attached in a cross-
ing pattern to the back faces of the panels. They extended
perpendicularly from the panels to thin perforated circular
aluminum plates, which in turn were connected to spaced
secondary suspensions �spiders�. The fins were mounted to
the panels along the crossing nodal lines of their first bend-

ing modes to help reduce mechanical excitation of those
modes. The spiders were similar to those used in the SCL
array and were again intended to help constrain translational
piston-like motion of the transmitting diaphragms. Photo-
graphs of the transmitting diaphragm sections, taken from
both the cavity and transmitting sides, are shown in Fig. 6.

The transmitting diaphragms were stiffness-controlled
over the bandwidth of interest, exhibiting an average funda-
mental bending mode frequency of approximately 1020 Hz
with all elements attached. Accounting for the masses of the
fin structures, one half the masses of the suspensions, and the
masses of adhesives, the average total moving mass of a
transmitting diaphragm assembly was approximately 185 g.
This mass could also vary slightly, depending upon acceler-
ometer mounting and other conditions.

The DCL array was intended to be tested in both its
passive mode �actuator terminals open-circuited� and in its
active mode �normal transmitting diaphragm accelerations

FIG. 4. A cutaway side view of the DCL ASP array. The view exposes two
of the four adjacent modules with accelerometers mounted to the actuator
dust domes and passive transmitting diaphragms. Cavity microphones are
positioned behind the transmitting diaphragm surrounds. The actuator and
transmitting diaphragm assemblies are joined by a resilient airtight connec-
tion.

FIG. 5. A photograph of the experimental DCL array, being formed by
joining the SCL actuator array to the passive transmitting diaphragm array.

FIG. 6. Photographs of the transmitting diaphragm array portion of the
experimental DCL array. �a� Cavity side. �b� Transmitting side.
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minimized�. Acoustic pressures at positions within the mod-
ule cavities could also be directly minimized through active
control. However, the results produced by this scheme were
very similar at low frequencies to those produced by the
acceleration control scheme. This paper reports only the lat-
ter.

C. Passive benchmark partitions

Several passive benchmark partitions were developed to
validate the performances of both the measurement system
and the ASP arrays. Five structures were used for this pur-
pose: �1� an open tube �no partition in place�, �2� a light-
weight single-leaf partition segmented into four modules, �3�
a massive single-leaf partition filled with concrete, �4� a mas-
sive single-leaf partition filled with sand, and �5� a massive
double-leaf partition consisting of both the concrete-filled
and sand-filled leaves with various leaf spacings.

The measured transmission loss of the first benchmark
“partition” �open tube� had an average value22 of less than
0.3 dB over the passive measurement bandwidth
�20–290 Hz�. It gradually rose from very small values
��0 dB� at lower frequencies to around 2 dB at higher fre-
quencies. The simple arrangement was tested to verify the
ability of the system to measure very small transmission
losses and to quantify system losses.

The second benchmark partition �segmented single-leaf
partition� was the isolated passive transmitting diaphragm
section of the DCL ASP array �see Fig. 6�. The measured
transmission loss for the partition is shown in Fig. 7, along
with a theoretical prediction. The theoretical curve is based
on modeling results from Refs. 13 and 16, the average mov-
ing diaphragm mass of the modules, the effective suspension
compliance �derived from the mass and the 28 Hz resonance
frequency�, and an effective suspension resistance �derived
from the transmission loss at resonance�.23 As suggested ear-
lier, it assumes that the effective transmitting surface areas of
the modules incorporate the inner flexing halves of their sur-
rounds. The outer halves are treated as though they formed
portions of the presumably rigid surrounding interstices.

The third benchmark partition was constructed using
spaced MDF panels that spanned the partition cross section

to form a 15.2-cm-thick cavity that was filled solid with con-
crete. The overall partition mass was approximately 85 kg.
The fourth benchmark partition was similar to the concrete-
filled partition, but it had a 10.2-cm-thick cavity filled with
dry sand. Its overall mass was approximately 40 kg. The fifth
benchmark partition provided the highest passive transmis-
sion loss. It consisted of a double-leaf structure involving
both the concrete-filled and sand-filled leaves, with varying
spacings and interconnections. The spacings included �1� a
minimal separation of approximately 1 cm �provided only by
compressed resilient gaskets�, �2� a moderate separation of
approximately 17 cm �provided by a spacer and resilient gas-
kets�, and �3� a wide separation of approximately 175 cm
with no direct structural connection. For the first two spac-
ings, the adjustable gasket compression clamps could be con-
figured with or without resilient rubber pads between their
sections.

As detailed in Ref. 13, these massive benchmark parti-
tions produced transmission loss curves that followed theo-
retical predictions to an extent. They also revealed measure-
ment system limitations. Analyses showed that the system
was capable of measuring partition transmission losses up to
about 60 dB—except between 155 and 190 Hz, and above
225 Hz. In these isolated regions, flanking transmission re-
duced the reliability of measured values greater than about
45 dB. Interesting transmission loss anomalies were consis-
tently found in regions near 175 and 245 Hz, both of which
were axial antiresonance frequencies of the source tube.
Measurements of partitions with very high transmission loss
could produce higher values �at some frequencies� than those
indicated. However, because much higher values could have
been corrupted �e.g., from downstream interference produced
by multiple transmission paths�, they were generally consid-
ered with a degree of uncertainty.

D. Transducers

Small Kistler and PCB Piezotronics accelerometers were
used to measure normal accelerations of several vibrating
surfaces: actuator diaphragms, actuator support panels, and
passive transmitting diaphragms. The accelerometers were
wax mounted to these surfaces and, with the exception of the
actuator support panels, were positioned at their cross-
sectional centers. In the case of the actuator support panels,
they were mounted just outside the actuator diameters.

Up to eight Sennheiser KE 4-211-2 electret microphones
�with custom amplifiers, power supplies, and housings� were
used for multichannel measurements at key positions in the
measurement system. The closeup view of the transmission
loss measurement system in Fig. 8 shows holes drilled into
the tops of the source and receiving tubes to accept relatively
calibrated microphone pairs with 39.2 or 85.8 cm spacings.
The upstream and downstream fields could then be decom-
posed following the two-microphone transfer function
technique24–26 for assessment of key partition properties
within specified bandwidths and error constraints.27 Another
microphone was positioned in a hole approximately 2 cm
from the source-side face of each partition to provide a ref-
erence pressure signal for automatic level adjustment of the

FIG. 7. The measured transmission loss for the passive transmitting dia-
phragm array. The measured curve is plotted against a theoretical prediction.
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swept sine wave stimulus used to drive the source
loudspeaker.17 As suggested in Fig. 4, four additional micro-
phones were used to probe acoustic pressures within the
cavities of the DCL ASP array. Signals derived from the
microphones were used for simple monitoring purposes or to
provide alternative error signals. When microphones and
housings were removed from any of the holes in the system,
they were replaced with airtight plugs. Brüel & Kjær model
4135 microphones �with 2633 preamplifiers and 2801 or
2803 power supplies� were also used for some measurements
and as relative calibration standards for the Sennheiser mi-
crophones.

A Polytec PSV-200 scanning laser Doppler vibrometer
system was used to measure transmitting normal surface vi-
brations of the DCL ASP. It generated operating deflection
shapes28 that increased understanding of transmitting surface
behaviors. Additional details of its use are given in Sec. II F.

E. Electronics

While the electronics used in the experiments were simi-
lar to those described in Ref. 17, several of their functions
were duplicated because of the increased number of con-
trolled channels. A Hewlett-Packard 3566A PC Spectrum/
Network analyzer was expanded to 16 channels. Three
Krohn-Hite 3364 filter/amplifier sets �four channels each�
were used instead of one. An Adcom GFA-555 power ampli-
fier was used to drive the source loudspeaker, freeing four
channels of a Luxman M-111 amplifier to drive the module
actuators. Only a single dbx 1046 quad compressor/limiter
was available, so it was used only to process the controller
reference signal—not the four module error signals.

As indicated earlier, multiple single-error-input/single-
output �MSISO� and multiple-error-input/multiple-output
�MIMO� filtered-x controllers were used with the ASP ar-
rays. Both utilized only a single reference signal derived
from the signal driving the source loudspeaker amplifier.
Both were implemented using a Spectrum DSP96002 system
board �based on the Motorola DSP 96002 digital signal pro-
cessor� and multichannel Spectrum I/O boards. While cen-
tralized multichannel controllers are commonly used in ac-
tive noise control applications, a key objective of this
research was to develop an ASP capable of achieving very
high transmission loss over a broad bandwidth using mul-

tiple single-channel controllers. This was motivated by the
expectation that individually packaged single-channel con-
trollers could provide simplified local control for each mod-
ule and thereby increase the practicality of large ASP arrays.
Because the DCL ASP array was expected to produce very
high transmission loss, its ability to utilize the MSISO con-
trollers was of particular interest.

A sufficient condition for stable operation of such decen-
tralized controllers29 requires that the sum of cross-coupling
control path transfer function moduli not exceed the direct
control path transfer function modulus for any given module.
Figure 9 shows these two frequency-dependent functions for
one module of the array. �Because of array symmetry, plots
for the other three modules were nearly identical.� The two
curves reveal that the sufficient condition for stable MSISO
control is met, except perhaps near 140, 206, and 272 Hz
�near specific axial source tube resonance frequencies�, and
below about 20 Hz. In other words, the multichannel control
path coupling matrix is diagonally dominant, except in these
very limited spectral regions. Nevertheless, because the
stated conservative condition is a sufficient but not necessary
condition for guaranteed stability, the chances for successful
operation across the entire bandwidth remained high.

F. Measurement capabilities and limitations

Because transducer calibration, signal derivation, signal
conditioning, and postprocessing of data were conducted in
manners similar to those described in Ref. 17, many of the
capabilities and limitations of the experimental approach
were also similar. However, several important distinctions
arose in this investigation. The longer anechoic termination
and wider microphone separation distances enabled lower
frequency measurements. On the other hand, the square
cross-sectional areas of the arrays and source and receiving
tubes were much larger than those of their circular counter-
parts in the previous work. The highest measurement fre-
quency was therefore much lower. Nevertheless, because the
low-frequency capabilities of active partitions are of most
practical interest, this limitation posed no serious problem.
The more important consequence of the size and materials of
the system related to an increase in flanking transmission.

FIG. 8. A closeup view of the normal-incidence transmission loss measure-
ment system near the arbitrary test partition. The drawing shows various
microphone positions used in the measurements. FIG. 9. The direct control path transfer function modulus and sum of cross-

coupling control path transfer function moduli for one module of the DCL
array.
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The passive benchmark partitions discussed in Sec. II C
had a variety of characteristics that helped establish the
maximum bandwidth and transmission loss capabilities of
the system. Through other measurements, the electroacoustic
signal-to-noise ratio of the system was found to have an av-
erage value of approximately 87 dB and a minimum value
no lower than 73 dB.13 Electronic crosstalk was consistent
with that discussed in Ref. 17. Neither of these concerns
posed a limitation for most transmission loss measurements.

The scanning laser vibrometer measurements were only
performed for the DCL ASP to verify that its transmission
loss performance was in fact a by-product of efficient global
control of transmitting surface vibrations. Furthermore, only
a single transmitting diaphragm, its surrounding suspension,
and interstice were measured as a representative sampling of
the entire array. The receiving tube was removed from the
measurement system to allow optical access to these trans-
mitting surfaces. The vibrometer scanning head was posi-
tioned approximately 1.4 m away from the array. To enhance
laser light detection by the head, the transmitting surfaces
were coated with white �optically reflective� powder. The
vibrometer system was then programmed to sequentially
measure the surface vibrations at the 256 scan points indi-
cated in Fig. 10. Using the measured results, the system gen-
erated surface plot animations representing time-harmonic
structural responses �operating deflection shapes� of the sur-
faces. These responses were determined at different frequen-
cies, in both passive and active states. During the measure-
ments, the array frame was no longer sandwiched between
the source and receiving tubes. It could thus vibrate against
the resilient source tube gaskets with greater freedom than
usual.

G. Other experimental challenges

Some of the experimental challenges discussed in Ref.
17 were again encountered with the measurements of this
work. Simultaneous dynamic range requirements of the
adaptive controllers and measurement systems had to be
carefully addressed. Adaptive controller tracking of swept
sine wave stimuli also remained a consistent challenge.

However, flanking transmission became the matter of more
serious concern as the larger experimental measurement sys-
tem exacerbated its effects. Construction of sufficiently rigid
and massive source and receiving tubes was difficult because
of several practical constraints. Efforts were made to mea-
sure mechanical properties of their materials, fabricate rigid
and massive walls, and provide resilient connections be-
tween adjacent tube sections and the floor beneath. However,
the inherent structural characteristics of the large, flat tube
surfaces made it difficult to minimize their vibrations suffi-
ciently.

Another experimental challenge involved the difficulty
of constraining sufficient translational piston-like motions of
the ASP actuator support panels and the passive transmitting
diaphragms. Even if these aluminum honeycomb sandwich
panels were assumed to behave as perfect rigid bodies, non-
uniformities in their spaced dual suspensions could have pro-
duced rotational components of vibration. Significant effort
was expended to create suspensions that helped constrain
translational motions, but both physical and fabrication limi-
tations bounded their capabilities. Additional design effort
and more precise manufacturing might have improved their
behaviors.

III. RESULTS

A. Single-composite-leaf „SCL… array

The SCL array depicted in Figs. 2 and 3 was first evalu-
ated in its passive mode, with all actuator terminals open
circuited. It was subsequently evaluated when the normal
accelerations of its actuator diaphragms were minimized
through MSISO adaptive control �see Sec. II E�. This section
considers error signal reductions achieved in the latter state
then presents the normal-incidence transmission losses mea-
sured in both states.

The error signal attenuations measured for each of the
four modules were very similar. The average attenuation is
plotted in Fig. 11 as a function of frequency. The frequency-
averaged value of this curve over the controlled measure-
ment bandwidth �30–290 Hz� was 50 dB. The steep drop to
relatively poor attenuation below 50 Hz was likely caused by
actuator nonlinearities below their resonance frequencies.
The actuators were not effective below about 30 Hz.

FIG. 10. Transmitting surface scan points for the scanning laser vibrometer
measurement of one DCL array module.

FIG. 11. The average normal acceleration error signal attenuation for the
four actuator diaphragms of the SCL array.
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Measured normal-incidence transmission losses of the
array are plotted in Fig. 12 for both passive and active con-
trol conditions. They are also plotted against theoretical pre-
dictions based on analytical results,16,30 as well as published,
measured, and estimated parameter values.23 In the passive
mode, the array produced an average transmission loss of
approximately 17 dB over the measurement bandwidth
�20–290 Hz�. The curve exhibits a small dip to 12 dB cen-
tered at 30 Hz and a much deeper dip to 7 dB centered at
63 Hz �near the resonance frequency of the accelerometer-
loaded actuators�. The array appears to be mass-controlled
above 63 Hz, with a consistent rise in transmission loss of
approximately 6 dB per octave. It agrees reasonably well
with theoretical predictions. Once the normal accelerations
of the actuator diaphragms were actively minimized, trans-
mission loss noticeably increased over most of the measure-
ment bandwidth. Over the controlled bandwidth, the average
transmission loss was 22 dB. The resulting curve demon-
strates a consistent increase of approximately 6 dB per oc-
tave at higher frequencies. It also agrees well with theoretical
predictions.

B. Double-composite-leaf „DCL… array

The DCL array depicted in Figs. 4 and 5 was similarly
evaluated with all actuator terminals open circuited, then
with its normal transmitting diaphragm accelerations mini-
mized through adaptive control. The control was alternately
implemented using the MIMO and MSISO controllers �see
Sec. II E�. This section first investigates error signal reduc-
tions, controller convergences, and observed stability for the
two schemes. It subsequently presents normal-incidence
transmission losses for the array and compares them to those
of the massive benchmark partitions and the SCL array. It
then concludes with a discussion of scanning laser vibrome-
ter measurements.

1. Error signal reduction, controller convergence, and
stability

Similar error signal attenuations were again measured
for each of the four modules. Average attenuations produced
by the MIMO and MSISO schemes are plotted in Fig. 13 as

a function of frequency. Under MIMO control, attenuations
varied from 20 to 58 dB, with a frequency-averaged value of
36 dB over the controlled measurement bandwidth. Notable
declines in attenuation were evident above and below
100 Hz. Attenuation under MSISO control varied from 22 to
more than 60 dB, producing a frequency-averaged value of
42 dB—a full 6 dB greater than that produced by the MIMO
controller. It exhibited notable improvement in attenuation
below 60 Hz and between 135 and 280 Hz. In some cases,
the improvement was greater than 15 dB. Outside these
bandwidths, the two control schemes performed on par with
one another.

It is worthwhile to consider the mechanism by which the
transmitting diaphragm accelerations were minimized. As
discussed in Ref. 16, the net volume velocities into the mod-
ule cavities were expected to approach zero. To validate this
prediction for a single module, the normal acceleration of an
actuator diaphragm and that of its surrounding support panel
were measured in the actively controlled state using rela-
tively calibrated accelerometers. The volume velocities of
the elements were then estimated from these measurements
and the effective radiating surface areas �including pertinent
surround halves�. �The estimation assumed that the surfaces
behaved as ideal translational pistons.� Relative levels and
phases of the computed volume velocities varied slightly
over frequency. However, when averaged over the controlled
measurement bandwidth, the levels were within 0.7 dB and
the phase difference was 162 degrees. Thus, although the
agreement between the theoretical prediction and these rough
experimental measurements was not exact, the primary
mechanism for controlling normal transmitting diaphragm
motion was basically validated.

The convergence behaviors of the two adaptive control
systems were measured near source tube resonance and an-
tiresonance frequencies for comparison. Figure 14 shows
typical error signal convergences for all channels of the
MIMO controller at 65 Hz �near the resonance frequency of
70 Hz�. The relatively long 20 s convergence time was com-
mon near many of the source tube resonance frequencies. It
is immediately evident from the plots that the convergences
of all modules were in unison, as expected for the MIMO

FIG. 12. Measured transmission losses for the SCL array in its active and
passive states. The measured curves are plotted against theoretical predic-
tions.

FIG. 13. Average normal acceleration error signal attenuations for the four
transmitting diaphragms of the DCL array under MSISO and MIMO con-
trol.
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controller. Several oscillatory cycles were required to reach
the final steady-state condition that minimized the sum of
mean-square-error values.

Figure 15 shows initial convergence plots for the MIMO
controller operating at 100 Hz �near the antiresonance fre-
quency of 105 Hz�. In this case, the convergence time was
only 2 s. Convergence of all channels was again simulta-
neous, but it proceeded with minimal oscillation and yielded
notably smaller residual mean-square error values.

Initial convergence characteristics for the MSISO con-
trollers were also investigated at these same two frequencies.
Figure 16 shows typical convergence plots at 65 Hz. It is
obvious from the plots that the modules did not generally

converge in unison. Several oscillatory cycles were again
required to reach the final steady state conditions that mini-
mized individual mean-square-error values. The residual er-
ror signals were relatively small in comparison to those pro-
duced by the MIMO controller at this frequency. The
convergence times for the various modules varied from
16 to 37 s, with an average of about 25 s. Although conver-
gence parameters of the four SISO controllers were identical,
different initial coefficient values for their passive on-line
system identification algorithms may have affected indi-
vidual convergence times.

The MSISO convergences at 100 Hz are shown in Fig.
17. They proceeded with few oscillatory cycles, producing

FIG. 14. Initial error signal convergences for the four channels of the
MIMO controller when controlling the DCL array at 65 Hz �near the source
tube resonance frequency of 70 Hz�. The adaptation process begins at time
approximately equal to 1 s.

FIG. 15. Initial error signal convergences for the four channels of the
MIMO controller when controlling the DCL array at 100 Hz �near the
source tube antiresonance frequency of 105 Hz�. The adaptation process
begins at time approximately equal to 1 s.

FIG. 16. Initial error signal convergences for the four SISO controllers
when controlling the DCL array at 65 Hz �near the source tube resonance
frequency of 70 Hz�. The adaptation process begins at time approximately
equal to 1 s.

FIG. 17. Initial error signal convergences for the four SISO controllers
when controlling the DCL array at 100 Hz �near the source tube antireso-
nance frequency of 105 Hz�. The adaptation process begins at time approxi-
mately equal to 1 s.
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convergence times between 2.5 and 4 s, and an average of
about 3 s. Residual steady state error signals were again rela-
tively small.

In addition to the convergence characteristics just con-
sidered, the stability and robustness of the controllers were
matters of concern. From this standpoint, the initial conver-
gence plots of Figs. 14–17 are somewhat misleading. Al-
though the MIMO controller did converge well at most fixed
frequencies, it had difficulty tracking the swept sine wave
stimulus in certain spectral regions �e.g., near the first source
tube resonance frequency of 70 Hz� with sufficient stability.
In such problematic regions, the MIMO controller would of-
ten appear to converge after a long period, only to become
unstable and diverge sometime later. Yet there was no indi-
cation that the control path transfer function matrix was ill
conditioned for MIMO control at these or any other frequen-
cies within the controlled measurement bandwidth.31 It thus
became necessary to adjust convergence parameters to suffi-
ciently slow and guarantee convergence with changing
stimulus frequencies. Invariably, the MSISO controllers were
more stable than the MIMO controller under these same con-
ditions. As shown earlier, their error signal attenuations were
also generally superior.

The stability of the MSISO controllers was investigated
under other circumstances of practical interest. The behav-
iors of the converged controllers were observed when control
signals supplied to one or more of the array actuators were
abruptly disconnected. These behaviors might be considered
representative of their behaviors in applications wherein one
or more ASP modules became unexpectedly disturbed.
Again, these characteristics were monitored near axial reso-
nance and antiresonance frequencies of the source tube. In
every case tested, slight disturbances were noted in the other
module error signals, but the controllers remained stable and
quickly reconverged �i.e., in less than 1 s�.

2. Normal-incidence transmission losses

Normal-incidence transmission losses of the DCL ASP
are plotted in Fig. 18 for the one passive and two active
conditions. The passive curve is also plotted with good

agreement against a theoretical curve determined from ana-
lytical results,16,30 as well as published, measured, and esti-
mated module parameters.

In the passive mode, the array behaved much like a
double-leaf partition. It exhibited a fundamental resonance
frequency at about 17 Hz and something similar to a mass-
air-mass resonance frequency at about 108 Hz. The partition
appeared to be stiffness controlled below 17 Hz and pro-
duced an increase in transmission loss of slightly more than
18 dB per octave above 108 Hz. The average transmission
loss over the measurement bandwidth was 22 dB.

Under MIMO transmitting diaphragm acceleration con-
trol, the average transmission loss over the controlled band-
width �30–290 Hz� rose to 55 dB. However, the curve did
exhibit several notable undulations. The minimum measured
value was 41 dB, whereas the maximum measured value was
66 dB, pushing the measurement capabilities discussed in
Sec. II C.

Under MSISO control, the average transmission loss
over the controlled measurement bandwidth was 56 dB. This
was a 33 dB improvement over that produced by the passive
mode. Between 30 and 150 Hz the average improvement
was 47 dB. Once again, the controlled transmission loss
curve had no specific trend over frequency. In similarity to
the MIMO control case, there was a prominent dip to a value
of 42 dB centered at 38 Hz and other dips to values near
45 dB surrounding the source tube antiresonance frequencies
of 175 and 245 Hz. The minimum measured transmission
loss was 42 dB and the maximum was again 66 dB.

3. Transmission loss comparisons

To better understand the transmission loss characteristics
under active control, it is worthwhile to make a few impor-
tant comparisons. Because MSISO control produced slightly
better performance, it alone is considered in this discussion.
Measured results for the massive double-leaf benchmark par-
tition �see Sec. II C� and the SCL array are used as standards
of comparison.

The transmission loss for the active DCL array is again
plotted in Fig. 19 against two measured transmission losses
for the massive benchmark partition with both concrete and

FIG. 18. Measured transmission losses for the DCL array in its active and
passive states. The two active states involve either MSISO control or MIMO
control. The passive transmission loss is plotted against a theoretical predic-
tion.

FIG. 19. Measured transmission loss for the DCL array under MSISO con-
trol. The curve is plotted against measured transmission losses for the mas-
sive double-leaf benchmark partition �concrete and sand-filled leaves� with
two spacing and interconnection conditions.
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sand-filled leaves. The first benchmark measurement was
made with the spacer and resilient clamping between leaves;
the second was made with no spacer and firm clamping. The
actively controlled array appears to perform on par with the
much more massive benchmark partition in its two embodi-
ments. �Recall from Sec. II C that transmission loss values
much greater than 60 dB are considered to be uncertain.�
When averaged over the controlled measurement bandwidth,
the transmission loss of the array is basically equal to that of
the benchmark partition involving the spacer and resilient
clamping. In some spectral regions �e.g., near the benchmark
low-frequency resonance dip� it performs better, but in other
regions it performs worse. The ASP array produces an aver-
age 6 dB transmission loss improvement over that of the
benchmark partition with small spacing and firm clamping. It
performs much better than the structure between 40 and
120 Hz, the general region of its resonance dip. The array
might have performed even better at the lowest control fre-
quencies had the actuators not exhibited an increase in non-
linear behavior below 50 Hz. Limitations in controller per-
formance may have produced other deficiencies. Based on
the discussion in Sec. II C, it is also possible that flanking
transmission limited the measurable transmission loss values
for the array over much of the measurement bandwidth.

Additional insights follow from direct comparison of the
DCL and SCL array transmission losses, as measured in their
passive and active states. Figure 20 shows that the active
DCL array consistently produced much higher transmission
loss than the active SCL array, but its improvement was gen-
erally greater at lower frequencies than at higher frequencies.
Within the controlled measurement bandwidth, the average
improvement was 34 dB. The maximum improvement was
51 dB at 66 Hz and the minimum improvement was 16 dB at
269 Hz. Thus, although the objective of controlling normal
principal transmitting surface vibrations was the same for
both arrays, a dramatic increase in transmission loss perfor-
mance was accomplished through a simple configurational
change.

4. Scanning laser vibrometer measurements
of transmitting surfaces

Normal vibrations of the DCL array transmitting sur-
faces were measured using the Polytec scanning laser vibro-

meter as discussed in Secs. II D and II F. Point-by-point
measurements �see Fig. 10� were taken at 100 and 200 Hz in
the passive state and in the active state produced by MSISO
control.

Figure 21�a� shows an operating deflection shape visu-
alization of the transmitting diaphragm, resilient suspension,
and interstice for a single passive module with 100 Hz exci-
tation. Figure 21�d� shows a similar result for 200 Hz exci-
tation. Animations of the shapes showed that the transmitting
diaphragm �central portion of each image� behaved as a
nearly ideal translational piston at both frequencies. Though
not apparent from Fig. 21�d�, there was a slight “wobble”
detectable in the response at 200 Hz, but it was almost insig-
nificant. The resilient surround appeared to flex consistently
around the periphery of the piston at both frequencies. Inter-
stice vibration, represented by the outermost points of the
images, was undetectable in the 100 Hz animation, and was
only slightly detectable in the 200 Hz animation.

When normal acceleration at the center of the transmit-
ting diaphragm was actively minimized, the surfaces exhib-
ited the responses shown in Figs. 21�b� and 21�e� at 100 and
200 Hz, respectively. From these images, it is clear that nor-
mal vibration was efficiently and globally minimized at both
frequencies—fulfilling a key design objective. Fine details of
the minute residual vibrations were difficult to ascertain with
the same amplitude scales used for the passive mode. The
scales were consequently adjusted to magnify the responses
as shown in Figs. 21�c� and 21�f�. These images reveal sev-
eral interesting characteristics.

FIG. 20. Measured transmission losses for the SCL and DCL ASP arrays in
their completely passive modes �actuator terminals open circuited� and un-
der diaphragm acceleration control.

FIG. 21. Operating deflection shape images for the transmitting surfaces of
an individual DCL ASP module. �a� Passive mode, 100 Hz. �b� Normal
transmitting diaphragm acceleration control, 100 Hz. �c� Normal transmit-
ting diaphragm acceleration control, magnified scale, 100 Hz. �d� Passive
mode, 200 Hz. �e� Normal transmitting diaphragm acceleration control,
200 Hz. �f� Normal transmitting diaphragm acceleration control, magnified
scale, 200 Hz.
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At 100 Hz, the maximum normal vibration was reduced
by approximately 37 dB. Judging from the 53 dB normal
acceleration attenuation shown for this frequency in Fig. 13,
it is evident that the reduction did not represent the maxi-
mum that might have been achieved. There are a few reasons
for this. First, the vibrometer measurements were intended
chiefly to demonstrate spatial responses of the vibrating sur-
faces under passive and active conditions. The same atten-
tion to signal gain structures and control optimization was
therefore not considered as important for these measure-
ments. Because the normal acceleration of the panel was
reduced to nearly the threshold of the centrally mounted ac-
celerometer, the accelerometer could not reliably provide
signal for further attenuation. Initial excitation levels �seen in
the passive state� might have been increased or an acceler-
ometer with a lower threshold might have been employed to
demonstrate greater vibration attenuation capabilities. In ad-
dition, control filter coefficients were adapted a priori for
this case, then held constant over the duration of the vibro-
meter scans to enable reasonably time-invariant conditions
for the point-by-point measurements. Without the typical
continuous adaptation of control filter coefficients �which
might have produced ambiguous operating deflection
shapes�, a less-than-maximal error signal attenuation
resulted.32

It is apparent from Fig. 21�c� that the residual transmit-
ting diaphragm vibration at 100 Hz continued to be piston-
like in nature. A small amount of rippling is evident over the
diaphragm area that may have been an artifact of measure-
ment noise. The surround also continued to flex in a consis-
tent manner around the diaphragm at all measurement points.
A small in-phase residual interstice vibration was apparent
from the animations at the magnified scale. As suggested
earlier, such motion should be expected—even for a per-
fectly stiff frame—because the array was mounted resiliently
to the source tube, and was not sandwiched between it and
the receiving tube. Despite the motion, the small cross-
sectional area of the interstice would have produced ineffi-
cient radiation into a receiving space.

The 200 Hz residual response shown in Fig. 21�f� re-
veals a more interesting vibrational pattern. The maximum
normal vibration �near the opposing deflected corners� was
reduced by approximately 21 dB relative to the passive
piston-like amplitude. Once again, this attenuation might be
contrasted with the 40 dB normal acceleration attenuation
found in Fig. 13 at the same frequency for the center point of
the transmitting diaphragm. Figure 21�f� shows this point to
have more significantly reduced motion than many other po-
sitions. Animations also clarified that the residual vibration
consisted of a rocking motion about a nearly diagonal line.
The motion appeared to be a combination of the two rota-
tional rigid-body modes about the centered Cartesian axes
parallel to the module edges.

Fortunately, this dipole-like motion is known to produce
very inefficient radiation into a receiving space. In the case
of the plane-wave receiving tube, a surface dipole with zero
volume velocity would produce zero radiation to down-
stream positions. In a three-dimensional receiving space, its
radiation would be finite but very small if the dimensions of

the diaphragm were small compared to wavelength. At
200 Hz, the dimensions certainly met this requirement. Fur-
thermore, when several adjacent modules demonstrate this
type of vibrational behavior, the overall multipole order of
the ASP can become much higher than a dipole, producing
even less efficient radiation.33

Additional vibrometer measurements verified that the
tendency of the transmitting diaphragm to exhibit residual
rotational rigid-body motion was greater at higher frequen-
cies than at lower frequencies. The field behind the dia-
phragm became less and less uniform with increasing fre-
quency and would therefore tend to excite the diaphragm
with a less symmetric pressure distribution. However, it is
likely that this residual rocking motion could have been re-
duced through improved manufacturing processes. Any non-
uniformities or imbalances in the diaphragm suspensions or
fin structures might have induced the problem—even with a
uniform pressure distribution behind the diaphragm.

IV. SUMMARY AND CONCLUSIONS

Experimental methods have been developed to measure
normal-incidence transmission losses of two lightweight ac-
tive segmented partitions �ASPs� in their passive and active
states. The first ASP consisted of four single-composite-leaf
�SCL� modules with lightweight moving-coil actuators
mounted within resiliently suspended support panels. The
second consisted of four double-composite-leaf �DCL� mod-
ules that used the first array to electroacoustically actuate
isolated cavities that were bounded on the opposite sides by
passive transmitting diaphragms. The control objective for
each array was to globally reduce normal transmitting sur-
face vibrations through the simple actuation and sensing of
principal transmitting surfaces, and to consequently produce
high transmission loss.

The DCL ASP used this vibration control scheme much
more efficiently than the SCL ASP. It also satisfied several
other design and performance criteria established earlier. Its
high transmission loss capabilities could not be completely
evaluated because of flanking transmission limitations in the
measurement system. Nevertheless, its average transmission
loss over the measurement bandwidth was determined to be
56 dB—a full 34 dB greater than that of the SCL ASP. In
addition, its average value was 47 dB higher in the typically
challenging low-frequency range between 30 and 150 Hz.
These substantial increases resulted from a simple configu-
rational change in the array—not from considerable changes
in underlying control objectives or system complexities.

The measured passive and active transmission losses
agreed well with theoretical estimates, suggesting that previ-
ously developed models had useful predictive capabilities.
Other measurements verified that a predicted zero source-
side volume velocity condition for the DCL modules was
principally responsible for controlling their normal transmit-
ting diaphragm vibrations.

The DCL ASP was successfully controlled using
multiple-error-input, multiple-output �MIMO� and multiple
single-error-input/single-output �MSISO� filtered-x control-
lers. The decentralized MSISO controllers produced an aver-
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age error signal attenuation �in transmitting diaphragm accel-
eration� that was approximately 6 dB greater than that
produced by the centralized MIMO controller. Although av-
erage convergence times were slightly longer for the decen-
tralized controllers, they remained very stable when one or
more of the array actuators were abruptly disturbed. They
were also more stable than the MIMO controller near source
tube resonance frequencies. These results demonstrate that
the ASP was amenable to independent single-channel
controllers—a matter of importance for practical implemen-
tations.

Scanning laser vibrometer measurements of the DCL
ASP verified that its high transmission loss was produced
primarily by efficient global reductions in its normal trans-
mitting surface vibrations. Although minute residual vibra-
tions were detectable in its controlled state, they were either
so small in amplitude or produced such inefficient transmis-
sion into the receiving space that they were of minor impor-
tance.

This work has shown that lightweight ASPs can be prac-
tically and locally controlled to produce very high transmis-
sion loss at lower audible frequencies, far exceeding trans-
mission losses of passive partitions with comparable masses.
When properly configured, they can achieve this result
through global reduction of normal transmitting surface vi-
brations. While this work and previous work have demon-
strated promising results for DCL configurations, they have
also increased awareness of issues requiring further investi-
gation. Transmission losses of ASPs should be carefully in-
vestigated using oblique and random-incidence fields. Sound
transmission should be analyzed in near fields and far fields
of three-dimensional receiving spaces. The impact of vibrat-
ing interstices and their flexural responses should also be
studied. Alternative types of actuators and controllers should
be developed and work should be conducted to further de-
crease overall ASP masses and thicknesses. Bidirectional ca-
pabilities of ASPs �i.e., their abilities to produce active sound
transmission control in either direction between adjacent
acoustic spaces� should also be studied and developed. The
authors encourage research in these and other areas to en-
hance the viability of ASPs as sound transmission control
tools.
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This paper is concerned with the ensemble statistics of the energy density of a random system
subjected to a harmonic point load. Both the mean and variance of the reverberant energy density
�i.e., the total response minus the direct field� are investigated. It is shown that the ensemble average
of the reverberant energy density is not spatially homogeneous, but rather the value at the drive
point is between two and three times the spatially averaged value, depending on the modal overlap
factor. This result is closely analogous to established results regarding the case of transient
excitation. Expressions are also derived for the relative variance of the reverberant energy density
both remote from the drive point and at the drive point, and a number of anomalies are found in
existing results. A comparison is made with simulation results for a randomized plate, and this
comparison highlights the importance of the ensemble size considered in the simulations. The
present analysis is based on a random point process model of the system natural frequencies, and
both Gaussian orthogonal ensemble �GOE� statistics and Poisson statistics are considered. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2046827�

PACS number�s�: 43.40.Qi, 43.20.Ks, 43.40.Dx �RLW� Pages: 3064–3076

I. INTRODUCTION

The high-frequency dynamic response of an engineering
system can be sensitive to small random imperfections that
occur during manufacture. This phenomenon has been dem-
onstrated by Kompella and Bernhard �1993� who measured
structural-acoustic transfer functions in 98 nominally identi-
cal automotive vehicles. Beyond the first few modes of vi-
bration, a huge variation in response levels was found, mean-
ing that a detailed and accurate mathematical model of a
single vehicle would produce inaccurate results for all the
other vehicles. To fully describe the behavior of this type of
system it is therefore necessary to consider the statistics of
the response over an ensemble of random realizations of the
system. In principle this problem can be addressed by em-
ploying a standard analysis technique such as the finite ele-
ment method to produce a model of the system, and then
solving numerous randomized versions of this model. How-
ever, a realistic finite element model of the high-frequency
vibration of a complex system may involve hundreds of
thousands of degrees of freedom, and the solution for a
single realization of the system, let alone a random en-
semble, can present a significant computational challenge.
For this reason much research has been directed at the de-
velopment of more efficient techniques that take advantage
of certain universal tendencies of the statistics of the system
mode shapes and natural frequencies. As described in detail
in what follows, the present work is concerned with applica-
tion of this type of approach to study spatial inhomogeneity
in the statistics of the response of a linear system subjected

to concentrated loading. The energy density of the system
can be expected to have fairly uniform properties well away
from the forcing point, but the behavior in the immediate
vicinity of the forcing point has yet to be fully determined.
This has application to the consideration of stress concentra-
tions at the forcing point, and also to the calculation of cou-
pling loss factors in point coupled SEA �statistical energy
analysis� subsystems �Lyon and DeJong, 1995�.

A key result in the study of random systems is that the
natural frequencies of a single random subsystem �such as a
metal block, a plate, or an acoustic volume� tend to have
statistical properties governed by the Gaussian orthogonal
ensemble �GOE�. The GOE is a special type of random ma-
trix �Mehta, 1991�, and the evidence for the appearance of
GOE statistics in engineering systems has been reviewed by
Langley and Brown �2004a�. In brief, the GOE can be ex-
pected to apply when the random perturbations are sufficient
to cause “statistical overlap.” Statistical overlap is said to
occur when the random changes in any particular natural
frequency exceed the mean spacing between neighboring
natural frequencies, so that there is strong mixing and veer-
ing between modes across the ensemble. An exception to the
GOE occurs when the system has many symmetries, so that
distinct groups of modes occur with no coupling between
these groups, in which case Poisson natural frequencies can
be expected �Mehta, 1991�. The GOE has been used to study
the steady-state response of a single subsystem by Langley
and Brown �2004a, b�, Weaver �1989�, Burkhardt and
Weaver �1996�, and Lobkis et al. �2000�, and general
built-up systems by Langley and Cotoni �2004�. In contrast,
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the steady-state response of a single subsystem with Poisson
statistics has been studied by Lyon �1969� and Davy �1981�,
and a Poisson-based analysis has been applied to built-up
systems by Lyon and DeJong �1995�.

The existing literature raises several questions regarding
the statistics of the energy density of a single subsystem
subjected to point forcing, and these are addressed in the
present paper. When considering the statistics of the transfer
function between the forcing point and some other point on
the subsystem, it is usual to consider the ensemble mean of
the transfer function separately from the random part. The
ensemble mean is termed the “direct field” and the random
part the “reverberant field.” Similarly the energy density as-
sociated with the random part can be termed the “reverberant
energy density.” Physically the reverberant field can be
viewed as the component of response arising from random
scattering of waves associated with the direct field. Intu-
itively it might be expected that the features that distinguish
the forcing point from other points on the plate should be
contained in the direct field, so that the reverberant field
should not have any special properties at this point. How-
ever, Lyon �1969� has concluded that, assuming Poisson
natural frequency statistics, the ensemble average reverber-
ant energy density at the forcing point is a factor of 9

4 times
that at remote points for 2-D systems, and this factor be-
comes 27

8 for 3-D systems. Lyon �1969� has also suggested
that the relative variance of the reverberant energy density
has a different form at the forcing point compared to remote
points. Away from the forcing point, Eq. �65� of Lyon �1969�
predicts that the relative variance tends to unity at high val-
ues of modal overlap, while it is suggested by Eq. �67� of
Lyon �1969� that the relative variance at the forcing point
grows without limit with increasing modal overlap. These
unexpected results are reconsidered here, and also a compari-
son is made with results associated with GOE natural fre-
quency statistics.

Weaver �1989�, Burkhardt and Weaver �1996�, and
Lobkis et al. �2000� have already considered the relative
variance of the reverberant energy density at a point remote
from the forcing point, as given by GOE statistics. Burkhardt
and Weaver �1996� extended the approximate GOE analysis
of Weaver �1989� to random modal damping �i.e., decay cur-
vature�, and Lobkis et al. �2000� further extended this analy-
sis to a more exact treatment of the GOE statistical functions.
In all cases, agreement was found with the Lyon �1969� pre-
diction that the relative variance tends to unity with increas-
ing modal overlap. However, the ensemble average energy
density and the relative variance at the forcing point were not
considered by these authors, so that the other general predic-
tions of Lyon �1969� were neither confirmed nor refuted.
However, Weaver and Burkhardt �1994� have considered the
related problem of the reverberant energy density of a system
subjected to impulsive point forcing. It was found that at
early times the ensemble average at the forcing point is twice
that at remote points, while at later times this factor asymp-
totes to 3; these predictions have subsequently been con-
firmed by experiment by Weaver and Lobkis �2000�, and the
factor of 2 at early times has also been demonstrated by de
Rosny et al. �2000�. Although the impulsive loading case

clearly differs from steady-state excitation, the special prop-
erties found at the forcing point are consistent with the re-
sults found by Lyon �1969� for the ensemble-averaged en-
ergy density. The present work considers the missing
elements of �i� the ensemble average reverberant energy den-
sity at the forcing point and �ii� the relative variance at the
forcing point, for a system with GOE natural frequency sta-
tistics driven by steady-state excitation.

The ensemble average reverberant energy density, both
away from and near to the forcing point, is considered in
Sec. II. Both Poisson and GOE natural frequencies are con-
sidered, and a comparison is made with numerical simula-
tions for a plate with randomly located lumped masses. The
relative variance of the energy density is then considered in
Sec. III, and again the theory is compared with numerical
simulations for a mass loaded plate. A relation between the
energy density at the forcing point and the total energy of the
system is derived in Sec. IV, and conclusions are given in
Sec. V.

II. THE ENSEMBLE AVERAGE OF THE ENERGY
DENSITY

A. General considerations

Consider a dynamic system that is subjected to a unit
point load of frequency �, acting at a spatial location x0. The
displacement response H of the system at spatial location x
can be written in the form of a modal sum �see, for example,
Meirovitch �1986��, so that

H��,x0,x� = �
n

�n�x0��n�x�
�n

2�1 + i�� − �2 , �1�

where �n and �n are respectively the natural frequency and
mode shape �scaled to unit generalised mass� for the nth
mode, and hysteretic damping with a constant loss factor
� has been assumed. The more general case of a noncon-
stant loss factor has been considered by other authors �for
example, Burkhardt and Weaver �1996� and Lobkis et al.
�2000��, but in the present work it is assumed that � is
constant, at least over the modes that contribute signifi-
cantly to the response at any particular frequency. The
validity of this assumption will depend on the nature of
the dissipation; for example, Burkhardt and Weaver
�1996� have shown that the loss factor can fluctuate sig-
nificantly if discrete point dampers act on a system. On
the other hand, a fairly constant loss factor can be ex-
pected if the loss mechanisms are spatially distributed,
arising, for example, from a damping layer bonded to a
system, and this is the type of situation considered here.

For the purposes of later analysis, Eq. �1� can also be
written in the form

H��,x0,x� = �
−�

�

h��,��������d��, �2�

����� = �
n

cn���� − �n� , �3�

cn = �n�x0��n�x� , �4�
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h��,��� =
1

��2�1 + i�� − �2 �
1

2���� − � + i��/2�
, �5�

where ���� is the Dirac delta function. The approximation
employed in Eq. �5� simplifies the following analysis without
significant loss of accuracy: h�� ,��� makes most contribu-
tion to Eq. �2� in the vicinity of ����, and in this vicinity
��2−�2�2����−��, leading to Eq. �5�.

The present work is concerned with the statistics of H
over an ensemble of random systems, i.e., the modes shapes
�n, the natural frequencies �n, and the coefficients cn are
each considered to be random. The natural frequencies can
be considered to form a sequence of random points on the
frequency axis, and thus the problem is amenable to analysis
by random point process theory. The main results of this
theory will be employed here without proof, but full details
of the background mathematics can be found in the texts by
Stratonovich �1963� and Lin �1967�. The theory is phrased in
terms of a set of functions gs��1 ,�2 , . . . ,�s�, s=1,2 , . . . ,�,
that describe the statistics of the placement of the random
points; these are called the correlation functions by Stra-
tonovich �1963� and the cumulant functions by Lin �1967�—
the latter terminology will be adopted here. The cumulant
functions are symmetric with respect to the arguments, and,
if the point process is stationary, i.e., the statistical properties
are constant along the frequency axis, then gs depends upon
only s−1 arguments and can be written in the form gs��2

−�1 , . . . ,�s−�1�. Strictly, the natural frequency point pro-
cess can only be stationary if the modal density of the system
��, the average number of natural frequencies in a unit fre-
quency band� is constant, and in many cases this is not
true—for example the modal density increases with increas-
ing frequency for a membrane, an acoustic volume, or the
in-plane modes of a plate, although the modal density is
actually constant for the bending modes of a plate. On the
other hand, only a limited number of modes make a signifi-
cant contribution to Eq. �1� at any specified frequency �,
and, providing the modal density is approximately constant
over the span of these modes, then it is reasonable to assume
that the point process is stationary. The number of modes
that contribute is approximately equal to the modal overlap
factor, m=���, and so the requirement is that the modal
density is approximately constant over the frequency band-
width ��. The natural frequency point process will be as-
sumed to be stationary here, since this approximation will be
accurate for most practical systems.

As mentioned previously, the cumulant functions gs gov-
ern �or describe� the statistics of the system natural frequen-
cies. The first cumulant function g1 is always equal to the
modal density �, but the higher-order cumulant functions
vary significantly across different statistical models. For ex-
ample, if the natural frequencies are assumed to be Poisson,
then gs=0 for s�1, but if the natural frequencies are taken to
have GOE statistics, then all of the cumulant functions are
nonzero, and the lengthy formulas given by Mehta �1991�
apply. Stratonovich �1987� has shown that the cumulants of
the process ����� that appears in Eq. �3� can be written in
terms of the functions gs. For example, the first cumulant
�i.e., the mean value� has the form

	1������� = E�cn�g1 = E�cn�� . �6�

Similarly, the second cumulant �i.e., the covariance function�
is given by

	2����1��,���2��� = E�cn�2g2��2� − �1�� + E�cn
2����2� − �1��g1.

�7�

The third and fourth cumulants are also of interest in the
present work, and these are given by

	3����1��,���2��,���3���

= E�cn�3g3��2� − �1�,�3� − �1�� + 3E�cn
2�E�cn�


����2� − �1��g2��3� − �1��	s + E�cn
3����2� − �1��


���3� − �1��g1, �8�

	4����1��,���2��,���3��,���4���

= E�cn�4g4��2� − �1�,�3� − �1�,�4� − �1�� + 6E�cn
2�


E�cn�2����2� − �1��g3��3� − �1�,�4� − �1��	s

+ 3E�cn
2�2����2� − �1�����4� − �3��g2��3� − �1��	s

+ 4E�cn
3�E�cn�����2� − �1�����3� − �1��g2��4� − �1��	s

+ E�cn
4����2� − �1�����3� − �1�����4� − �1��g1. �9�

The notation here is such that �X	s, for any function X, rep-
resents the symmetric form of X, i.e., the sum of possible
permutations of the arguments, divided by the number of
possible permutations. In addition to the assumption that the
point process is stationary, Eqs. �6�–�9� incorporate two fur-
ther assumptions: �i� the coefficients cn are statistically inde-
pendent of each other and of the natural frequencies, and �ii�
the statistical moments of cn are the same for each mode n
�at least for those modes that are close to the excitation fre-
quency�. These assumptions are consistent with existing
models of random structures and can be expected to apply
when the system has “statistical overlap,” meaning that ran-
dom variations in the system cause changes in the natural
frequencies that exceed the mean frequency spacing. In this
case any particular mode shape will vary considerably over
the ensemble, thus promoting conditions �i� and �ii�.

Equations �6�–�9�, in conjunction with Eq. �2�, allow
expressions to be derived for the statistical moments of the
transfer function. For example, taking the expectation of Eq.
�2� and using Eq. �6� yields

E�H��,x0,x�� = �
−�

�

h��,���	1�������d��

= − iE�cn���/�2�� . �10�

It is interesting to consider this result at the forcing point x
=x0, where cn=�n

2�x0�. Given that the mode shapes are
scaled to unit generalized mass, it follows that E��n

2�=1/M,
where M is the total mass of the system. Equation �10� thus
becomes

E�H��,x0,x0�� = − i��/�2M�� . �11�

Now both the modal density � and the total mass M scale in
proportion to the size of the system, meaning that the result
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given by Eq. �11� is actually independent of the system size.
In fact, Eq. �11� agrees with a known result �Cremer et al.,
1990� for the imaginary part of the response of an infinite
system to a point force. The physics behind this result can be
explained by noting that the total response of the finite sys-
tem consists of the response of an infinite system �called the
“direct field”�, together with reflections of this response from
the system boundaries �known as the “reverberant field”�.
Equation �11� states that the reverberant field averages to
zero across the ensemble, to leave the direct field, although it
should be noted that any real component of the direct field is
missing from Eq. �11�. This is because the modal density has
been assumed to be constant in the present analysis, which is
correct for a plate in bending, but incorrect for a beam, for
example. Equation �11� is fully correct for a plate, but to
compute the nonzero real part of the response for a beam, a
modified analysis must be used, as described by Langley
�1994�. The imaginary part of the response is sometimes
called the “resistive” component, being associated with the
transmission of power, as opposed to the real or “reactive”
component which does not contribute to the transmission of
power. Thus from an energy balance point of view, the
imaginary component of the direct field is the key quantity,
and this is predicted correctly by the present level of ap-
proximation. In what follows the statistics of the reverberant
field �i.e., the total response minus the direct field� is con-
sidered in detail, and thus any errors regarding the real part
of the direct field do not propagate through the analysis.

The following sections consider the higher statistical
moments of the response under two different models of the
natural frequency statistics: Poisson statistics and GOE sta-
tistics. The main concern is with the properties of the modu-
lus squared response at a general location x, a quantity which
is directly proportional to the energy density at this location.

B. Poisson natural frequency statistics

It follows from Eq. �2� that the squared modulus of the
response can be written in the form


H��,x0,x�
2

= �
−�

� �
−�

�

h��,�1��h
*��,�2�����1�����2��d�1� d�2�. �12�

Now if the reverberant response Hrev is defined as the total
response minus the direct field given by Eq. �11�, then it
follows that

E�
Hrev��,x0,x�
2�

= �
−�

� �
−�

�

h��,�1��h
*��,�2��	2����1�����2���d�1� d�2�,

�13�

where 	2 is the covariance function given by Eq. �7�. If the
natural frequencies are assumed to have Poisson statistics,
then g2=0, and Eq. �13� can readily be evaluated to yield

E�
Hrev��,x0,x�
2� = E�cn
2���/�2�3��

= E��n
2�x0��n

2�x����/�2�3�� . �14�

Away from the drive point, where x and x0 are well sepa-
rated so that �n�x0� and �n�x� can be considered to be sta-
tistically independent, the expectation in Eq. �14� yields
E��n

2�x0��n
2�x���1/M2, so that

E�
Hrev��,x0,x�
2�far = ��/�2M2�3�� . �15�

Here the subscript “far” indicates the value in the far field of
the point load. Equation �15� is fully consistent with a power
balance analysis of the type that would be performed in sta-
tistical energy analysis �Lyon and DeJong, 1995�: Eq. �11�
implies that the ensemble average power input to the system
by a unit load is E�Pin�=�� /4M, and this must equal the
power dissipated by the system, which is given by
��E�E�, where E�E� is the ensemble average of the total
energy. Writing E�E�=E�
H
2��2M /2 �the total energy is
twice the time averaged kinetic energy� then leads to Eq.
�15�.

At the drive point �x=x0� the expectation in Eq. �14�
becomes E��n

4�. Having assumed that the natural frequencies
have a Poisson distribution, it is consistent to assume that the
mode shapes are sinusoidal �Lyon, 1969�; this is exactly the
situation that applies to a rectangular plate or a box-shaped
acoustic space. In this case E��n

4�=9/4M2 for a two-
dimensional system and E��n

4�=27/8M2 for a three-
dimensional system. It then follows that

E�
Hrev��,x0,x0�
2�/E�
Hrev��,x0,x�
2�far

= �9/4, 2-D system,

27/8, 3-D system.
� �16�

Hence the Poisson assumption leads to the conclusion that
there is a concentration of the reverberant field at the drive
point, and the concentration factor is something greater than
2. Equation �16� has previously been derived by Lyon �1969,
Eq. �62��. It can be noted that the mode shapes associated
with Poisson natural frequency statistics are not necessarily
sinusoidal, and thus Eq. �16� can be considered to be a spe-
cial case, limited to systems with a simple geometry.

C. GOE natural frequency statistics

For GOE natural frequency statistics the cumulant func-
tion g2 is nonzero, and Eqs. �7� and �12� lead to the result

E�
Hrev��,x0,x�
2�

= E�cn�2�
−�

� �
−�

�

h��,�1��h
*��,�2��g2��2� − �1��


d�1� d�2� + E�cn
2���/�2�3�� . �17�

By putting �=�2�−�1� and changing the integration variables
from ��1� ,�2�� to ��1� ,��, the integral over �1� can be per-
formed by contour integration to yield
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�
−�

� �
−�

�

h��,�1��h
*��,�2��g2��2� − �1��d�1� d�2�

= �
−�

� i�g2���d�

2�2�− � + i���
. �18�

This integral can also be written in the form

�
−�

� i�g2���d�

2�2�− � + i���
= �

−�

�

s��G2��d , �19�

where

s�� =
1

2�
�

−�

� i�ei� d�

2�2�− � + i���

= ���/2�2�e−��, � 0,

0,  � 0,
� �20�

G2�� = �
−�

�

g2���e−i� d� . �21�

Equation �19� is a statement of Parseval’s theorem �see, for
example, Morfey �2001��, with Eqs. �20� and �21� represent-
ing the Fourier transforms of the two functions that appear in
the integrand on the left-hand side of the equation. For GOE
natural frequency statistics, the Fourier transform of the sec-
ond cumulant function is given by �Mehta, 1991�

G2�� = − �b�/2��� , �22�

b�� = 1 − 2

 + 

ln�1 + 2

� , 

 � 1,

− 1 + 

ln�2

 + 1

2

 − 1
� , 

 � 1.

�23�

The integral appearing in Eq. �19� has previously been evalu-
ated by Langley and Brown �2004a� in a study concerning
the variance of the total energy of a random system. The
result is ��q�m� / �2�3��, where m=��� is the modal over-
lap of the system and the function q�m� is given by

q�m� = − 1 +
1

2�m
�1 − exp�− 2�m�� + E1��m�


�cosh��m� −
1

�m
sinh��m�� , �24�

where E1 is the exponential integral �Abramowitz and Ste-
gun, 1964�. By combining this result with Eqs. �18� and �19�,
the ensemble average of the squared modulus of the rever-
berant response can be written in the form

E�
Hrev��,x0,x�
2� =
��

2�3�
�E�cn

2� + E�cn�2q�m�	 . �25�

It can be recalled that cn=�n�x0��n�x�, so that further
progress in evaluating Eq. �25� requires knowledge of the
statistical properties of the mode shapes. It is often postu-
lated that the mode shapes associated with the GOE are
Gaussian �Mehta, 1991�, although a number of studies have
revealed slight variations from Gaussian statistics for practi-
cal systems �Langley and Brown, 2004a, b; Weaver, 1989;

Burkhardt and Weaver, 1996; Lobkis et al., 2000�. This issue
is discussed further in Sec. III and the Appendix, but, none-
theless, the Gaussian hypothesis is a good first approxima-
tion, in which case

E�cn
2� = E��n

2�x0��n
2�x��

= E��n
2�x0��E��n

2�x�� + 2E��n�x0��n�x��2. �26�

Now, as mentioned previously, the fact that the mode shapes
are scaled to unit generalized mass implies that E��n

2�x��
=1/M. Furthermore, taking the mode shapes to form a ho-
mogeneous random field, the final expectation appearing in
Eq. �26� can be written as

E��n�x0��n�x�� = R�x − x0�/M , �27�

where R is the correlation function. From wave-mode duality
arguments �see for example Weaver and Burkhardt �1994�
and also Berry 1983�, it can be deduced that the appropriate
value of R is the diffuse field correlation function, which for
two- and three-dimensional systems has the form �Cremer et
al., 1990�

R�x − x0� = �J0�kr� , 2-D system,

sin�kr�/kr , 3-D system,
� �28�

where k is the wave number of the vibrations and r
= 
x−x0
. By employing Eqs. �26� and �27�, Eq. �25� becomes

E�
Hrev��,x0,x�
2� =
��

2M2�3�
�1 + R2�x − x0��2 + q�m��	 .

�29�

At points remote from the drive point, where R�0, Eq. �15�
is recovered, so that the GOE result agrees with both the
Poisson result and the energy balance argument. More gen-
erally, the concentration factor near to the drive point can be
written as

E�
Hrev��,x0,x�
2�/E�
Hrev��,x0,x�
2�far

= 1 + R2�x − x0��2 + q�m�� . �30�

Now the function q�m� tends to 0 for low values of m, and to
−1 for high values of m. Thus at the drive point, where R
=1, the concentration factor has the following properties:

E�
Hrev��,x0,x0�
2�/E�
Hrev��,x0,x�
2�far = �3, m → 0,

2, m → � .
�
�31�

This result can be compared with results obtained by Weaver
and Burkhardt �1994� concerning the impulsive excitation of
a random system. It was found that at early times the con-
centration factor at the drive point is 2, while at later times
this factor tends to 3. There is a physical analogy between
time in a transient analysis and the modal overlap factor in a
steady-state analysis: at low times and high modal overlap
factor, the response consists of relatively few reflections
from the system boundaries; at later times and low modal
overlap factor, the input waves reflect many times from the
boundaries. Weaver and Burkhardt �1994� have further de-
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scribed how the factor of 2 might be anticipated from a time-
reversal argument.

The result given by Eq. �30� is quite different from that
resulting from the assumption of Poisson natural frequency
statistics, Eq. �16�. A comparison is made with simulation
results for a mass loaded plate in the following section.

D. Numerical simulations

In this section simulation results are presented for the
concentration factor of the reverberant response of a random
system near to the drive point. The example consists in a flat
plate excited by a harmonic transverse point force. Only
bending motion is considered �i.e., in-plane motion is not
included�. The plate is rectangular and simply supported, of
size 1.35
1.2 m2 and thickness 5 mm. The construction
material is aluminium �Young’s modulus 7.2
1010 N/m2,
density 2800 kg/m3, and Poisson ratio 0.3�, and the plate is
damped with a damping loss factor of either 1% or 0.1%.
Randomization of the plate has been achieved by adding ten
point masses at random locations, with each mass having 2%
of the total mass of the plate, and three rotational springs
randomly located on each edge.

Benchmark Monte Carlo simulation results have been
obtained by using the Lagrange-Rayleigh-Ritz method with
the sine-sine mode shapes of the bare plate as basis func-
tions. The added masses and springs are accounted for in the
analysis by adding the appropriate kinetic and potential en-
ergies to the Lagrangian. An ensemble of 200 systems has
been generated and solved. Since the primary interest here is
in the reverberant response, the direct field from the point
load was systematically subtracted from the complete re-
sponse. As explained below Eq. �11�, the direct field is the
ensemble mean of the complex response, Hdir(� ,x0 ,x�
=E�H(� ,x0 ,x��, and the remaining reverberant part of the
response, Hrev=H−Hdir, has zero mean.

The concentration factor at the drive point was first com-
puted over the frequency range �0,3000� Hz. This was done
by calculating the ensemble mean of the squared modulus
reverberant response at the drive point and then dividing by
the ensemble mean of the spatially averaged response. This
ratio was obtained for each of 20 drive points distributed
over the plate area: the location of each point was held fixed
for all realizations, and the locations were chosen to be re-
mote from the plate edges to avoid near-field and correlation
effects that are not covered by the present theory. Although
the theory applies to any one of the 20 drive points, the
simulated concentration ratios were averaged over the 20
points in order to improve the convergence afforded by the
limited ensemble size.

The predictions yielded by the present theory were ob-
tained by using the theoretical asymptotic modal density for
the plate, �=S��h /D�1/2 /4�, where S is the area of the plate,
� is the density, h is the thickness, and D is the flexural
rigidity. This yields �=0.0168 Hz−1, while the actual value
obtained from the eigensolution of the Monte Carlo realiza-
tions was around 0.0160 Hz−1 �i.e., less than 5% error�. The
investigated frequency range therefore encompasses approxi-
mately 314 resonant modes of the plate. For the damping

cases of �=1% and �=0.1%, the modal overlap at 3000 Hz
is respectively m=3.14 and m=0.314. Since the modal over-
lap is a linear function of frequency for plates with constant
damping, the value of m can readily be deduced for any
frequency.

The simulated concentration factor is shown in Fig. 1 as
a function of frequency for both values of damping, and a
comparison is made with the theoretical result yielded by Eq.
�30�. Reasonable agreement between theory and simulation
is obtained above 400 Hz in the highly damped case and
above 800 Hz in the lightly damped case. Below these fre-
quencies, it is believed that the randomization is not strong
enough to produce statistical overlap, i.e., the added masses
and springs are insufficient to completely randomize the
plate at low frequencies, and thus the present theory does not
apply. It can be noted that despite averaging over the 20
drive point locations, and over the 200 realizations of the
ensemble, the simulation results are not entirely smooth
functions of frequency. This behaviour can be traced prima-
rily to lack of convergence due to the finite size of the en-
semble.

For the case of 0.1% damping, the spatial variation of
the concentration factor was investigated at the frequency
3000 Hz. Simulation results were obtained in the vicinity of
the drive point, along ten lines of length L=0.4 m, starting in
different directions from ten driving locations. Here again,
although the theory describes any of the 10
10 spatial dis-
tributions, the simulated results were averaged over all the
cases to accelerate convergence. At 3000 Hz, the flexural
wavelength is �=0.127 m, so that around three wavelengths
lie along the measurement lines.

The concentration factor is shown in Fig. 2 as a function
of the normalized distance from the drive point, and a com-
parison is made with the analytical result yielded by Eq.
�30�. The modal overlap is 0.314, yielding q�m�=−0.48 in
Eq. �30�, so that the concentration factor at the drive point is

FIG. 1. The concentration factor at the drive point of a random plate, as a
function of frequency, for two values of damping. The simulation results are
the fluctuating curves; the GOE predictions from Eq. �30� are the solid lines;
and the arrow indicates the Poisson frequency independent prediction ac-
cording to Eq. �16�.
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predicted to be 2.52. This is slightly larger than the simula-
tion result, and this can be traced largely to the fact that Eq.
�30� is based on the assumption of Gaussian mode shapes;
the validity of this assumption is explored in detail in Sec.
III D. The oscillatory behavior predicted by Eq. �30� is
clearly visible in the simulation results, with the position of
the nodes and antinodes being determined by the nodes and
antinodes of the diffuse field correlation function. Finally, in
this section, it can be noted that the present theory concerns
the ratio of ensemble mean quantities; however, it might be
expected that a frequency-band average performed on the
response of a single realization would yield similar results
�see, for example, de Rosny et al. �2000��.

III. THE RELATIVE VARIANCE OF THE ENERGY
DENSITY

A. General considerations

The aim of this section is to compute the relative vari-
ance of the energy density at the location x. Since the energy
density is directly proportional to the modulus squared re-
sponse, the relative variance can be written in the form

r2 =
E�
Hrev��,x0,x�
4� − E�
Hrev��,x0,x�
2�2

E�
Hrev��,x0,x�
2�2 . �32�

The second term in the numerator is available from either
Eq. �14� for Poisson statistics or Eq. �29� for GOE statistics,
and thus the remaining task is to derive an expression for the
first term. Progress can be made by noting the following
relation �Stratonovich, 1963� between the fourth central mo-
ment of H and the cumulants of H �omitting the arguments
of H for clarity�:

E�
Hrev
4� = 	4�H,H,H*,H*� + 2	2
2�H,H*�

+ 	2�H,H�	2�H*,H*� . �33�

Now by definition 	2�H ,H*�=E�
Hrev
2�, and it can readily
be shown from an analysis similar to that presented in
Sec. II C that 	2�H ,H�=0. It therefore follows from Eqs.
�32� and �33� that

r2 = 1 +
	4�H,H,H*,H*�

E�
Hrev��,x0,x�
2�2 . �34�

Now it follows from Eq. �2� that

	4�H,H,H*,H*� = �
−�

� �
−�

� �
−�

� �
−�

�

h��,�1��


h��,�2��h
*��,�3��h

*��,�4�� ¯

¯ 	4����1��,���2��,���3��,���4���


d�1� d�2� d�3� d�4�, �35�

where the joint cumulant function that appears inside the
integral is given by Eq. �9�. Equations �34� and �35� will be
evaluated in the following sections for the two cases of Pois-
son and GOE natural frequency statistics.

B. Poisson natural frequency statistics

In the case of Poisson natural frequency statistics, only
the first cumulant function g1 is nonzero, and hence Eqs. �9�
and �35� lead to the result

	4�H,H,H*,H*� = E�cn
4���

−�

�


h��,�1��

4 d�1�. �36�

The integral in this equation is readily evaluated by contour
integration, and Eqs. �14�, �34�, and �36� then yield

r2 = 1 +
E�cn

4�
E�cn

2�2� 1

�m
� . �37�

At large values of modal overlap this equation yields r=1,
which agrees with a result derived by Schroeder �1987�.
Schroeder �1987� assumed on the basis of the central limit
theorem that, above a frequency known as the Schroeder
frequency, the transfer function can be taken to be a complex
Gaussian process, meaning that the modulus squared transfer
function has an exponential distribution �and hence r=1�.
The Schroeder frequency is often taken to be the frequency
at which m=3, and this is consistent with the second term in
Eq. �37� making a small contribution to the relative variance.

At points distant from the drive point �n�x� can be con-
sidered to be statistically independent of �n�x0�, and Eq. �37�
yields

rfar
2 = 1 + � E��n

4�
E��n

2�2�2� 1

�m
�

= �1 + 5.06/��m� , 2-D systems,

1 + 11.39/��m� , 3-D systems,
� �38�

where, as in Eq. �16�, sinusoidal mode shapes have been
assumed. This result is in agreement with Eq. �65� of Lyon
�1969�. At the drive point, where �n�x�=�n�x0�, Eq. �37�
yields

rdrive
2 = 1 + � E��n

8�
E��n

4�2�� 1

�m
�

= �1 + 3.78/��m� , 2-D systems,

1 + 7.35/��m� , 3-D systems.
� �39�

FIG. 2. Spatial variation of the concentration factor of the reverberant field
along a line starting at the drive point of a random plate. Solid: simulation
result; dotted: GOE prediction from Eq. �30�.
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This result does not agree with Eq. �67� of Lyon, which in
the present notation reads

rdrive
2 = 1 + � E��n

8�
E��n

4�2�� 1

�m
� + �E��n

2�2

E��n
4�
��m

+ 8�E��n
6�E��n

2�
E��n

4�2 � . �40�

Equation �40� predicts that the relative variance increases
with increasing modal overlap, which is very different to the
far-field result, Eq. �39�, and Lyon �1969� makes special
mention of this behavior. However, a close inspection of the
derivation of Eq. �40� reveals that the computed result is not
the relative variance of the reverberant field: rather it is the
ratio �E�
H
4�−E�
H
2�2	 /E�
Hrev
2�2, meaning that the nu-
merator includes the direct field but the denominator does
not. Equation �39� therefore provides a more consistent
comparison with the far-field result, Eq. �38�, and in both
cases the relative variance decreases with increasing
modal overlap.

C. GOE natural frequency statistics

In the case of GOE natural frequency statistics, all of the
cumulant functions that appear in Eq. �9� are nonzero, and
thus the evaluation of the integral that appears in Eq. �35� is
far from trivial. In the far field of the drive point the condi-
tion E�cn�=0 applies, and in this case Eq. �35� simplifies to

	4�H,H,H*,H*�

= E�cn
2�2�2�

−�

� �
−�

�


h��,�1��

2
h��,�2��


2g2��2� − �1��


d�1� d�2� + �
−�

� �
−�

�

h2��,�1��h
*2��,�2��g2��2� − �1��


d�1� d�2�� + E�cn
4���

−�

�


h��,�1��

4 d�1�. �41�

As in Sec. III C, the first two integrals that appear in this
expression can be evaluated by putting �=�2�−�1� and
changing the integration variables from ��1� ,�2�� to ��1� ,��.
All of the integrals over �1� can then be performed by con-
tour integration, and the remaining integral over � can be
reexpressed in a similar fashion to Eq. �19�. Equation �34�
then yields

rfar
2 = 1 + � 1

�m
�� E�cn

4�
E�cn

2�2 − f�m�� , �42�

where

f�m� = 4�m�
0

�

b���1 + ��m�2�e−2�m d , �43�

and b�� is given by Eq. �23�. Equations �42� and �43� have
previously been derived by Lobkis et al. �2000�, although the
result quoted for f�m� in that reference contains a number of
small typographical errors. The corrected version, in the
same format as �Lobkis et al., 2000�, is

f�m� = ��m

4
+ 2 −

5

4�m
� + e−2�m��m

4
+

1

2
+

5

4�m
�

− E1��m�e−�m��2m2

4
+

3�m

4
+

5

2
+

5

2�m
�

− E1��m�e�m��2m2

4
−

3�m

4
+

5

2
−

5

2�m
� . �44�

The function f�m� varies between 0 and 3 as the modal over-
lap factor increases from zero to infinity, so that Eq. �42� has
the behavior

rfar
2 = �1 + K2/��m� , m → 0,

1 + �K2 − 3�/��m� , m → � ,
� �45�

where

K =
E��n

4�
E��n

2�2 . �46�

For Gaussian mode shapes K=3, although for various types
of dynamic systems it has been found that the mode shapes
have a small negative excess of kurtosis, and Langley and
Brown �2004a, b� have suggested that K�2.7 provides
closer agreement with both experimental and numerical
data. Other authors have also found values of K�3, and in
some cases it has been postulated that this could be due to
the fact that the mode shapes are complex for nonpropor-
tionally damped systems �for example, Lobkis et al.
�2000��. In both Langley and Brown �2004a, b� and the
present work, proportional damping is considered and thus
a value of K�3 cannot be explained by the occurrence of
complex modes, since the modes are purely real. An al-
ternative explanation is suggested in the Appendix, based
on the eigenvalue statistics reported by Brody et al.
�1981�.

For K=2.7, Eq. �45� yields rfar
2 =1+7.29/ ��m� at low

modal overlap, and rfar
2 =1+4.29/ ��m� at high modal over-

lap; these results enclose the Poisson result given by Eq. �38�
for 2-D systems, rfar

2 =1+5.06/ ��m�, but both results lie be-
low the Poisson prediction for 3-D systems, rfar

2 =1
+11.39/ ��m�.

At the drive point E�cn��0 and all of the terms in Eq.
�9� contribute to Eq. �35�. An exact analysis of the relative
variance would be extremely difficult in this case due to the
presence of the higher-order cumulant functions g3 and g4 in
Eq. �9�. Furthermore, Eq. �9� includes terms involving the
eighth statistical moment of the mode shape at the drive
point, and it can be argued that uncertainties in the mode
shape statistics do not justify a fully rigorous analysis. A
compromise is to neglect the higher-order correlations asso-
ciated with g3 and g4 in Eq. �9� and retain only the more
tractable terms involving g2. The penultimate term in Eq. �9�
adds the following contribution to Eq. �41�:

	4�H,H,H*,H*� = 	4�H,H,H*,H*�far + 4E�cn
3�E�cn�Re


�
−�

� �
−�

�

h��,�1��h��,�2��h
*2��,�2��


g2��2� − �1��d�1� d�2�. �47�
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The integral in this equation can be evaluated by using the
same technique employed for Eqs. �17� and �41�. The final
result for the relative variance, as given by Eq. �34� with x
=x0, is

rdrive
2 = 1 +

E��n
8� − E��n

4�2f�m� − E��n
6�E��n

2�s�m�
�m�E��n

4� + E��n
2�2q�m�	2 , �48�

where

s�m� = 4�m�
0

�

b���1 + �m�e−2�m d . �49�

This integral can be evaluated to yield

s�m� = �3 −
2

�m
� + e−2�m�1 +

2

�m
� − E1��m�e−�m


��m + 3 +
3

�m
� + E1��m�e�m��m − 3 +

3

�m
� .

�50�

The function s�m� varies between 0 and 4 as m increases
from zero to infinity. If it is assumed that the mode shapes
are Gaussian, then Eq. �48� can be rewritten in the form

rdrive
2 = 1 +

105 − 9f�m� − 15s�m�
�m�3 + q�m�	2 , �51�

and the limiting values of the relative variance are

rdrive
2 = �1 + 11.7/��m� , m → 0,

1 + 4.5/��m� , m → � .
� �52�

Were the mode shapes assumed to be Gaussian in Eq. �45�,
then the corresponding numerators of the 1/ ��m� term
would be 9 and 6 for the far field response. Equation �52�
thus suggests that at high modal overlap the relative variance
at the drive point is slightly lower than that in the far field,
and this is consistent with the Poisson results, Eqs. �38� and
�39�. It should be emphasized that Eq. �52� is based on the
neglect of g3 and g4 and the assumption of Gaussian mode
shapes, and conclusions based on this equation should thus
be considered with some degree of caution.

D. Numerical simulations

The same ensemble of 200 random plates employed in
Sec. II D has been used to assess the theoretical predictions
of the relative variance of the response. For the two damping
cases already noted ��=1% and 0.1%�, the squared modulus
reverberant response at the drive point and at a point distant
from the drive point were each computed over the frequency
range �0,3000� Hz. For each random realization of the plate,
20 drive points were considered and the ensemble relative
variance results were averaged over these points to improve
convergence. As noted in Sec. II D, the plate modal density
is �=0.0168 Hz−1, and for the damping cases of �=1% and
�=0.1% the modal overlap ranges from m=0 to respectively
3.14 and 0.314 at 3000 Hz.

Before considering the relative variance of the response,
it is instructive to investigate the statistical moments of the
mode shapes which appear in Eqs. �38�, �39�, �42�, and �48�.

These moments have been computed by performing an ei-
genanalysis for each realization in the ensemble: the first 598
modes were extracted, and the corresponding value at a fixed
location x ,�n�x�, was used to derive ensemble average quan-
tities of the type E��n

P�x��, with P=2, 4, 6 or 8. Various
computed ratios, together with predictions for Gaussian and
sinusoidal modes, are shown in Fig. 3 as a function of the
mode number n. It can be seen that beyond n=50 the ratios
are more or less independent of the mode number, as implic-
itly assumed in the theory. The average results from the
simulations are E��n

4� /E��n
2�2=2.87, E��n

6� /E��n
2�3=13.3,

and E��n
8� /E��n

2�4=83.7, which compares with 3, 15, and
105 for Gaussian mode shapes and 2.25, 6.25, and 19.14 for
sinusoidal two-dimensional mode shapes. The assumption of
sinusoidal mode shapes therefore strongly underestimates the
actual values of the ratios, while the assumption of Gaussian
mode shapes leads to a slight overestimation. This is in
qualitative agreement with observations made in previous
work concerning the first ratio, K=E��n

4� /E��n
2�2: for ex-

ample the experimental results reported by Weaver �1989�
suggest that K=2.6, while the simulation results of Langley
and Brown �2004a, b� suggest that K=2.7. Both of these
results are less than the present value of K=2.87, and the
problem-dependent nature of K clearly requires further in-
vestigation. In what follows the simulation results for the
statistical moments of the mode shapes are employed in the
theoretical variance equations.

For each of the two selected values of damping, the
relative variance of the squared modulus reverberant re-
sponse at a point remote from the drive point is shown in
Fig. 4 as a function of frequency. The simulation results are
compared with the present GOE prediction given by Eq.
�42�, and with the Poisson prediction given by Eq. �38�. It
can be seen that for both values of damping, the GOE pre-
diction apparently overestimates the relative variance over
the whole frequency range. In contrast, the Poisson predic-
tion appears to yield better agreement with the simulation

FIG. 3. Ratio of the statistical moments of the mode shapes of a random
plate, as a function of the mode number. The fluctuating curves are the
simulation results; the solid horizontal lines are the values for Gaussian
mode shapes; and the dotted lines are the values for sinusoidal mode shapes.
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results, particularly at low modal overlap. This unexpected
result has been traced to the use of insufficient realizations
�200� in the random ensemble. Additional simulations have
been performed using 10 000 realizations at four discrete fre-
quencies, and the results are shown as circles in Fig. 4.
Clearly the relative variance is increased by considering
more realizations, and the resulting value is in closer agree-
ment with the GOE prediction. The convergence behavior of
the relative variance is shown in Fig. 5 for the frequency
1322 Hz; convergence of the response at two locations is
shown for each of the two values of damping. Very clear
“jumps” are apparent, particularly for the case of light damp-
ing. Each jump can be traced to the occurrence of a realiza-
tion that has a natural frequency very close to the excitation
frequency and a corresponding mode shape that is large at
both the drive point and the receiver point. This is a very rare

event, but it leads to a very large response, and the ensemble
must include a sufficient number of these events to yield a
converged result for the response statistics. At the higher
level of damping, where there is a greater modal overlap, the
properties of any single mode have less influence on the
response and the jumps are less noticeable, leading to more
rapid convergence.

When considering the present validation example, it
should be noted that the plate is not guaranteed to have GOE
statistics; rather the occurrence of GOE statistics in this type
of system is a hypothesis based on previous experimental
and simulation results. It is of interest to consider a second
example for which this issue does not arise, and to this end
an artificially constructed GOE random system has been
studied. The natural frequencies of this system have been
generated from the eigenvalues of a GOE matrix �Mehta,
1991�, the mode shapes have been taken to be Gaussian ran-
dom variables, and the response has been computed from Eq.
�1�. Results for this system are shown in Fig. 6. Although the
parameters of the system �modal density, loss factor, etc.� are
different to those of the plate, the two curves shown in Fig. 6
have the same range of modal overlap as those shown in Fig.
4, i.e., from m=0 to either 3.14 or 0.314. Very good agree-
ment between simulation and theory is obtained when a large
number of realizations �20 000� is employed, but, as for the
plate, the simulations yield a lower relative variance when
insufficient realizations �200� are considered. The conver-
gence issue is therefore not a feature specific to the plate, but
rather can be expected for all systems with low modal over-
lap.

Thus far the results presented in this section have con-
cerned the relative variance of the response at a point remote
from the drive point. The relative variance of the plate re-
sponse at the drive point is shown in Fig. 7. In this case the
GOE prediction is given by Eq. �48� and the Poisson predic-
tion by Eq. �39�. Simulation results with 10 000 realizations,
as opposed to 200 realizations, are shown with circles at four

FIG. 4. Relative variance of the squared modulus displacement at a point
remote from the drive point of a random plate, as a function of frequency.
The simulation results are the fluctuating curves. Solid line: GOE prediction
from Eq. �42� with actual statistics of mode shapes �K=2.87�; dotted line:
Poisson prediction from Eq. �38�. The circles are the simulation results at
four discrete frequencies with 10 000 samples �instead of 200 for the fluc-
tuating curves�.

FIG. 5. Estimated relative variance of the squared modulus displacement at
two points away from the drive point of a random plate, as a function of the
number of samples in the simulation ensemble. The GOE predictions from
Eq. �42� are the horizontal lines.

FIG. 6. Relative variance of the squared modulus displacement at a point
remote from the drive point of an artificial GOE system, as a function of
frequency. The simulation results with 20 000 samples are the fluctuating
black curves. The dotted gray curve is the simulation result with 200
samples. The smooth lines are the GOE prediction from Eq. �42� with the
statistics of Gaussian mode shapes.
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discrete frequencies. In this case an increase in the number of
simulations does not cause a significant shift in the results
for heavy damping, which remain above the GOE prediction,
but for light damping the relative variance is significantly
increased to give good agreement with the GOE prediction.
It can be noted that the GOE prediction represented by Eq.
�48� is approximate, since the third- and fourth-order GOE
cumulant functions were neglected in the derivation. The dis-
agreement between theory and simulation for the heavily
damped system could be due to this approximation or due to
a deviation of the plate behavior from GOE statistics. To
investigate this issue, drive point results are presented in Fig.
8 for the previously considered GOE system. Clearly the
trends are very similar to those shown for the plate, and this
suggests that the higher-order cumulant functions must be
considered if an accurate estimate of the drive point relative

variance is required for m�1. Below this value, Eq. �48�
represents a good approximation.

The main analytical results of this paper, Eqs. �30�, �42�,
and �48�, each have a fairly simple form, although the func-
tions q�m�, f�m�, and s�m� that appear in these equations are
fairly involved. To make the equations more amenable to
hand calculation, the three functions are plotted in Fig. 9 for
a wide range of modal overlap factor.

IV. A RELATION BETWEEN THE STATISTICS OF THE
ENERGY DENSITY AND THE TOTAL ENERGY

The function q�m� that appears in the expression for the
ensemble-averaged modulus squared response, Eq. �29�, also
appears in Langley and Brown �2004a� in an expression for
the variance of the total energy of the system. This raises the
question of a possible relation between the statistics of the
energy density and the total energy, and this is explored in
the present section. Firstly, it can be noted that the power
input to the system by a point load of complex amplitude F
has the form

Pin = � 1
2�Re�i�H��,x0,x0�FF*	 = � 1

4�i�
F
2�H − H*	 .

�53�

The second cumulant �i.e., the variance� of the power is
therefore given by

Var�Pin� = ��2/16�
F
4�− 	2�H,H� − 	2�H*,H*�

+ 2	2�H,H*�	 . �54�

As mentioned below Eq. �33�, the first two terms on the
right-hand side of this expression are zero, and, hence, in the
notation of the previous sections,

Var�Pin� = ��2/8�
F
4E�
Hrev��,x0,x0�
2� . �55�

Now from power balance, the total energy E say, is given by
Pin /�� so that

FIG. 7. Relative variance of the squared modulus displacement at the drive
point of a random plate, as a function of frequency. The Monte Carlo simu-
lation results are the fluctuating curves. Solid line: GOE prediction from Eq.
�48� with actual statistics of mode shapes; dotted line: Poisson prediction
from Eq. �39�. The circles are the simulation results at four discrete frequen-
cies with 10 000 samples �instead of 200 for the fluctuating curves�.

FIG. 8. Relative variance of the squared modulus displacement at the drive
point of an artificial GOE system, as a function of frequency. The smooth
lines are the GOE prediction from Eq. �48� with the statistics of Gaussian
mode shapes.

FIG. 9. Functions q from Eq. �24�, f from Eq. �44�, and s from Eq. �50�
versus the modal overlap.
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Var�E� = �1/8�2�
F
4E�
Hrev��,x0,x0�
2� . �56�

If erev is used to represent the energy density at the drive
point �equal to twice the kinetic energy density for a reso-
nant system�, then erev= ���2 /2�
FHrev
2 where � is the
mass density of the system. Also, as discussed below Eq.
�15�, the average value of the total energy can be found by
E�E�=��
F
2 / �4M���, where M is the total mass of the
system and � is the modal density. Equation �56� can then
be written in the form

Var�E� = �1/�m�E�E�E�Aerev��,x0,x0�� , �57�

where A is the area �or equivalent� of the system. Thus the
ensemble variance of the total energy is proportional to the
ensemble mean of the energy density at the drive point. If
Eq. �29� is substituted into Eq. �57�, then the result for the
variance of the total energy agrees with the expression given
by Langley and Brown �2004a�, apart from the fact that Eq.
�38� of that reference contains a factor of K �referred to as �
by Langley and Brown �2004a�� in place of a factor of 3 that
appears in the present result. The constant K is given by Eq.
�46� and takes the value 3 for Gaussian mode shapes, as
assumed here in Eq. �26�.

V. CONCLUSIONS

This paper has considered various aspects of the re-
sponse of a random system to a harmonic point load. In
particular, expressions have been derived for the mean and
variance of the energy density of the reverberant part of the
response, under the assumption of GOE natural frequency
statistics. The main findings are as follows.

�1� The spatial distribution of the ensemble-averaged energy
density is given by Eq. �30�. It should be noted that this
result excludes the direct field, and thus the energy con-
centration near to the drive point predicted by Eq. �30� is
not a direct field effect. A similar result has previously
been derived for impulsive loading �Weaver and
Burkhardt, 1994�, where a time reversal argument was
used to account for the concentration factor at early
times �analogous to high damping in the present case�.
For harmonic loading, a concentration factor at the drive
point has previously been predicted under Poisson natu-
ral frequency statistics �Lyon, 1969�. A comparison with
numerical simulations for a plate has shown that Eq. �30�
captures the main features of the response; it is thought
that the small differences between theory and simulation
are largely due to assumptions regarding the statistics of
the system mode shapes, which are not quite Gaussian.

�2� The relative variance of the reverberant energy density at
points remote from the drive point is given by Eq. �42�.
This result was previously derived �reported with small
typographical errors� by Lobkis et al. �2000�, as part of a
more general study that included the effect of random
modal damping factors. A comparison with simulation
results has revealed the importance of ensemble size
when the modal overlap is low: convergence is very
slow due to the �rare� occurrence of realizations that
have a very large response. With an insufficient number

of samples the false impression is created that the GOE
prediction overestimates the relative variance.

�3� The relative variance of the reverberant energy density at
the drive point is given by Eq. �48�. This is an approxi-
mate result, since the third- and fourth-order GOE cumu-
lant functions were neglected in the derivation. A com-
parison with numerical simulations shows that the result
is accurate for m�1. In contrast to an earlier result due
to Lyon �1969� �for Poisson statistics�, the relative vari-
ance is predicted to decrease with increasing modal over-
lap. The reason for this discrepancy has been explained,
and a modified version of Lyon’s Poisson result has been
presented.

�4� The mean energy density at the drive point is closely
related to the variance of the total energy of the system.
This relationship is given by Eq. �57�, which explains
why the function q�m�, derived by Langley and Brown
�2004a� when considering the total energy, reappears in
the present result for the mean energy density.

It can be noted that, when comparing the plate simulation
results with the GOE analytical predictions, the simulated
values of the mode shape statistics were employed in the
theory. The fact that good agreement was then obtained sug-
gests that the plate natural frequencies conform closely to
GOE statistics, although the mode shapes are not quite
Gaussian. This issue has been raised by previous authors �for
example, Langley and Brown �2004a�, Weaver �1989�, and
Lobkis et al. �2000��. It seems that the statistics of the mode
shapes, as measured, for example, by the parameter K, may
depend on the effective dimension of the system �as dis-
cussed in the Appendix�, and more work is required in this
area.
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APPENDIX: A NOTE ON EIGENVECTOR
STATISTICS

Brody et al. �1981� have derived the statistics of a
d-dimensional eigenvector based on the assumption that the
statistics are orthogonally invariant. The 2��th statistical mo-
ment of an entry of the eigenvector is given by

E��n
2�� =

�2� − 1�!!�d − 2�!!
�d + 2� − 2�!!

. �A1�

The factor K that appears in Eq. �46� would in this case have
the value

K =
E��n

4�
E��n

2�2 = 3� d

d + 2
� . �A2�

Clearly, K�3 with K→3 as d→�. This raises the possibil-
ity that the value of K�3 observed in the earlier work �for
example, Langley and Brown �2004a,b�� is due to a limited
number of degrees of freedom d interacting over the random
ensemble. For example, the reported value of K=2.7 �Lan-
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gley and Brown, 2004a,b� corresponds to d=18. It is not
unreasonable that the number of interacting degrees of
freedom should be of this order for a structural dynamic
system, and further investigation of this issue is war-
ranted.
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Effect of flow on the drumlike silencer
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This study examines the effects of a mean flow and turbulent flow excitation on the performance of
the recently conceived device which was tested under the no-flow condition �J. Acoust. Soc. Am.
112, 2014–2035 �2002��. The silencer consists of two cavity-backed membranes lining part of the
duct walls. When a certain optimal tension is applied, the silencer gives a broad stopband in the
low-frequency regime. Similar performance is predicted for the condition with a mean flow, and
tests conducted for flow speeds from 5 to 15 m/s validated these predictions. The spectrum of
transmission loss without flow features three resonance peaks, and the mean flow is found to smooth
out all peaks and shift two of them through cross-modal coupling. The silencer was tested in a wind
tunnel, and no flow induced flexural instability was found on the membrane in the range of flow
speeds tested. Insertion loss measurement was also conducted in a natural ventilation condition
where a turbulence intensity of 3% was recorded, and the results were close to those without flow.
It is concluded that no noticeable extra sound is produced by the turbulent excitation of the
membrane under the optimal tension required by the silencer. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2047207�

PACS number�s�: 43.50.Gf, 43.20.Tb, 43.20.Ks �DKW� Pages: 3077–3085

I. INTRODUCTION

Ventilation and air conditioning systems provide thermal
comforts, but often they are accompanied by noise propagat-
ing to the working area through the air conveying ducts.
Traditionally, fibrous duct lining is installed and it is only
effective in the range of medium to high frequencies �Ingard,
1994�. Actually, the low-frequency noise is the most difficult
to control and it still remains a technical challenge. Apart
from this acoustical difficulty, the use of some fibers may
also aggrevate the problem of indoor air pollution. A team of
acousticians led by Fuchs has been very successful in finding
fiberless solutions to the problem of medium- to low-
frequency noise �Fuchs, 2001a�. It may be said that a simple
expansion chamber is also a method to avoid the use of fi-
brous duct lining. However, it creates considerable pressure
loss �back pressure� and the frequency range of noise control
is not wide. To reduce the back pressure, silencers in practi-
cal use are often fitted with a perforated, flow-through tub-
ing, such as the straight-through resonator studied by Tha-
wani and Jayaraman �1983�. There are three main types of
multiple duct perforated tube resonators: concentric tube
resonator, plug muffler, and three-duct cross-flow muffler,
and their performances are well verified by experiments
�Munjal et al., 1993�. Among all these designs, the ones with
good performance, such as the plug muffler, still tend to
carry a penalty of high back pressure, so a compromise has
to be reached. The design of the two-chamber, three-duct,
open-ended muffler is recommended by Gogate and Munjal
�1995�. It works for a wide frequency range and the pressure
drop is not very large. However, it is larger than the concen-
tric and plug-type mufflers. As the pressure loss in the muf-

fler connected to an engine or pump consumes power, more
noise is generated by the additional power required to over-
come the pressure loss. So, apart from the consideration of
the environmental aspects and the space occupied, back pres-
sure is one of the most important attributes of a muffler.

In order to control the pressure drop, a silencer has to be
designed in such a way that there is little change of cross-
sectional area. A device called membrane absorber box is
one such example �Ackermann et al., 1988, 1994�. Its prac-
tical performance as an exhaust stack silencer has been re-
ported by Ackermann and Fuchs �1989�. The working prin-
ciple of the device is based on the sound absorption by an
array of smart Helmholtz resonators. Recently, Huang �1999�
introduced the idea of using tensioned membranes to reflect
low-frequency noise and the device is called a drumlike si-
lencer as its highly tensioned membrane resembles a drum
�Huang, 2002�. The noise reduction performance has been
experimentally verified �Choy and Huang, 2002�. The objec-
tive of developing the drumlike silencer is identical to that of
many patented devices by Fuchs and his colleagues, which is
to provide a fiber-free solution �Fuchs et al., 1988; Fuchs,
2001a, b�. In addition to achieving this objective, there are
other potential bonuses for the drumlike silencer. First, it
provides a total noninvasiveness for the flow conduit, and
almost eliminates the undesirable pressure loss. Second, it
occupies a minimal space outside the main flow conduit. To
further this goal of space-saving, helium can be introduced to
fill shallow cavities, and such a device has also been studied
both theoretically and experimentally �Choy and Huang,
2003�.

However, all the analyses and experiments on the drum-
like silencer have been conducted without flow in the duct.
The current study is a step forward in extending the results to
the flow duct. The effect of flow is divided into two parts in
the current study. The first is the effect of a uniform flow on

a�Author to whom correspondence should be addressed. Electronic mail:
mmlhuang@polyu.edu.hk
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the capability of the membrane to reflect noise; the second is
the effect of flow turbulence on the membrane vibration.
Turbulence levels may be high in the air conditioning system
with elbows �Fry, 1988�. The first question is dealt with in
Sec. II by numerical study and in Sec. III A by experimental
studies in a quiet wind tunnel. The results show that the
transmission loss spectrum shifts, but the overall perfor-
mance is not seriously affected as long as an optimum ten-
sion higher than that for the no-flow condition is found and
applied. The second question is answered experimentally,
and this is reported in Secs. III B and III C. The specific
question asked here is whether the inevitable vibration in-
duced by the flow turbulence radiates significant noise in
addition to the incident noise from the upstream. To avoid
the uncertainty of sound measurement in a turbulent flow, an
insertion loss measurement is also conducted. The conclu-
sion is that the sound radiated from the turbulence-induced
vibration is too small to affect the performance of the drum-
like silencer under such a high tension.

II. THEORETICAL MODELING

In previous studies, good agreement between analytical
�Huang, 2002� and experimental results was achieved for the
drumlike silencer without flow �Choy and Huang, 2002�. In
this paper, finite element computation is adopted in the hope
that it would pave the way for engineering design tasks in-
volving complex configurations in the near future. The re-
sponse of the membrane motion to an incident sound is
found through solving a fully coupled problem, and the
transmission loss is predicted. The geometry of the drumlike
silencer is shown in Fig. 1 for half of the device which is
symmetrical about the duct center plane drawn as a solid line
on the top. It resembles a standard, two-dimensional expan-
sion chamber with a main channel height h, and two identical
cavities of length L and depth h. Note that the cavity depth
can differ from the duct height, but it is kept the same in this
study to avoid unnecessary parametric variations. The geo-
metrical optimization is described in Huang �2004�. Note
also that, in the experimental studies described later, the si-
lencer was three-dimensional and the membrane was two-
dimensional on the plane of �x ,z�. However, the two lateral
edges at z= ±w /2, where w=h was the membrane width,
were allowed to move freely. This experimental configura-
tion simulates a two-dimensional duct, or channel, with a
one-dimensional membrane, or a string. The same configu-
ration was used in the earlier studies �Choy and Huang,
2002� for comparison with theory and was proved to be ef-
fective.

The software package of Femlab®, which works under
the popular programming language of Matlab®, is chosen.
Femlab solves properly composed partial differential equa-

tions and it has a strong multi-physics capability which is
found particularly suitable for the current vibroacoustic cou-
pling problem. In the numerical simulation, there are two
domains. One is the two-dimensional domain for the fluid
�air� in the duct with cavity, the cavity and the duct being
geometrically disconnected. Another is the one-dimensional
domain for the membrane, which is in fact a string. The fluid
inside the duct flows and it is assumed to be uniform and
inviscid. The mean flow has a density �0, velocity U, and
Mach number M=U /c0, where c0 is the speed of sound. The
unsteady fluid dynamics of the air in the duct is governed by
the convective wave equation with velocity potential �
�Howe, 1998�,

�1 − M2�
�2�

�x2 +
�2�

�2y
−

2M

c0

�2�

�x�t
−

1

c0
2

�2�

�t2 = 0, �1�

which is related to pressure p and the horizontal component
of the acoustic particle velocity u as

p = − �0� ��

�t
+ Uu�, u =

��

�x
. �2�

The sound in the duct is coupled by a kinematic boundary
condition on the membrane surface �y=0+ � with displace-
ment ��x , t�,

� ��

�y
�

y=0+
=

��

�t
+ U

��

�x
. �3�

The same equations govern sound in cavity by substituting
M =0 in the above equations. The membrane vibration is
driven by the air pressure difference across the interface at
y=0,

T
�2�

�x2 + �p�y=0− − �p�y=0+ = m
�2�

�t2 , ���x=±L/2 = 0, �4�

where T and m are, respectively, the tensile force applied on
and the mass per unit distance of the membrane. For frequen-
cies below the cut-on frequency of the duct, the inlet and exit
boundaries are governed by simple traveling wave relation-
ships:

�± = A± exp�i�t � ik0x/�1 ± M��, p± = ± �0c0u , �5�

where a time dependence of exp�i�t� has been assumed,
k0=� /c0, and the two signs of ± apply to the downstream
and upstream traveling waves, respectively. At the exit
boundary, an anechoic boundary is assumed so that p
=�0c0u or

��

�n
+

ik0�

1 + M
= 0, �6�

where the outward normal direction n coincides with x. As-
suming that the incident wave is one with a unit velocity
potential amplitude,

FIG. 1. The schematic diagram of the drumlike silencer.
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�+ = exp	i��t −
k0x

1 + M
�
, u+ =

��+

�x
= −

ik0�+

1 + M
=

p+

�0c0
.

�7�

The reflection wave, p−= p− p+, satisfies the upstream trav-
eling wave relationship: p−+�0c0u−=0. Hence the total
sound wave satisfies

p + �0c0u = p+ + �0c0u+ = 2�0c0u+, �8�

which can be rewritten as

�1 − M�
��

�n
+ ik0� = − 2u+ =

2ik0�+

1 + M
. �9�

The wall of the duct and cavity are assumed to be acousti-
cally rigid, so the particle velocity normal to the wall van-
ishes. Therefore, the boundary condition on the walls is

��

�n
= 0. �10�

Equations �1�–�10� are solved in a coupled manner in Fem-
lab, and the final result is a sound transmission loss �TL�
defined as the ratio of the Blokhintsev sound intensity
�Blokhintsev, 1946�,

I = � p

�0
+ Uu���0u + �U�, I± =

1

2
�0c0k0

2��±�2,

TL = 10 log10
I+

I−
, �11�

where �= p /c0
2 is the density fluctuation in the fluid, I is the

total sound intensity while I+ and I− are the intensity of
waves traveling in +x and −x directions, respectively.

In the following presentations, all parameters are nor-
malized by a set of three basic quantities: air density �0,
speed of sound c0, and the duct height h. So, the frequency f
is normalized by c0 /h, tensile force per unit depth T by
�0c0

2h, and membrane mass per unit area m by �0h. For the
sake of simplicity, the same symbols are used for both di-
mensional and dimensionless variables at times. A quantity is
deemed dimensional when a physical unit, e.g., Newton for
force, is given, so there is little risk of confusion.

The accuracy of the finite element simulation depends
on the solver and the mesh size. To ensure that the prediction
is reliable, it is necessary to validate it. The validation is
conducted by comparison with the analytical solution for
M=0 �see Huang �2002� for details�, and the result is shown
in Fig. 2. The normalized mass �or mass ratio� is m=1.3 and
the normalized tension is T=0.54. The analytical solution is
shown as a solid line, and the numerical prediction is given
as open circles. In the numerical simulation, a total of around
17 000 Lagrangian, quadratic, triangular elements are used
for the fluid domain and 101 nodes are used for the one-
dimensional membrane. There is no visible deviation be-
tween the two TL curves except minor frequency shifts
around the spectral peaks. As another check for the accuracy
of the Femlab solver, the conservation of acoustic energy at
the absence of any dissipation mechanism is examined. The
reflection sound energy found at the inlet and the transmitted

sound energy at the exit are added up and compared with the
specified incident sound. The error is calculated as

�E = �
inlet

�� − �in�2 dy + �
exit

���2 dy − �
inlet

��in�2 dy ,

�12�

where subscripts “in” denote the incident wave evaluated at
the inlet boundary. When compared with the incident sound
power, the maximum normalized error, �E /�inlet��in�2 dy, for
all the calculated frequencies is less than 10−11. The com-
parison is very satisfactory and the same mesh is used for
predictions with flow. In a parametric study conducted by
Huang �2004�, the stopband is defined as a continuous
frequency band, f � �f1 , f2�, in which TL�TLcr and the
criterion value of TLcr=10.4 dB is used for a drumlike
silencer with two cavities of depth h and length L=5h,
which is exactly the configuration used in the current
study. The criterion value of 10.4 dB is calculated on the
basis of the total volume used for the cavities in Huang
�2004�. There is no reason why it cannot be rounded down
to 10 dB, but the use of 10.4 dB would certainly make the
comparison with earlier results easier. It is found in
Huang �2004� that the best performance is given by a
membrane of vanishing mass. In real applications, the
membrane with practically minimal mass is chosen. For
the given mass ratio m, an optimization procedure is con-
structed to search for the best tension T on the membrane
that gives the highest frequency ratio of f2 / f1, which is
found, for m=1.3, to be 2.42 at T=0.54. Part of the reason
for optimizing the frequency ratio instead of the frequency
difference is the desire to give emphasis to the low-
frequency region which is difficult for traditional duct lin-
ings.

The mechanisms behind the peaks have been analyzed
�Huang, 2002� by decomposing the membrane displacement
� into in vacuo string modes of index j:

� j = sin	 j�� x

L
+

1

2
�
 . �13�

It is found that the first two modes, j=1,2, play the domi-
nant role. The first peak is mainly contributed by the combi-
nation of the first and second in vacuo modes, while the
second and third peaks are attributed mostly to the first and

FIG. 2. Comparison between the Femlab calculation �open circles� and the
analytical solution �solid line� for the dimensionless parameters of length
L=5, mass m=1.3, and tension T=0.54.
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second in vacuo modes, respectively. When the fluid loading
caused by a modal vibration of the jth mode is transformed
into a sine series to find its coefficient of the lth in vacuo
mode, the result is defined as modal impedance matrix Zjl�,

Zjl =
2

L
�

−L/2

L/2

��py=0− − py=0+���=�j�x�ei�t�l�x�dx . �14�

It is found that there is no cross-modal interaction between
the odd and even modes. In other words, Zjl=0 when j is odd
and l is even, or when j is even and l is odd.

The flow effect on the performance of the drumlike si-
lencer is now investigated numerically. Tension is kept con-
stant at T=0.54 while the Mach number M varies. The re-
sults are shown in Fig. 3�a�. The solid curve with three sharp
peaks is the reference case without flow �M=0�. When the
flow velocity is increased, the levels of all three peaks are
decreased and they are also smoothed out. Compared with
the peak height, the TL between the first and second peaks
has less noticeable changes. However, the second and third
peaks drift apart. As a result, the trough between them,
around f =0.12, dips below the 10.4 dB criterion value for
M=0.045 �dash-dot line�. This spectral movement is very
similar to that which occurs when the tension is reduced for
the no-flow case �Huang, 2002�. Therefore, the effect of flow
on the sound-membrane interaction is similar to the reduc-
tion of membrane tension. The reason behind such an effect
is rather complex, but preliminary analysis of the modal im-
pedance reveals its essence. The modal impedance is easily
calculated by changing the present coupled problem into one
in which the membrane vibration is specified and there is no
incident wave. Sine transform is applied to the resultant fluid
loading to find the modal impedance. The absence of the
cross-modal interaction for M=0 is easily validated, and se-
rious cross modal interaction is found for M�0. For ex-
ample, the following numerical results �Table I� are obtained
for the first two modes. The values of the cross-modal coef-
ficients for M=0, �Z12�=0.0017 and �Z21�=0.0023, are an in-
dication of the numerical error which can be shown to be
further diminishing with the mesh size. The changes of the

magnitude of cross modal impedance, �	Z12�=0.1467 and
�	Z21�=0.1465, are found to be much larger than the change
of the self-impedance, �	Z11�=0.0071 and �	Z22�=0.0178.
The fact that there is cross-modal interaction with flow is
readily comprehensible. The extra term in the boundary con-
dition Eq. �3�, U�� /�x, gives rise to terms of cos �j��x /L
+ 1

2
��, which spreads over many in vacuo modes of

sin �j��x /L+ 1
2

��.
Figure 3�b� shows that, when a higher tension of T

=0.58 is used, the TL spectral trough between the second and
third peaks can be lifted above the threshold value of TLcr

=10.4 dB again. This reconfirms the earlier observation that
the net effect of flow is similar to the reduction of membrane
tension. It also means that a different optimal tension has to
be found for each flow condition.

III. EXPERIMENTAL STUDIES

Experimental studies were conducted to answer three
important questions.

�1� Can the drumlike silencer maintain its broadband perfor-
mance in flow when a higher tension is applied on the
membrane?

�2� Is there flow-induced flexural instability which converts
flow energy into vibration and subsequently sound en-
ergy?

�3� Is there significant noise radiation by the turbulence ex-
citation on the membrane?

Note that there is an important distinction between questions
2 and 3. In question 2, the flow is nominally uniform and
there is no incident sound. The instability and vibration grow
out of infinitesimal disturbances due to an intrinsic mecha-
nism of energy transfer from the mean flow �zero frequency�
to the vibration of a finite frequency �Huang, 2001�. If such
instability exists, it would only get quenched by nonlinear
effects. Because of this, vibration induced by such an insta-
bility mechanism can certainly be measured and is expected
to be much larger in magnitude than that induced by an in-
cident sound or the local flow turbulence. Question 3 differs
from 2 in that it deals with the forced vibration instead of
self-induced vibration. When there is a flow turbulence, ex-
citation exists on the membrane and there must be a finite
response. The question is whether such vibration radiates a
significant amount of sound. The question of how much
sound is significant can only be answered by comparing the
sound pressure level associated with a realistic flow condi-
tion. The plan in this section is as follows. Questions 1 and 2
will be answered by tests conducted in a wind tunnel where
the mean flow is smooth, while question 3 is dealt with by
using a realistic flow generated by a fan attached to a duct.
To avoid uncertainties of signal processing for the sound
measured in flow, the insertion loss is measured by placing a
microphone in the no-flow region in an anechoic chamber
into which the turbulent flow is discharged.

A. Wind tunnel test

The transmission loss measurement was conducted in a
quiet mini-wind-tunnel in which the noise of the fan driving

FIG. 3. Predicted spectra for �a� fixed tension T=0.54 with varying Mach
number M and �b� fixed M=0.045 with different T.

TABLE I. Computed modal impedance with and without flow.

�ZM=0� �ZM=0.045-ZM=0�

l=1 l=2 l=1 l=2

j=1 2.7739 0.0017 j=1 0.0071 0.1467
j=2 0.0023 2.2304 j=2 0.1465 0.0178
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the closed-loop flow was mostly absorbed by the acoustic
linings. The schematic of the setup is given in Fig. 4. The
overall layout of the wind tunnel is illustrated in the upper
right corner of Fig. 4. The working section of the wind tun-
nel was 100 mm by 100 mm in cross section and 1.8 m in
length. This length is very long compared with normal wind
tunnel designs and it is deliberately chosen for the duct
acoustics testing. The turbulence intensity at the upstream
sections was less than 0.1%. As shown in Fig. 4, a turbulence
trigger made of a screen covering the duct cross section was
installed at an upstream position when a high level of turbu-
lence was needed. The length of the membrane and the cav-
ity was L=500 mm and the mass per unit area of the mem-
brane was m=0.17 kg/m2. The tensile force applied on the
membrane was measured by a strain gauge glued to the sur-
face of the membrane. The dimension of the strain gauge
sensor �TML FLA-3-11� was 3 mm. More details are de-
scribed in Choy and Huang �2003�. The duct and cavity
height was h=100 mm and so was the width of the mem-
brane. The duct wall was made of 15-mm-thick acrylic. The
magnitude of the vibration velocity on this wall was found to
be, typically, 1% of that in the membrane. It was therefore
considered to be acoustically rigid. The first cut-on fre-
quency of the duct was 1700 Hz. Two pairs of B&K 1

2 in.
condenser microphones �type no. 4187� were installed flush
with the duct walls. A wide separation distance of 80 mm
was used for the microphone pairs in order to have a good
measurement accuracy at low frequencies. The microphones
were supported by a B&K Nexus four-channel conditioning
amplifier �type 2691�, and the signals were acquired through
the National Instruments AD conversion card �type PCI-
4452�. The testing sound was generated by a loudspeaker
driven by the amplified DA signals. Both the AD and the DA
processes were controlled by a Labview program, which was
made to run through a range of testing frequencies from
20 to 1000 Hz in a loop with a frequency interval of 10 Hz.
The output signal from the DA converter �National Instru-
ments PCI-M10-16E-1� was passed to the loudspeaker via a

B&K power amplifier �LAB Gruppen 300�. The natural ad-
vantage of the pure tone tests is the high signal-to-noise ra-
tio, which is especially important in the wind tunnel where
there is a background flow noise and the local pressure fluc-
tuation on the flush-mounted microphone. In addition, the
sampling rate and period can be adjusted automatically in the
Labview code such that an integer number of cycles are
guaranteed for all frequencies tested. No digital windowing
is needed for the subsequent FFT analyses.

The exact locations of the microphones are shown in
Fig. 4 with the labels of M1-4. The travelling wave compo-
nents in the upstream and downstream sides can be resolved
by one pair of microphones in each side. The convection
effect was taken into consideration in the two-microphone
method. The method of two sources at two positions �Munjal
and Doige, 1990� was used to find the transmission loss. The
first test was conducted with the loudspeaker on the left-hand
side �upstream�. The loudspeaker was flush mounted to the
wind tunnel wall via a 45 mm by 45 mm copper gauze with
a mesh size of about 1 mm, of which a photo is attached in
Fig. 4. This avoided the flow separation and large scale tur-
bulence, and this installation did not affect the uniformity of
the flow and the turbulence intensity along the membrane of
the drumlike silencer. Another set of measurements was
taken by moving the loudspeaker to the downstream section
while the opening in the upstream was sealed by a rigid
plate. The linear combination of the intensity fluxes for the
two tests then gave a virtual test in which the downstream
was strictly anechoic.

The flow velocity inside the tunnel was measured by a
hot-wire which was calibrated by a flow manometer and was
connected to the filtered anemometer with constant current.
There were three positions for measuring the flow turbulence
over the membrane: the leading edge of the membrane,
200 mm downstream from the leading edge and 50 mm up-
stream from the trailing edge. To ensure the uniformity of the
flow, the turbulence intensity and the flow velocity were
checked by traversing the hot wire along the height of the
working section with a vertical interval of 5 mm.

The results of the transmission loss measurement are
shown in Fig. 5. Figure 5�a� shows the spectra for T=0.54
with M=0 �open circles�, M=0.03 �or 10 m/s, open
squares�, and M=0.045 �or U=15 m/s, open triangles�. The
level of TL in the frequency range between the second and
third peaks is generally reduced by flow. As explained ear-
lier, the flow has the effect of lowering the effective tension
so the second peak shifts towards lower frequencies as com-

FIG. 4. The setup of the measurement system using the four-microphone,
two-source position method. The hot-wire measures the flow speed and the
laser vibrometer measures the membrane vibration velocity. Turbulence is
generated by a screen upstream of the drumlike silencer.

FIG. 5. Measured transmission loss of the drumlike silencer with flow. �a�
Fixed tension T=0.54 and various flow speeds. �b� Comparison between the
Femlab prediction and the measured data for M=0.045, T=0.58.
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pared with the no-flow condition �M=0�. The shift and the
change in the second and third peaks cause TL to fall below
the criterion value of 10.4 dB. So, an increase in tension is
required. Figure 5�b� shows the improvement of performance
by the increased membrane tension of T=0.58 for M
=0.045 �filled squares�, which agrees closely with the theo-
retical predictions �solid line�. Note that, in all numerical
predictions, the losses of wall friction, thermal conduction,
and flow turbulence are not considered and the predicted
transmission loss is expected to be a little lower than the
measured values.

B. Vibration measurement

As shown in the lower part of Fig. 4, a laser vibrometer
�Polytec type with controller FV-3001 and sensor head OFV-
303� picked up signals of the membrane vibration through
the transparent cavity walls installed outside the wind tunnel
working section. The vibration signal was referenced against
the driving voltage sent to the loudspeaker, and the measure-
ment was repeated by moving the sensor in the streamwise
direction with an interval of 20 mm. When the results for all
points were compiled, a distribution of vibration velocity as
a function of membrane coordinate x with correct phase was
obtained. There are two purposes for the vibration measure-
ments: to study the modal response of the membrane and to
answer the question of whether there is flow-induced flexural
instability.

The response of the membrane under the acoustic exci-
tation has been explained in detail by Huang �2002�. It is
found that the first and second in vacuo modes are dominant
while the third mode also plays some role. The same phe-
nomenon is found in the measured results here. Figure 6
compares the membrane response between the Femlab pre-
diction �left column� with the measured results �right col-
umn� for the frequencies of 200 Hz �first row�, 330 Hz �sec-
ond row�, and 420 Hz �third row� corresponding to three

peaks in the TL spectrum in Fig. 2. In the Femlab prediction
shown in the left column, the solid lines represent the con-
dition without flow while the dashed lines with flow of M
=0.026 �U=9 m/s�. In the experimental data shown in the
right column, solid lines also represent the condition of no
flow, and the dashed line represents a flow of M=0.026 �U
=9 m/s� and 6% turbulence intensity. In fact, the effect of
turbulence on vibration is little in this case, and this is dis-
cussed in the next figure. Note that the two columns have
different coordinate scales and only the shapes should be
compared. The comparison of the two columns shows that
there is a general agreement in terms of the membrane re-
sponse although there are quantitative differences. Compari-
sons between the membrane response for the no-flow and
with-flow conditions shows that the flow decreases the mem-
brane response, and that there is also an agreement in this
between the Femlab prediction and the measurement.

Having obtained the conclusion that the measured modal
response agrees with the prediction, the focus is now on the
rms values of the membrane vibration velocity under differ-
ent flow conditions. Four flow conditions are considered: �1�
no flow, �2� a uniform flow, which is, strictly speaking, a
flow with a low turbulence intensity of 0.04%, �3� a flow
with 4% turbulence intensity, and �4� 6% turbulence inten-
sity. The flow velocity for conditions �2–4� was 9 m/s �M
=0.026�. Two types of tests were conducted. In the first,
random excitation was given to the loudspeaker, and the re-
sults for various flow conditions are shown in Fig. 7�a�. In
the second test, shown in Fig. 7�b�, the loudspeakers were
switched off, and the recorded membrane vibration was
purely caused by the flow turbulence and wind tunnel back-
ground noise. As shown in Fig. 7�a� for the loudspeaker ex-
citation, there is a certain difference between the results of
no-flow �solid line� and those with flow conditions, and this
is consistent with the trend of reduced membrane response
by flow as shown in Fig. 6. The results for the flow with
three different values of turbulence intensity, 0.04% �mean
flow, dashed line�, 4% �dash-dot line�, and 6% �dot line�,
show very little difference. The reason is found in Fig. 7�b�
where the loudspeaker is switched off. The comparison be-
tween Figs. 7�a� and 7�b� shows that the level of sound-
induced vibration dominates over the turbulence-induced vi-
bration, so the three flow conditions in Fig. 7�a� do not make

FIG. 6. The response of the membrane. The first column is the Femlab
prediction while the second column is the experimental results at the fre-
quencies of �a� 200 Hz, �b� 330 Hz, and �c� 420 Hz. All solid lines are for
M=0 and dashed lines for M=0.026. A turbulence intensity of 6% is used in
the experiment with loudspeaker sound excitation.

FIG. 7. The membrane vibration velocity under the tension of T=0.54. �a� is
the response under random sound excitation from a side-branch loudspeaker
and �b� is without such excitation. The solid line is for the no-flow condi-
tion, and the others are with a mean flow velocity of 10 m/s �M=0.03� and
a turbulence intensity of 0.04% �dashed line�, 3% �dash-dot line�, and 6%
�dotted line�, respectively.
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much impact on the results. In terms of the turbulence-
induced vibration shown in Fig. 7�b�, clear differences are
found between the 4% and 6% turbulence, but little differ-
ence is found between the mean flow �0.04%� and 4% tur-
bulence. The similarity in the latter two conditions indicates
that the background noise may have contributed to the re-
corded vibration whose magnitude is probably of the same
order as that caused by the 4% flow turbulence.

When the vibration energy is integrated over the whole
membrane, an overall rms value is found for each case in
Fig. 7. For the no-flow case shown in Fig. 7�a�, the overall
Vrms is found to be 6.9 mm/s. The incident wave due to the
random noise generated by the loudspeaker in the no-flow
condition can be resolved unambiguously by the two-
microphone method, and the total sound pressure level is
found to be 61.6 dB. The overall vibration induced by the
6% turbulence, as shown in Fig. 7�b�, is Vrms=0.17 mm/s.
The amount of sound required to induce the same amount of
turbulence induced vibration is calculated as 61.6
+20 log10 �0.17/6.9�=29.4 dB. This is not a very loud noise,
and the comparison serves to highlight the dominance of the
sound-induced vibration over the turbulence-induced vibra-
tion.

C. Insertion loss measurement

Measurement of sound inside a flow duct is always sub-
ject to uncertainties related to aerodynamic pressure fluctua-
tions within the boundary layer where the microphone is
placed. This can be avoided if the microphone is located
outside the air stream measuring the sound radiation through
the exit of a flow duct. If two such measurements, one with
and another without the silencer, are compared, the differ-
ence gives the so-called insertion loss �IL�. Insertion loss
differs from transmission loss �TL� in that its result depends
partly on the impedance of the noise source upstream of the
silencer as well as the exit impedance at the downstream. On
the contrary, TL depends solely on the silencer properties.
The setup for the IL measurement is shown in Fig. 8. The
flow was generated by an in-line fan attached to one end of
the duct. The duct and the silencer were installed across a
partition window between an anechoic chamber �left� and a
reverberation chamber �right�. The only measurable acoustic
communication between the two chambers was the duct at
the partition wall was well built and all window edges were
sealed. The fan ran at 2800 rpm at its design condition and
was located inside the reverberation chamber, while a mea-
surement microphone �B&K 4187� was used in the anechoic
chamber at an axial distance of 56 cm from the duct exit and

55 cm below the duct. For each IL test, two noise measure-
ments by the same microphone at the same position were
taken, one with the silencer installed and another with the
silencer replaced by a rigid duct of the same length. It is well
known that the insertion loss can be negative at some fre-
quencies due to the impedance conditions at the source and
the exit. Such phenomenon would not be a concern if there is
no flexible structure. However, the use of a vibrating mem-
brane causes a concern of whether the negative value of IL
signifies extra noise radiated by the flow-induced membrane
vibration. To be certain, a side-branch loudspeaker was also
installed to measure IL without flow. The loudspeaker was
driven by a function generator �Hioki� coupled with an am-
plifier, and its connection with the duct was similar to the
arrangement made for the wind-tunnel test. The loudspeaker
was always present even when it was switched off and the
noise source was provided naturally by the fan and its gen-
erated flow. The fan can generate a maximum flow of 9 m/s
and the turbulence level was found to be 3% at the upstream
end of the membrane while the level decays to 2% in the
middle of the membrane section. The optimal tension of
780 N �dimensionless T=0.54� was used for the drumlike
silencer. In order to avoid the transmission of the mechanical
vibration from the fan and motor to the testing rig, a
50-mm-long flexible duct made of plastics was inserted be-
tween the fan and the entrance of the test rig.

The first IL test was conducted with the loudspeaker
switched on and the fan switched off. The result is shown in
Fig. 9�a� as the solid line. Then the fan was switched on to
produce a flow speed of about 5 m/s with 2% turbulence
intensity at the upstream edge of the membrane, and the
result is given as the dashed line in the figure. The result

FIG. 8. Experimental setup for the insertion loss measurement.

FIG. 9. Insertion loss under different flow and loudspeaker excitation con-
ditions. �a� Loudspeaker on without flow �solid line�, a flow of 5 m/s
�dashed line� and a flow of 10 m/s �dash-dot line�. �b� Loudspeaker off with
a flow of 5 m/s �dashed line� and 10 m/s �dash-dot line�. �c� Comparison of
the results with loudspeaker-on and 10 m/s �solid line� with the
loudspeaker-off with 10 m/s flow �filled circles�.
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obtained when the fan operated at the full speed of
2800 rpm, producing a speed of 9 m/s with 3% turbulence,
is shown as the dash-dot line. Note that the sound pressure
level measured when the fan operated at this speed was about
50 dB when the loudspeaker was switched off, and the SPL
was 60 dB when the fan was switched off and the loud-
speaker was switched on. A margin of 10 dB was obtained
for the loudspeaker sound dominance during this set of tests.
Several observations are now made. First, the results for 5
and 9 m/s are hardly distinguishable. But when they are
compared with the result without flow, approximately 1–
2-dB reduction in IL is found at the IL peaks with the intro-
duction of the flow. This reduction is consistent with the
prediction shown in Fig. 3�a� where spectral peaks are
rounded off by the flow even when there is no damping
mechanisms present. The second observation is that IL
reaches about 20 dB at 250, 330, 400, and 480 Hz, and the
frequencies of the first three peaks coincide with those of the
predicted TL curve for the optimal tension of 780 N. The
third observation is that negative IL is found around 45, 105,
and 300 Hz. Due to the dominance of the loudspeaker sound,
the negative IL is deemed to be a result of source and exit
impedance conditions instead of extra sound radiation from
the membrane in the silencer.

The results obtained when the loudspeaker was switched
off and when the flow speed was 5 and 9 m/s are given in
Fig. 9�b� as the dashed line and the dash-dot line, respec-
tively. Again, there is no noticeable difference between these
two. The comparison between the 9-m/s flow test with and
without the loudspeaker sound excitation is shown in Fig.
9�c�. The difference between them is also small, around
1–2 dB at some peak positions. There is a general agreement
of IL tests with loudspeaker excitation with flow and the
excitation by the flow noise alone at different flow speeds.
There is also qualitative agreement between the IL tests be-
tween the no-flow condition and the conditions with flow.
These results lead to two important conclusions.

�a� There was no flow-induced instability in the range of
flow speed tested. Should there be such instability, en-
ergy in the mean flow would have been transferred to
the membrane vibration and the IL results for different
flow speeds would have been quite different.

�b� There was no significant extra noise radiated by the
turbulence-induced vibration. Should there be such ex-
tra noise, the source of noise would have been on the
membrane and the IL results in Fig. 9 would also have
been quite different. The absence of any significant dif-
ference in IL means that the membrane only acted as a
passive wave reflector.

IV. CONCLUSIONS

The effect of flow on the drumlike silencer has two as-
pects. In the first, the use of the tensioned membrane is seen
as a potential hazard of flow-induced flexural instabilities
and turbulence-induced vibration, leading to extra noise gen-
eration. In the second, the effect of a mean flow is looked at
quantitatively, and the concern is whether the good silencing
performance predicted for the silencer without flow can be

maintained when there is flow. The first aspect was investi-
gated mainly experimentally, while the second one was done
both theoretically and experimentally. Several conclusions
are drawn:

�1� It has been shown experimentally that, for the flow speed
common in ventilation applications, there is no flow-
induced flexural instability. This is partly due to the high
tension applied on the membrane, high tension being a
result of acoustic optimization for a broadband wave re-
flection. In an example of wind tunnel test with 9-m/s
flow superimposed by 6% turbulence intensity, the
amount of vibration induced was found to be equivalent
to that induced by an incident sound of about 30 dB.
This result serves to highlight how small the turbulence-
induced vibration is when the tension is high.

�2� The question of whether there is significant extra noise
radiated by the turbulence-induced vibration was also
investigated by an insertion loss measurement using a
realistic ventilation flow generated by an in-line fan. The
insertion loss measured by using a loudspeaker excita-
tion was essentially the same as that by the natural fan
noise excitation. It means that all the noise sources were
upstream of the silencer and the possible noise radiated
by the turbulence-induced vibration was insignificant.
Negative insertion loss was found only where the no-
flow test also showed such result.

�3� The quantitative effect of flow on the silencing perfor-
mance is mainly the smoothing and the shifting of the
peaks, especially the second one, in the transmission loss
spectrum. This was predicted by the finite element
method and validated by the wind tunnel experiment. In
a typical TL spectrum, there are three peaks featuring the
wave reflection by the combination of the first and sec-
ond, first, and second in vacuo modes of the membrane,
respectively. The main effect of flow is to deteriorate the
silencer performance between the second and third
peaks, for which the remedy is found with the increased
membrane tension. The reason for such effect is identi-
fied as the cross-modal coupling which is absent without
flow.
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The performance of local active noise control systems is generally limited by the small sizes of the
zones of quiet created at the error sensors. This is often exacerbated by the fact that the error sensors
cannot always be located close to an observer’s ears. Virtual sensing is a method that can move the
zone of quiet away from the physical location of the transducers to a desired location, such as an
observer’s ear. In this article, analytical expressions are derived for optimal virtual sensing in a
rigid-walled acoustic duct with arbitrary termination conditions. The expressions are derived for
tonal excitations, and are obtained by employing a traveling wave model of a rigid-walled acoustic
duct. It is shown that the optimal solution for the virtual sensing microphone weights is independent
of the source location and microphone locations. It is also shown that, theoretically, it is possible to
obtain infinite reductions at the virtual location. The analytical expressions are compared with
forward difference prediction techniques. The results demonstrate that the maximum attenuation,
that theoretically can be obtained at the virtual location using forward difference prediction
techniques, is expected to decrease for higher excitation frequencies and larger virtual distances.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2047127�

PACS number�s�: 43.50.Ki �KAC� Pages: 3086–3093

I. INTRODUCTION

Local active noise control systems aim to create zones of
quiet at specific locations, for instance at the passenger’s ears
inside a vehicle cabin. Unfortunately, the greatest noise re-
ductions are generally achieved at the error sensor locations,
which might not always be where the maximum attenuation
is required. This is further complicated by the fact that the
created zones of quiet tend to be very small. It has been
shown both analytically and experimentally that the zone of
quiet, in which the noise is reduced by 10 dB or more, typi-
cally has the shape of a sphere with a diameter of one-tenth
of an acoustic wavelength.1 Consequently, the error sensors
usually need to be placed close to an observer’s ear, which
might not always be a possible or convenient solution. For
local control to be practical, a nonintrusive sensor is re-
quired, which is placed remotely from the desired measure-
ment location. This nonintrusive sensor can be used to esti-
mate the pressure remote from the location of the physical
transducers. The estimated pressure at the remote location
can then be minimized by a local active noise control system.
As a result, the zone of quiet can be moved away from the
physical location of the transducers to the desired location of
maximum attenuation, such as a person’s ear. This concept,
which is called virtual sensing, has been investigated previ-
ously by a number of authors.

Elliott and David2 suggested a virtual sensing method
called the virtual microphone arrangement. This method re-

quires a preliminary system identification step in which the
transfer functions between the secondary sources and the
physical and virtual microphones are estimated. Further-
more, it is assumed that the primary pressures at the physical
and virtual microphones are equal. This assumption, together
with the knowledge of the estimated transfer functions, al-
lows the estimation of the pressures at the virtual micro-
phones. The virtual microphone arrangement has been thor-
oughly investigated by a number of authors.3,4

Roure and Albarrazin5 and Popovich6 independently
suggested a virtual sensing method called the remote micro-
phone technique. This method requires a preliminary system
identification step in which three transfer functions are esti-
mated. The first two are the transfer functions between the
secondary sources and the physical and virtual microphones,
which are also needed in the virtual microphone arrangement
of Elliott and David.2 However, the remote microphone tech-
nique requires the estimation of a third transfer function that
models the transfer path between the primary field pressures
at the physical and virtual microphones. The virtual micro-
phone arrangement assumes this transfer function to be unity
and thus is a simplified version of the remote microphone
technique.

Cazzolato7 suggested an alternative approach to the vir-
tual microphone arrangement based on forward difference
prediction techniques. In this approach, the pressure at the
virtual location is estimated by summing the weighted pres-
sures from a number of microphones in an array. The
weights for each of the elements in the microphone array are
determined using forward difference prediction techniques.
The forward difference prediction approach has been exten-
sively investigated for a rigid-walled acoustic duct and a free
field.8,9 A linear prediction method using a two-microphone
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array and a quadratic prediction method using a three-
microphone array were evaluated both theoretically and ex-
perimentally. While the quadratic prediction method theoreti-
cally gave the highest attenuation at the desired location,
experiments showed that the linear prediction method proved
to be better, in practice.10–12 This was attributed to the high
sensitivity of the quadratic prediction method to short-
wavelength extraneous noise. In an effort to overcome this
problem, higher-order virtual microphone arrays were
investigated.9 This method uses a higher number of micro-
phones in the array than the order of the prediction algo-
rithm, resulting in an overconstrained problem that can be
solved by a least squares approximation. The higher-order
prediction algorithm then acts to spatially filter out the extra-
neous noise. The experimental results showed that the accu-
racy of these higher-order prediction algorithms was very
much affected by the phase and sensitivity mismatches and
relative position errors between the microphones in the
array.13 These mismatches and position errors are generally
unavoidable, especially if the number of microphones used is
increased.

In an effort to overcome the problem of phase mis-
matches, sensitivity mismatches, and relative position errors
encountered in the forward difference prediction techniques,
Cazzolato14 explored the use of the adaptive LMS algorithm
to determine the optimal weights for each of the microphone
elements. This technique places a microphone at the virtual
location, after which the microphone weights are adapted by
the LMS algorithm so as to optimally predict the sound pres-
sure at this location. After the weights have converged, the
microphone is removed from the virtual location and the
weights are fixed to their optimal value. Munn9 theoretically
investigated the use of the adaptive LMS virtual microphone
technique for a rigid-walled acoustic duct. It was found that
the LMS algorithm could completely compensate for relative
position errors and sensitivity mismatches and partly com-
pensate for phase mismatches. Real-time control results for a
rigid-walled acoustic duct showed that the adaptive LMS
virtual microphone technique outperformed the forward dif-
ference prediction techniques.9,15 Gawron and Schaaf16 sug-
gested a virtual sensing method very similar to the adaptive
LMS virtual microphone technique, which was applied to
local active noise control inside a car cabin. Experimental
results showed the potential of this virtual sensing method.

Our aim in this paper is to derive analytical expressions
for the optimal microphone weights for the case of virtual
sensing in a rigid-walled acoustic duct with arbitrary termi-
nation conditions. These analytical expressions can be com-
pared with the forward difference prediction microphone
weights, and with the adaptive LMS virtual microphone
technique weights that should converge to the optimal micro-
phone weights. The analytical expressions are derived for
tonal excitations, and are obtained by employing a traveling
wave model of a rigid-walled acoustic duct with arbitrary
termination conditions. It is shown that the optimal micro-
phone weights are independent of the source location, the
microphone locations, and the termination conditions.

II. THEORY

A. Traveling wave model

Figure 1 shows a schematic diagram of a rigid-walled
acoustic duct of length L, and with arbitrary termination con-
ditions characterized by

�1,2 = ��1,2 − j��1,2. �1�

The termination phasors �1,2 in Eq. �1� are related to the
reflection coefficients by R1,2=e−2�1,2.17 The coefficients
�1,2 and �1,2 are thus determined by the acoustic properties
of the termination at each end of the duct. A rigid, totally
reflective termination is achieved for �1,2=�1,2=0, while an
anechoic termination is obtained for �1,2=�.

The complex acoustic pressure p�x� at a point x in the
rigid-walled duct due to a source of complex volume veloc-
ity q located at y, is given by18,19

p�x� = A�e−jk�y−x� + e−jk�y+x�−2�1 + e jk�y+x�−j2kL−2�2

+ e jk�y−x�−j2kL−2�1−2�2�Tr, �2�

where the amplitude A is defined as

A =
�cq

2S
, �3�

and the reverberation factor Tr of the duct is given by

Tr =
1

1 − e−j2kL−2�1−2�2
. �4�

In the above equations, � is the density of air, c is the speed
of sound, S is the cross-sectional area of the duct, and k is the
acoustic wave number. Furthermore, it is assumed that no
higher-order modes are present in the duct. It can be shown
that for 0�x�y, Eq. �2� can be written more succinctly as

p�x� =
�cq cos�k�L − y� − j�2�cos�kx − j�1�

jS sin�kL − j��1 + �2��
. �5�

Similarly, for y�x�L, Eq. �2� can be written as

p�x� =
�cq cos�ky − j�1�cos�k�L − x� − j�2�

jS sin�kL − j��1 + �2��
. �6�

For totally reflective termination conditions, such that �1,2

=0, Eqs. �5� and �6� reduce to the expressions discussed by
Nelson and Elliott.20

B. Virtual sensing algorithm

In this section we introduce the algorithm utilized for
virtual sensing in a rigid-walled acoustic duct. This algo-
rithm requires an array of M physical microphones located at
x, as illustrated in Fig. 1, with the vector x of length M given
by

FIG. 1. Schematic diagram of a rigid-walled acoustic duct of length L, and
arbitrary termination conditions characterized by �1,2.
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x = �x1 x2 . . . xM�T = �x1 x1 + � . . . x1 + �M − 1���T,

�7�

where � is the microphone separation distance, and �·�T is
the transpose of the term inside the brackets. The aim of the
virtual sensing algorithm is to obtain an estimate p̂v of the
pressure pv at the virtual location xv=xM +d, where d is the
virtual distance as shown in Fig. 1. This estimate is calcu-
lated as

p̂v = wTp , �8�

where p is a vector of length M containing the complex
pressures at the physical microphone locations defined as

p = �p1 p2 . . . pM�T, �9�

and w is a vector of length M containing the real-valued
microphone weights defined as

w = �w1 w2 . . . wM�T. �10�

The algorithm is illustrated in Fig. 2, where epe is the pre-
diction error given by

epe = pv − wTp . �11�

The aim of the virtual sensing algorithm is to minimize this
prediction error by choosing a set of suitable microphone
weights w.

III. OPTIMAL MICROPHONE WEIGHTS FOR TONAL
EXCITATION

Suppose there is a primary source located at yp, a sec-
ondary source at ys, two physical microphones at x, and a
virtual microphone at xv. The locations of all these compo-
nents are such that 0�yp�x1�x2�xv�ys�L, as illus-
trated in Fig. 1. First, the optimal microphone weights w0 are
calculated for the primary field, such that

pp,v = w0
Tpp = �w01 w02��pp1

pp2
� , �12�

with pp the complex primary pressures at the physical micro-
phone locations, and pp,v the complex primary pressure at the
virtual microphone location. Using Eq. �6�, this can be writ-
ten as

cos�k�L − xv� − j�� = �w01 w02��cos�k�L − x1� − j��
cos�k�L − x2� − j�� � ,

�13�

where it is assumed for convenience that �1=�2=�, as
this will not make a difference in the final result. Using
the fact that cos 	= 1

2 �e j	+e−j	�, and taking together the

terms in e jkL and e−jkL, Eq. �13� can be transformed into
the following matrix equation:

Aw0 = b , �14�

where the matrix A is given by

A = �e−jkx1+� e−jkx2+�

e jkx1−� e jkx2−� � , �15�

and the vector b is defined as

b = �e−jkxv+�

e jkxv−� � . �16�

The optimal microphone weights w0 can now be calculated
from Eq. �14� as

w0 = A−1b , �17�

which can be concisely written as

w0 =
1

sin k�
� − sin kd

sin k�d + �� � . �18�

It can be shown that exactly the same expression results for
w0 for the secondary field. Equation �18� shows that the
optimal microphone weights depend on the wave number k,
the microphone separation distance �, and the virtual dis-
tance d. Moreover, the optimal microphone weights are in-
dependent of the location of the source, the physical and
virtual microphone locations, and the termination conditions.
With these equations, the dependence of the optimal micro-
phone weights on the microphone separation distances �, the
virtual distances d, and the frequency 
=kc can be analyzed.
If the optimal microphone weights w0 are used in the virtual
sensing method illustrated in Fig. 2, a perfect estimate of the
pressure at the virtual location is obtained.

From Eq. �18�, it can be seen that no solution exists for
the optimal weights if k�=n�. In this instance, an integer
multiple n of half an acoustic wavelength �=2� /k exactly
fits within the microphone separation distance �. It can be
shown from Eqs. �5� and �6� that for this case, the pressures
at the physical microphone locations x1 and x2=x1+� are
such that p1=−p2. As a result, the matrix A in Eq. �15� be-
comes singular, and the inverse in Eq. �17� does not exist. To
avoid this problem, the microphone separation distance
should be such that ��� /2.

IV. COMPARISON WITH FORWARD DIFFERENCE
PREDICTION TECHNIQUES

Another method of determining the microphone weights
is to use forward difference prediction techniques.7 These
techniques have been investigated extensively by a number
of authors for a rigid-walled acoustic duct.8,9 Forward differ-
ence prediction techniques calculate the microphone weights
by fitting a polynomial through the pressures p at the physi-
cal microphone locations x, and by extrapolating this poly-
nomial to the virtual location xv in order to obtain an esti-
mate p̂v of the pressure at the virtual location.

FIG. 2. Block diagram of a virtual sensing algorithm.
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A. Two-microphone linear forward difference
prediction

The linear forward difference prediction method, which
uses two physical microphones, is illustrated in Fig. 3. In this
case, a first-order polynomial is fitted through the pressures
at the two physical microphones, which is then extrapolated
to obtain an estimate p̂v of the pressure at the virtual loca-
tion. This pressure estimate is calculated as

p̂v = � d

�
1��− 1 1

0 1
��p1

p2
� . �19�

The two-microphone linear forward difference prediction
microphone weights wfl are given by21

wfl = � −
d

�

d + �

�
	 . �20�

These weights can be compared with the optimal micro-
phone weights defined in Eq. �18�. If the wave number k, the
virtual distance d, and the microphone separation distance �
are such that kd�1 and k��1, the optimal microphone
weights can be approximated by the weights defined in Eq.
�20�, where use has been made of small angle approxima-
tions, such that

sin 	 
 	, 	 � 1. �21�

This is illustrated in Figs. 4 and 5, which show both the

optimal weights w0 and the linear forward difference predic-
tion weights wfl plotted against frequency f =k /2�c and
virtual distance d, for a microphone separation distance
�=50 mm. These results are based on a traveling wave
model of a rigid-walled acoustic duct of length L
=4.83 m, and with termination conditions �1=�2

=0.025k. The primary source is located at yp=0 m, and the
secondary source is located at ys=4.33 m. The physical
microphones are assumed to be located at x
= �2.53 2.58� m. These parameters are chosen in order to
compare the results with previous work.8,9 Figure 4 shows
that for a virtual distance d=2�=0.1 m, the linear predic-
tion weights approximate the optimal weights at low fre-
quencies. Figure 5 shows that for an excitation frequency
f =249 Hz, which is the natural frequency of the seventh
axial mode of the rigid-walled acoustic duct under consid-
eration, the linear prediction weights approximate the op-
timal weights for small virtual distances. These figures
also indicate that the prediction accuracy of the linear
forward difference prediction method is expected to dete-
riorate for larger virtual distances and increasing excita-
tion frequencies. The excitation frequency, microphone
separation distance, and virtual distance used to generate
Figs. 4 and 5 were chosen to coincide with previous work
in which these analytical results have been confirmed
through simulations and experiments.8,9

B. Three-microphone linear forward difference
prediction

The three-microphone linear forward difference predic-
tion method, which uses three physical microphones, is illus-
trated in Fig. 6. In this instance, a first-order polynomial is
fitted through the pressures at the three physical micro-
phones, resulting in an overconstrained problem that can be
solved by a least squares approximation. The pressure esti-
mate p̂v is then calculated as

p̂v = wfl3
T �p1

p2

p3
	 , �22�

where wfl3 are the three-microphone linear forward differ-
ence prediction microphone weights, given by13

FIG. 3. Two-microphone linear forward difference prediction.

FIG. 4. Optimal microphone weights w0 and linear forward difference pre-
diction microphone weights wfl plotted against frequency for a virtual dis-
tance d=2�=0.1 m. —, optical weights; -·-, forward difference prediction
weights.

FIG. 5. Optimal microphone weights w0 and linear forward difference pre-
diction microphone weights wfl plotted against the virtual distance for a
frequency f =249 Hz. —, optimal weights; -·-, forward difference prediction
weights.
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wfl3 = �
−

3d + �

6�

1

3

3d + 5�

6�

	 . �23�

These weights can be compared with the optimal micro-
phone weights w0 for the three-microphone case, which can
be found in a similar way, as described in Sec. III, where the
optimal microphone weights were calculated for the case of
two physical microphones. Similar to Eqs. �14�–�17�, the fol-
lowing matrix equation can be solved in order to find the
optimal microphone weights:

A�w01

w02

w03
	 = �e−jkxv+�

e jkxv−� � , �24�

with the matrix A given by

A = �e−jkx1+� e−jkx2+� e−jkx3+�

e jkx1−� e jkx2−� e jkx3−� � . �25�

Equation �24� is an underdetermined system of equations,
which requires the introduction of an additional constraint in
order to obtain a unique solution for the optimal microphone
weights w0. A common additional constraint is to minimize
w0

Hw0 while setting the prediction error epe in Eq. �11� to
zero.20 The optimal microphone weights w0 are then given
by

w0 = A†�e−jkxv+�

e jkxv−� � , �26�

where A† is the pseudoinverse of the matrix A from Eq. �25�.
This pseudoinverse is defined as

A† = AH�AAH�−1, �27�

where �·�H is the Hermitian transpose of the term inside the
brackets. It can be shown that Eq. �26� can be written in
compact form as

�w01

w02

w03
	 = �

−
2 sin�k�d + ��� + sin�k�d − ���

3 sin�k�� + sin�3k��
cos�k�d + ���
2 + cos�2k��

2 sin�k�d + ��� + sin�k�d + 3���
3 sin�k�� + sin�3k��

	 . �28�

Following the discussion at the end of Sec. III, Eq. �28�
shows that no solution exists for the optimal weights if k�
=n�. For small angle approximations, the sinusoidal terms in
Eq. �28� reduce to Eq. �23�. This is illustrated in Figs. 7 and
8, which show both the optimal weights w0 and the three-
microphone linear forward difference prediction weights wfl3

plotted against frequency f =k /2�c and virtual distance d
for a microphone separation distance �=25 mm. Again,
these results are based on a traveling wave model of a
rigid-walled acoustic duct of length L=4.83 m, and with
termination conditions �1=�2=0.025k. The primary
source is located at yp=0 m, and the secondary source is
located at ys=4.33 m. The physical microphones are as-
sumed to be located at x= �2.530 2.555 2.580� m. These
parameters are chosen in order to compare the results with
previous work.8,9 Figure 7 shows that for a virtual distance
d=4�=0.1 m, the three-microphone linear prediction
weights approximate the optimal weights at low frequen-

FIG. 6. Three-microphone linear forward difference prediction.
FIG. 7. Optimal microphone weights w0 and three-microphone linear for-
ward difference prediction microphone weights wfl3 plotted against fre-
quency for a virtual distance d=4�=0.1 m. —, optimal weights; -·-, for-
ward difference prediction weights.

FIG. 8. Optimal microphone weights w0 and three-microphone linear for-
ward difference prediction microphone weights wfl3 plotted against the vir-
tual distance for a frequency f =249 Hz. —, optimal weights; -·-, forward
difference prediction weights.
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cies. Figure 8 shows that for an excitation frequency f
=249 Hz, the three-microphone linear prediction weights
approximate the optimal weights for small virtual dis-
tances. These figures also indicate that the prediction ac-
curacy of the three-microphone linear forward difference
prediction method is expected to deteriorate for larger vir-
tual distances and increasing excitation frequencies. These
analytical results have been confirmed through simula-
tions and experimental work on a rigid-walled acoustic
duct.8,9

C. Three-microphone quadratic forward difference
prediction

The three-microphone quadratic forward difference pre-
diction method, which uses three physical microphones, is
illustrated in Fig. 9. For this case, a second-order polynomial
is fitted through the pressures at the three physical micro-
phones. The pressure estimate p̂v is then calculated as

p̂v = wfq
T �p1

p2

p3
	 , �29�

where wfq are the three-microphone quadratic forward dif-
ference prediction microphone weights given by21

wfq = �
d�d + ��

2�2

−
d�d + 2��

�2

d2 + 3d� + 2�2

2�2

	 . �30�

These weights can be compared with the optimal micro-
phone weights w0, which can be found in a similar way as
described in Sec. IV B. Again, the optimal microphone
weights can be found from Eq. �24� by introducing an addi-
tional constraint. In order to make a comparison with the
quadratic forward different prediction microphone weights
wfq, one of the weights of w0 is constrained to be equal to
that weight of wfq. Here, the weights wfq1 and w01 for the
physical microphone located at x1 are constrained to be
equal. Equation �24� can then be modified to

A�w01

w02

w03
	 = �

d�d + ��
2�2

e−jkxv+�

e jkxv−�
	 , �31�

with the matrix A given by

A = � 1 0 0

e−jkx1+� e−jkx2+� e−jkx3+�

e jkx1−� e jkx2−� e jkx3−� 	 . �32�

Equation �31� is a fully determined system of equations that
can be solved for the microphone weights w0 as

w0 = A−1�
d�d + ��

2�2

e−jkxv+�

e jkxv−�
	 , �33�

which can be compactly written as

�w01

w02

w03
	 = �

d�d + ��
2�2

−
d�d + ��sin�2k�� + 2�2 sin�kd�

2�2 sin�k��
d�d + ��sin�k�� + 2�2 sin�k�d + ���

2�2 sin�k��
	 . �34�

Following the discussion at the end of Sec. III, Eq. �34�
shows that no solution exists for the optimal weights if k�
=n�. For small angle approximations, the sinusoidal terms in
Eq. �34� reduce to Eq. �30�. This is illustrated in Figs. 10 and
11, which show both the optimal weights w0 and the three-
microphone quadratic forward difference prediction weights
wfq plotted against frequency f =k /2�c and virtual dis-
tance d for a microphone separation distance �=25 mm.
Again, these results are based on a traveling wave model
of a rigid-walled acoustic duct of length L=4.83 m, and
with termination conditions �1=�2=0.025k. The primary
source is located at yp=0 m, and the secondary source is
located at ys=4.33 m. The physical microphones are as-
sumed to be located at x= �2.530 2.555 2.580� m. These
parameters are chosen in order to compare the results with

FIG. 9. Three-microphone quadratic forward difference prediction. FIG. 10. Optimal microphone weights w0 and three-microphone quadratic
forward difference prediction microphone weights wfq plotted against fre-
quency for a virtual distance d=4�=0.1 m. —, optimal weights; -·-, for-
ward difference prediction weights.
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previous work.8,9 Figure 10 shows that for a virtual dis-
tance d=4�=0.1 m, the quadratic prediction weights ap-
proximate the optimal weights at low frequencies. Figure
11 shows that for an excitation frequency f =249 Hz, the
quadratic prediction weights approximate the optimal
weights for small virtual distances. These figures also in-
dicate that the prediction accuracy of the three-
microphone quadratic forward difference prediction
method is expected to deteriorate for larger virtual dis-
tances and increasing excitation frequencies. These ana-
lytical results have been confirmed through simulations
and experimental work on a rigid-walled acoustic duct.8,9

V. THEORETICAL LIMIT ON CONTROL
PERFORMANCE

The performance of a local active noise control system
incorporating a virtual sensor will heavily depend on the
prediction accuracy of the virtual sensing algorithm. In this
section, an expression for the maximum attenuation that
theoretically can be achieved with a local active noise con-
trol system incorporating the virtual sensing method under
consideration is derived.

From Eq. �8�, the estimated complex pressure p̂v at the
virtual microphone location is given by

p̂v = wTpp + wTps = p̂p,v + p̂s,v, �35�

with p̂p,v the estimated complex primary pressure at the vir-
tual microphone location, and p̂s,v the estimated complex
secondary pressure at the virtual microphone location. Equa-
tion �35� can also be written as

p̂v = wTpp + wTZsqs, �36�

where qs is the complex secondary source strength, and Zs is
a vector of length M containing the complex acoustic trans-
fer impedances between the secondary source and the physi-
cal microphones. These acoustic transfer impedances can be
calculated from Eqs. �5� and �6� as

Zs,m =
p�xm�

qs
, �37�

where Zs,m is the complex acoustic transfer impedance be-
tween the secondary source located at ys and a microphone

located at xm. From Eq. �36�, it can be seen that the second-
ary source strength qs that minimizes the estimated pressure
p̂v at the virtual location is given by

qs = − �wTZs�−1wTpp. �38�

From Eq. �11�, the residual pressure pv at the virtual location
is now given by

pv = epe + p̂v = epe, �39�

since the estimated pressure at the virtual location p̂v=0 with
the secondary source strength as defined in Eq. �38�. The
residual pressure at the virtual location is thus equal to the
prediction error epe of the virtual sensing algorithm, which
was defined in Eq. �11�. The maximum attenuation  that
can be achieved at the virtual microphone location is
therefore given by

 = 20 log10� epe

pp,v
� . �40�

It can be shown that this can also be written as

 = 20 log10�1 −
Zs,vẐp,v

Ẑs,vZp,v

� , �41�

with Ẑs,v the estimated acoustic transfer impedance between
the secondary source and the virtual microphone, given by

Ẑs,v = wTZs, �42�

and Ẑp,v the estimated acoustic transfer impedance between
the primary source and the virtual microphone defined in a
similar way. If the virtual sensing algorithm provides perfect
estimates of these transfer impedances, Eq. �41� shows that,
theoretically, infinite reductions can be achieved at the vir-
tual location for tonal excitations. Since the derived optimal
microphone weights w0 are able to provide perfect estimates
of the transfer impedances in Eq. �41�, it is theoretically pos-
sible to obtain infinite reductions at the virtual location for
tonal excitations.

The maximum attenuation that theoretically can be
achieved using forward difference prediction techniques can
now be calculated from Eq. �41�. Figure 12 shows the maxi-
mum achievable attenuation  plotted against frequency f for
a virtual distance d=0.1 m for the case of using linear and

FIG. 11. Optimal microphone weights w0 and three-microphone quadratic
forward difference prediction microphone weights wfq plotted against the
virtual distance for a frequency f =249 Hz. —, optimal weights; -·-, forward
difference prediction weights.

FIG. 12. Maximum theoretical attenuation  that can be obtained with for-
ward difference prediction techniques plotted against frequency f for a vir-
tual distance d=0.1 m. —, linear prediction; -·-, quadratic prediction.
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quadratic forward difference prediction techniques. Figure
13 shows the maximum achievable attenuation  plotted
against virtual distance d for an excitation frequency f
=249 Hz. The three-microphone linear forward difference
prediction results are not shown in these figures, as the re-
sults are similar to the two-microphone linear prediction re-
sults. A traveling wave model of the rigid-walled acoustic
duct with parameters as discussed in Sec. IV, was used to
generate these figures. Both figures illustrate that, theoreti-
cally, the quadratic prediction technique outperforms the lin-
ear prediction technique. However, previous experimental re-
sults indicated otherwise,10–12 for reasons that were discussed
in Sec. I.

VI. CONCLUSION

Analytical expressions have been derived for the optimal
microphone weights for virtual sensing in a rigid-walled
acoustic duct with arbitrary termination conditions. The ana-
lytical expressions show that the optimal microphone
weights depend on the acoustic wave number, the micro-
phone separation distance, and the virtual distance. More-
over, the optimal microphone weights are independent of the
source location, the physical and virtual microphone loca-
tions, and the termination conditions.

The analytical expressions for the optimal microphone
weights have been compared with the weights obtained using
various forward difference prediction techniques. The results
indicate that the forward difference prediction weights match
the optimal weights at low frequencies and small virtual dis-
tances, but that they become increasingly different for higher
frequencies and larger virtual distances. This reduces the
maximum attenuation that can be obtained at the virtual lo-
cation using forward difference prediction techniques in
combination with a local active noise control system.

An expression for the maximum theoretical attenuation
that can be achieved with the virtual sensing algorithm dis-
cussed here has been derived. Using this expression, it was
shown that the quadratic forward difference prediction tech-
nique theoretically outperforms the linear forward difference

prediction technique. It was also shown that, theoretically, it
is possible to obtain infinite reductions at the virtual location
for tonal excitations.
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Directional sound-field information is becoming more important in sound-field analysis and
auditorium acoustics, and, as a consequence, a variety of microphone arrays have recently been
studied that provide such information. In particular, spherical microphone arrays have been
proposed that provide three-dimensional information by decomposing the sound field into spherical
harmonics. The theoretical formulation of the plane-wave decomposition and array performance
analysis were also presented. In this paper, as a direct continuation of the recent work, a spherical
microphone array configured around a rigid sphere is designed, analyzed using simulation, and then
used experimentally to decompose the sound field in an anechoic chamber and an auditorium into
waves. The array employs a maximum of 98 measurement positions around the sphere, and is used
to compute spherical harmonics up to order 6. In the current paper we investigate the factors
affecting the performance of plane-wave decomposition, showing that the direct sound and several
reflections in an auditorium can be identified experimentally. This suggests that the microphone
arrays studied here can be employed in various acoustic applications to identify the characteristics
of reverberant sound fields. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2063108�

PACS number�s�: 43.55.Mc, 43.60.Fg, 43.55.Br �NX� Pages: 3094–3103

I. INTRODUCTION

Directional analysis of reverberant sound fields is be-
coming essential in areas such as speech enhancement, music
recordings, and auditorium acoustics. Since it was found in
the 1960s that the subjective impression is dependent on the
lateral reflections of the sound field,1 new room acoustics
indicators such as the early/late lateral energy fraction1,2 and
the front-back ratio3 were developed. These require spatial
sound-field information, typically measured by microphone
arrays, in contrast to the previous measures, such as the re-
verberation time, which employed a single microphone. As a
result, measurement devices and techniques for spatial
sound-field analysis are being developed continuously.
Thiele4 studied a microphone that was made directional us-
ing a parabolic reflector. Okubo et al.5 used five microphones
to detect four directional impulse responses corresponding to
each quadrant and could produce several directional sound-
field indicators. A four-element microphone array on a tetra-
hedron was employed by Sekiguchi et al.6 to detect the ar-
rival direction of time-separated wave fronts.

More recent microphone array designs have employed a
larger number of microphones to improve spatial resolution.
Rigelsford and Tennant7 used a volumetric array with 64
microphones, while Gover et al.8 used a spherical array with
32 elements and calculated various spatial room acoustics
measures. Spherical microphone arrays, particularly those
based on spherical harmonics processing, attracted special
attention recently due to the inherent rotational symmetry in
the spatial analysis. Spherical arrays were suggested for

beamforming,9 sound recording,9 and sound-field
analysis.10–12 One form of the sound-field analysis is by
plane-wave decomposition, where the sound field is decom-
posed into plane-wave components. The formulation of the
plane-wave decomposition from the pressure distribution on
a sphere was presented by Rafaely,11 employing the spherical
Fourier transform and spherical convolution.13 The plane-
wave decomposition can provide spatial information about
the individual reflections in an enclosure, which can then be
used to compute several spatial room acoustics measures,
thus supporting a more detailed architectural acoustics de-
sign.

In this paper we describe the design, implementation,
and an experimental investigation of a spherical microphone
array used for plane-wave decomposition in an auditorium.
The array is composed of a rigid sphere with a maximum of
98 positions on the sphere sampled by a single microphone,
relocated to measure the impulse response from a loud-
speaker at each location. Following a brief review of the
plane-wave decomposition, we present the performance
analysis of the array through a simulation study and experi-
mental investigation, first in an anechoic chamber and then
in an auditorium.

II. PLANE-WAVE DECOMPOSITION

In this section we provide a brief review of spherical
harmonics,14 the spherical Fourier transform,13 and array
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processing for the plane-wave decomposition,11 which are
used in this paper. The reader is referred to the references
above for further reading.

The spherical Fourier transform pnm of a square-
integrable function on the unit sphere, p���, is defined as13

pnm = �
��S2

p���Yn
m*

���d� , �1�

and the orthonormality of the spherical harmonics gives the
closed form of the inverse transform:

p��� = �
n=0

�

�
m=−n

n

pnmYn
m��� , �2�

where �= �� ,�� defines a position in the angular sense, us-
ing the standard spherical coordinate system �r ,� ,��.14 The
integral over the unit sphere is evaluated as

�
��S2

d� = �
0

2� �
0

�

sin � d� d� �3�

and the spherical harmonics are defined as

Yn
m��� = Yn

m��,�� =��2n + 1�
4�

�n − m�!
�n + m�!

Pn
m�cos ��eim�,

�4�

where n is the order of the spherical harmonics, i=�−1, and
Pn

m is the associated Legendre function. When M micro-
phones sample the sound pressure on a sphere at positions
� j, the spherical Fourier integral is approximated by a
summation to give

pnm = �
j=1

M

ajp�� j�Yn
m*

�� j� . �5�

This approximation can be exact with a careful choice of
the sampling positions12 and an appropriate choice of the
constants aj, if the function pnm is bandlimited, i.e., pnm

=0, ∀n�N. The reader is referred to Rafaely12 for a further
description of sampling methods. One particular method
used here is Gaussian sampling, where the azimuth angle �
is sampled at 2�N+1� equiangle positions, and the elevation
angle � is sampled at �N+1� nearly equiangle positions, such
that M =2�N+1�.2 In this case, Eq. �5� can be computed more
efficiently by separating the summations over the angles and
using the fast Fourier transform over �.11

The spherical Fourier transform is now used in plane-
wave decomposition. The pressure due to a single unit-
amplitude plane wave scattered by a rigid sphere can be rep-
resented using the spherical harmonics as15

p��,�l� = �
n=0

�

�
m=−n

n

bn�kr,ka�Yn
m*

��l�Yn
m��� , �6�

where bn�kr ,ka� is given for a rigid sphere of radius a by9,15

bn�kr,ka� = 4�in� jn�kr� −
jn��ka�
hn��ka�

hn�kr�	 . �7�

Here k=� /c is the wave number for frequency � and the
speed of sound c, and �l= ��l ,�l� is the wave arrival direc-
tion. jn and hn are the spherical Bessel and Hankel functions,
and jn� and hn� are their derivatives.

When the sound field is composed of an infinite number
of plane waves, each with directional amplitude density de-
noted by w��l�, the integration over all possible angles and
the use of the spherical Fourier transform gives a simple and
important relation between the pressure and the waves direc-
tional amplitude density in the spherical Fourier domain:11

pnm = wnmbn, �8�

such that w is calculated as

w��l� = �
n=0

N

�
m=−n

n
pnm

bn
Yn

m��l� , �9�

where the summation over n was truncated, since it was as-
sumed that pnm is calculated up to order n�N. The compu-
tation of the plane-wave decomposition using a microphone
array is therefore performed in two stages for each fre-
quency. First, the coefficients pnm up to order N are calcu-
lated using Eq. �5�, and then the waves directional amplitude
density at each frequency, i.e., plane-wave decomposition, is
computed at the desired directions using Eq. �9�.

III. SPHERICAL MICROPHONE ARRAY DESIGN

There are several important issues to be considered
when designing a spherical microphone array. These include
the choice between an open and a rigid sphere, the number of
microphones affecting the harmonic order and thus the spa-
tial resolution, and the realization in practice, with issues
such as positioning accuracy, transducer noise, and aliasing,
all of which affect the useful operating frequency range. A
theoretical analysis of the factors affecting the performance
and design considerations have recently been presented by
Rafaely.12

The microphone array implemented in this work was
configured around a rigid �wooden� sphere, of radius a
=10.9 cm, which had been chosen to avoid singularities in-
volved with an open sphere.11 Two sampling configurations
were employed, both using the Gaussian sampling scheme,12

one with M =50 samples and the other with M =98 samples,
providing a good approximation of Eq. �1� by Eq. �5� for
orders N=4 and N=6, respectively. In both cases, a single
microphone was used to measure a full set of frequency re-
sponses from loudspeakers to all the sampling points by re-
positioning the sensor. This type of microphone array real-
ization is suitable for non-real-time applications in stationary
sound fields, such as impulse response analysis. The accu-
racy in microphone positioning is limited, while the use of a
single microphone reduces the microphone mismatch prob-
lem. Furthermore, additional inaccuracy could be introduced,
in particular during long measurement sessions, when condi-
tions in the room change and the sound field is no longer
stationary.
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Microphone array analysis12 shows that this type of ar-
ray operates best around kr
N, for r=a, i.e., when the pres-
sure is sampled on the surface of a sphere. At lower kr,
transducer noise and positioning errors severely affect the
array performance, as does the aliasing error at higher kr.
Figure 1 shows bn�kr ,kr�, which explains this behavior. For
kr	N, it will not be possible to precisely measure high-
order terms since they have a very low magnitude. Dividing
by these terms as required by Eq. �9� will introduce noise,
while ignoring them will reduce the array order and degrade
the spatial resolution. On the other hand, for kr�N, terms
with n�N are significant so that the sampling of this non-
bandlimited pressure may result in aliasing. The frequency
corresponding to kr
N can therefore be considered optimal
and is written as fN

opt
cN /2�a, assuming r=a.
As another way of examining the array performance and

robustness, Rafaely12 showed that the white noise gain
�WNG� of the current spherical microphone array can be
represented as

WNG =
�N + 1�4

�
j=1

M

aj
2��

n=0

N
2n + 1

bn
Pn�cos 
 j��2 , �10�

where 
 j is the angle between the array look direction and
the pressure sampling positions. The WNG curves shown in
Fig. 2 have been obtained for the arrays considered in this
study �see Table I�, from which the optimal frequency fN

opt as
well as the operational frequency range can be roughly
estimated.

The two array configurations used in this work are sum-
marized in Table I. The spatial resolution of the two arrays,

denoted by 
r in Table I, represents half of the zero-to-zero
width of the array response to a plane wave,11 or its beam-
pattern in this case, and is approximated by11


r 

�

N
. �11�

A photograph of the wooden sphere and the measuring
microphone is given in Fig. 3.

IV. SIMULATION STUDY

The two spherical microphone arrays presented in Table
I were studied by numerical simulations in this section, with
the aim of investigating the expected performance and the
limitations of the arrays. Sound fields composed of one and
two plane waves scattered around a rigid sphere were simu-
lated by using Eq. �6� with n running up to 50, where supple-
mental simulations have shown that the terms in the summa-
tion have little significance for n�20. The pressure was then
sampled at the positions determined by the Gaussian sam-
pling method so that a matrix of pressure responses could be
produced from 0 to 5000 Hz at every 6.25 Hz, where the
sampling frequency is assumed to be 10 kHz. These specifi-
cations in frequency domain are made identical to those to be
used in the measurements. This pressure matrix was then
used to compute the plane-wave decomposition as discussed
above, producing w bandlimited at N=4, 6.

A. Spatial resolution and frequency bandwidth

Figures 4�a� and 5�a� represent the plane-wave decom-
position for a single plane wave arriving from direction
�� ,��= �90° ,180° �, showing w�� ,�� for the two arrays at

FIG. 1. Magnitude of bn�kr ,kr� for n�7.

FIG. 2. White noise gain obtained for N=4 and 6.

TABLE I. Design specifications of the two spherical microphone arrays
based on Gaussian sampling. Optimal frequencies are computed assuming
that the system operates in air with a solid sphere of 10.9 cm radius.

Order
N

Number
of

pressure samples
Optimal

frequency, fN
opt

Spatial
resolution, 
r

4 10 azim. �5 elev. =50 �2000 Hz 45°
6 14 azim. �7 elev. =98 �3000 Hz 30°

FIG. 3. Microphone positioned on one of the sample points.
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their optimal frequencies. The figures indicate that the de-
signed arrays are capable of detecting the incident direction
of the plane waves, marked by the white dot on the figures. It
is clear that the array with N=6 gives a better spatial reso-
lution compared to the array with N=4, evident by the nar-
rower circle in the figure.

Figures 4�b� and 5�b� show w�90° ,�� as a function of
frequency, providing the frequency dependence of the array
azimuthal directivity. The width of the main lobe corre-
sponds to about 2
r, as detailed in Table I, confirming the
design goal. Since the transducer noise and the positioning
errors were not included in these simulations, the array per-
formance is good down to very low frequencies, while the
high frequencies are affected by aliasing as expected, which
increases significantly beyond the optimal frequencies de-
tailed in Table I.

B. Measurement errors

Errors in positioning the microphone can produce noise
at the array output.12 This is particularly important here since
a single microphone is continuously repositioned, making it
more difficult to keep it in place with high accuracy. In order
to show significant changes in the array output over fre-
quency, the directional gain �DG� has been considered as a
scalar measure for array performance.8 It is defined as the
peak-to-average directional response and can be computed
by

DG�dB� = 20 log
max�w��,�,�����,�

��w��,�,�����,�
. �12�

The solid lines in Figs. 6�a� and 6�b� show the direc-
tional gains for the two arrays before taking into account the
positioning errors. The directional gain decreases above fN

opt

in both cases due to aliasing.
If d� and d� are assumed to be positioning errors in the

direction of � and �, the associated angular perturbations are
given by

�n =
d�

r
, �n =

d�

r

1

sin �
, �13�

and the actual measurement position ��p ,�p� can be repre-
sented by

�p = � + �n, �p = � + �n. �14�

The nonsolid lines in Figs. 6�a� and 6�b� illustrate the
effect of the positioning error on the directional gain when d�

and d� vary independently having zero-mean Gaussian dis-
tributions with standard deviation d. The figure shows that
for both arrays the directional gain is degraded at low fre-
quencies more significantly for larger positioning errors, con-
sequently narrowing the array bandwidth. The array with N
=6 is more susceptible to microphone positioning error since
it includes additional higher-order terms compared to the ar-
ray with order 4.

Another significant error factor is transducer noise, or
measurement noise. A theoretical analysis of measurement
noise has been recently presented,12 where it is shown to
have similar behavior to positioning error. Figure 9 �dotted
curves�, later, shows the simulated combined effect of posi-
tioning error with d=3 mm and a signal-to-noise-ratio
�SNR� of 40 dB at the array input. In both arrays the direc-

FIG. 5. �a� Simulated directional amplitude density w�� ,�� using the sixth-
order array for a single plane-wave sound field at 3000 Hz; �b� w�90° ,��
for the same array and sound field as a function of frequency.

FIG. 4. �a� Simulated directional amplitude density w�� ,�� using the
fourth-order array for a single plane-wave sound field at 2000 Hz; �b�
w�90° ,�� for the same array and the sound field as a function of frequency.
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tional gain at low frequencies is degraded, but, as expected,
the fourth-order array has been shown to be more robust.

C. Spatial resolution with two plane waves

In practice, the sound field may be composed of more
than one wave at the same frequency; therefore the array
may be required to distinguish between two �or more� waves

with similar arrival directions. In conjunction with such a
requirement, a sound field with two plane waves was simu-
lated, for which the plane-wave decomposition is investi-
gated here.

When the spatial separation between the two waves is
significant compared to the spatial resolution, i.e. 
r, plane-
wave decomposition is expected to work efficiently in dis-
criminating the waves. This is because the w functions of the
two waves have a small interaction, i.e. their peaks are not
significantly affected by the presence of the other wave.
However, when the two waves are relatively close to each
other, the two w functions will interact strongly. As seen
below, the error in detection of wave arrival direction de-
pends not only on the spatial separation but also on the rela-
tive phase and amplitude of the two waves. For example, the
w function of the two separate waves can add or substract,
producing a different overall w in each case.

Consider two plane waves separated by an angle of ��,
incident from �90° ,180° ±�� /2�, having phase difference �
with relative amplitude ratio R. The error of the array in
direction finding is defined as �e=�s−�m, where �s is the
azimuth of the wave arrival direction, and �m is the detected
azimuth of the wave incidence. As a function of ��, the error
in direction finding is illustrated in Figs. 6�c� and 6�d� for the
two arrays where the target wave amplitude is assumed to be
two times greater than the interfering wave, i.e. R=2.

It is obvious that the detection error is greater for small
�� ����

4
3
r� than for the larger separation angles, where it

oscillates every time a peak or dip in the directional ampli-
tude density function w of the target wave is added to or
subtracted from that of the interfering wave. The maximum
error, the range of the transient behaviour for small ��, and
the period of the late oscillations all decrease for the higher-
order array. In Figs. 6�c� and 6�d�, it is also shown that the
arrays are less accurate in detecting two sound waves inci-
dent either in phase or out of phase, since the corresponding
w functions interact most significantly in those cases. A de-
tailed analysis for other values of the amplitude ratio R con-
firmed that weaker sound waves are harder to detect with
accuracy.

The presence of multiple sound waves degrades the ar-
ray performance even for very large separation angles, and
such limitations on the wave detection can restrict the appli-
cation of the plane-wave decomposition in practical sound
fields with many waves. However, in the case of the plane-
wave decomposition based on impulse responses, as per-
formed in this work, additional separation is possible by
means of time windowing so that waves can be separated
even in reverberant sound fields, which will be presented in
Sec. VI.

D. Directional response

The directional response of the array to a single plane
wave arriving from �� ,��= �90° ,180° � was calculated and
plotted for �=90° as a dash–dotted curve in Fig. 7. The
narrower main lobe of the array with N=6 and the side lobes
of both arrays are clearly depicted, confirming the spatial
resolution detailed in Table I.

FIG. 6. Effect of microphone positioning error on the directional gain: �a�
N=4, �b� N=6. Error in direction finding shown for a varying phase differ-
ence: �c� N=4, �d� N=6. The amplitude of the target sound wave is two
times greater than the other.
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V. ANECHOIC CHAMBER MEASUREMENTS

The microphone arrays were implemented and investi-
gated experimentally in an anechoic chamber under a well-
controlled condition. The microphone array system included
a rigid wooden sphere of radius 10.9 cm, with either 50 or 98
sample points, as detailed in Table I. A B&K microphone
type 4132, connected to a B&K measuring amplifier type
2608, was placed very close to the sample point on the sur-

face of the sphere. The measurement of the frequency re-
sponse between the input signal to a loudspeaker and the
microphone output was performed using a spectrum analyzer
�Adventest, R9211C FFT Servo Analyzer�, with sample rate
and frequency resolution as described in the introduction of
Sec. IV. For each set of measurements, frequency responses
were taken for all the microphone positions by relocating the
single microphone.

The experiment was performed in the large anechoic
chamber at the Institute of Sound and Vibration Research,
University of Southampton, measuring 9.15 m�9.15 m
�7.32 m. A total of four loudspeakers were installed on the
supportive metal meshed floor. Different combinations of
loudspeakers were driven by a white-noise input signal gen-
erated by the spectrum analyzer. The frequency response
functions obtained by the analyzer at each sensor position
were used as the complex pressure p�� j� in Eq. �5�.

Figure 8 shows an example of w�� ,�� for a single-
source sound field as detected by the fourth-order array, with

FIG. 8. w�� ,�� measured at 2000 Hz with the fourth-order array.

FIG. 9. Directional gain by measurement compared with one of the simu-
lation results �40 dB SNR and d=3 mm in sensor-positioning error�: �a�
N=4, �b� N=6.

FIG. 10. w�� ,�� of the double-source �locations marked by two white dots�
sound field measured by the fourth-order array in an anechoic chamber. At
1768.75 Hz �left�, a fused peak of two sources is shown while at 1850 Hz
�right�, they are more distinguishable with a changing degree of separation.

FIG. 7. Directional response obtained from measurement, compared with
simulation: �a� N=4 at 2000 Hz, �b� N=6 at 3000 Hz. Measured response
was normalized to the simulation result for a comparison.
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the actual direction of arrival approximated from geometrical
measurements �white dot on the figure�. The approximated
source direction is about 4° away from the detected direc-
tion, which is a reasonable difference given the limited ac-
curacy of the setup. The noise at directions away from the
source direction originates from side lobes and measurement
noise.

The actual effect of measurement noise on array perfor-
mance is investigated through an analysis of the directional
gain for a single-source sound field. Figure 9 shows the di-
rectional gain for both arrays as a function of frequency.
Array performance is comparable to the simulated perfor-
mance assuming a 40 dB SNR, and d=3 mm. This com-
parison gives an idea of the affecting factors in practice.
Both arrays have their best performance around the optimal

frequencies detailed in Table I, which also agrees with the
analysis of the WNG presented with Fig. 2. In addition, the
measured directional response is compared to the simulated
one in Fig. 7, showing good agreement between simulated
and measured directivities.

The next experiment involves two sources, and as dis-
cussed in the simulations section, separation ability depends,
among other factors, on the relative phase of the waves,
which can translate to the dependence on frequency �through
kr�. Figure 10 shows sources marked by two white dots and
the way they were detected by the fourth-order array at two
nearby frequencies, where the separation between the two
peaks keeps changing with frequency. The two sources had a
1.4 m path difference to the microphone, such that the phases
of the two sources correlate every 245 Hz. This was con-
firmed by a detailed inspection of the plane-wave decompo-
sition across the frequency range. The figure illustrates that
although the sources are fixed in position, the separation
ability changes with relative sources phases, as shown in
Sec. IV.

The final test in the anechoic chamber involved four
sound sources, but this time the directional amplitude density
function w�� ,�� was calculated at each frequency, and the
inverse FFT was used to compute the directional impulse
response for each �� ,��. At low frequencies, the array suf-
fers from high noise originating mainly from the high-order
terms, which can be detrimental for the computation of the
directional impulse responses. Therefore, an order limiting
filter is applied, denoted as cn�f� , n�N, such that Eq. �9�
becomes

w��l� = �
n=0

N

�
m=−n

n

cn
pnm

bn
Yn

m��l� . �15�

In order to maintain low noise at the entire frequency
range, the filter cn can be chosen so that the microphone
array system have an increasing order at higher frequencies.
Since bn for n�kr starts to decay rapidly with increasing
n ,cn was chosen to ensure that a given bn will only contrib-
ute for n�kr:

FIG. 11. Directional impulse responses for �=90°. Four sources are clearly
seen by the peaks at their expected arrival times.

FIG. 12. The sketch of the building plan of the Turner Sims Concert Hall in
the University of Southampton. Measurement setup is also shown.

FIG. 13. A photograph showing the auditorium measurement site.
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cn�f� = �1, n � 2�fr/c ,

0, n � 2�fr/c .
� �16�

Although this additional process reduces noise, it dis-
torts plane-wave decomposition as a lower spatial resolution
is achieved at low frequencies. Nevertheless, directional im-
pulse responses were computed with an order-limiting filter,
as detailed in Eq. �16�. Figure 11 illustrates the directional
impulse responses for all azimuth angles obtained thereby, in
which the four peaks corresponding to the four sound
sources are clearly distinguishable at their expected arrival
times, and the comparison of source strengths is easily made.
This spatial–temporal separation will be used below in the
analysis of the sound field in a concert hall to improve spatial
resolution by analyzing time-windowed responses.

VI. AUDITORIUM MEASUREMENTS

The final part of the experimental study aimed at evalu-
ating the performance of the spherical microphone array in a
real reverberant sound field. The experiment was therefore
performed in a concert hall, the Turner Sims Concert Hall in
the University of Southampton, which measures approxi-
mately 18 m�20 m�8.5 m, accommodating 406 seats �see

Figs. 12 and 13�. A single loudspeaker positioned at the cen-
ter of the stage �in the front part� was used throughout the
experiment, and three measurement positions were chosen
for a comparison between seats, two of which were in the
front seating area, and the third at the rear seating section.
Both the loudspeaker and the measurement device were po-
sitioned well above the floor, roughly taking into account the
height of orchestral instruments and audience ear positions.

As shown in Fig. 12, the coordinate systems chosen for
each measurement position take the center of the sphere as

TABLE II. Performance of the array system in the auditorium. �e and �e represent errors in elevation and
azimuth angles, respectively, while the expected locations have been obtained by means of the image source
method.

Measure Traveling Traveling time Expected Errors
position path �ms� location �e�°� �e�°�

2 Direct 22.4 �102°,199°� +2 +2
Stage floor 23.3 �110°,199°� +4 +2
Ceiling 46.9 �29°,199°� +3 +1
Stage floor → ceiling 50.1 �26°,199°� +3 +3
Right sidewall 50.7 �95°,114°� +5 +1
Left sidewall 63.8 �94°,251°� +6 +1
Stage wall → right sidewall 66.8 �94°,136°� +6 +6
Stage wall → left sidewall 77.0 �93°,231°� +4 −5
Ceiling → rear wall 80.5 �59°,354°� −3 −1

3 Direct 36.6 �103°,179°� +4 +5
Stage floor 37.6 �108°,179°� +7 +4
Ceiling 52.0 �43°,179°� +5 +4
Stage floor → ceiling 54.5 �41°,179°� +1 +2
Left sidewall 63.9 �98°,236°� +5 +6
Right sidewall 65.1 �97°,124°� +7 +5

FIG. 14. w�� ,�� at 3000 Hz �position 2�. The white dot indicates the posi-
tion of the loudspeaker.

FIG. 15. �a� An example of time windowing shown for the impulse response
at �90°,180°�. �b� w�� ,�� at 3000 Hz �position 2� after time windowing.
�The white dot indicates the loudspeaker location, while the circle and the
cross show the expected and detected wave incident directions, respec-
tively.�
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the origin, and the line directing backward therefrom as the
base line of azimuth angle �, while the elevation angle � is
measured from the line stretching to the ceiling, the z axis.

A sixth-order array was used to give a better resolution,
while the analysis was performed only at the optimal fre-
quency, 3000 Hz, to achieve the best performance. The rest
of the measurement specifications are identical to those used
in the anechoic chamber.

The arrival times and directions of the direct sound as
well as the following reflections were approximated from the
hall geometry by considering the locations of the real and
image sources. Table II lists various wave paths for the two
of the array positions with their travel times. These travel
times were used to produce a set of time windows to truncate
the corresponding peaks in the impulse responses.

Figure 14 shows the plane-wave decomposition applied
to the measured response at 3000 Hz before time windowing.
The figure shows no clear wave directions except a peak

resulting from the dominance of the direct sound and the first
reflection from the floor. As a consequence, the detection of
individual waves is not possible.

In order to improve plane-wave decomposition, a time
window was applied around the peaks of the impulse re-
sponses in the time domain, assuming that the waves are
separated to a reasonable extent in the spatial–temporal do-
main. The frequency responses of these windowed impulses
were then evaluated at 3000 Hz, which formed the data for
plane-wave decomposition.

One of the examples of the time-windowed plane-wave
decomposition is shown in Fig. 15 for the sound field at
measurement position 2. The impulse responses were win-
dowed around the arrival time of the direct sound �panel �a��,
emphasizing its incidence direction at the peak value �panel
�b��.

In a similar manner, the first reflection bounced from the
stage floor could be captured by a predetermined time win-

FIG. 16. w�� ,�� at 3000 Hz �position 2� after time windowing to show the wave bounced from the �a� stage floor, �b� ceiling, �c� right sidewall, and �d� left
sidewall. Panels �e� and �f� show w�� ,�� for the early periods �5–80 ms after direct sound�. �The white dot for the loudspeaker, and the circle and the cross
for the expected and detected directions, respectively� The reflections from the ceiling are dominant at the position 2 �panel �f��, while the sound waves from
the front are more evenly distributed at position 3 �panel �e��.
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dow, which exactly selected the second peak of the impulse
responses. As listed for a few wave paths in Table II, inci-
dence directions could be detected in this way and compared
to those predicted by the image source method, where errors
could be found in the range of −3° � +7° �see Figs.
16�a�–16�d��. In the early period, the errors are ascribed to
the imprecise measurement of the hall dimension and the
device positions, thus, the misplacement of the image
sources. However, it is obvious that the complete isolation of
a specific incident sound wave becomes more difficult with
an increasing number of reflected waves, which is respon-
sible for the errors in the later period. A finer time resolution
is required to identify the waves in this period.

Inspections showed that the sound fields at the two front
measurement positions are practically symmetric, but, as ex-
pected, the one at the position 3 distinguished itself from the
former in many ways. For example, it contained more acous-
tic energy from the back wall rather than the ceiling, and the
waves from the front were more evenly incident in contrast
to the emphasized right-wall reflection in case of position 2
�see Figs. 16�e� and 16�f��.

Directional impulse responses can be obtained from
these measurements and used to acquire several room acous-
tics indicators such as the directional reverberation times,
etc.,8 although in its current form the system cannot perform
broadband analysis at high order, or resolution. Ways to im-
prove the SNR and increase bandwidth are topics of current
research.

VII. CONCLUSION

In this paper we presented an experimental study of
plane-wave decomposition using a spherical microphone ar-
ray, which is supported by simulations and theory. It was
shown that using impulse response information, the direction
of arrival of the direct sound and initial reflections were rea-
sonably accurately detected by the array, therefore showing a
potential for a practical architectural acoustics measurement
tool. Microphone measurement arrays of orders N=4 and
N=6 were implemented and studied. The low-order array
achieved lower spatial resolution but suffered less from er-
rors due to measurement noise and microphone misplace-
ment, therefore achieving a broader operating frequency
range.

Array performance was enhanced when time windowing
of the impulse responses was employed before plane-wave
decomposition. The detected incident directions agreed well
with the image source locations computed beforehand, im-
plying a successful application of this type of microphone
array system to reverberant sound field analysis. An interest-
ing factor affecting wave detection was found to be the rela-
tive phase and amplitude of adjacent sources, which implies
that spatial resolution could also be affected by the sources
signal.

Future work aims at the design of a microphone array
and array processing with improved performance and robust-
ness, such that more accurate plane-wave decomposition
could be achieved in a wider frequency range in practice.
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The concept of flat-walled multilayered absorbent linings for anechoic rooms was proposed three
decades ago. Flat-walled linings have the advantage of being less complicated and, hence, less
costly to manufacture and install than the individual units such as wedges. However, there are
difficulties in optimizing the design of such absorbent linings. In the present work, the design of a
flat-walled multilayered anechoic lining that targeted a 250 Hz cut-off frequency and a 300 mm
maximum lining thickness was first optimized using an evolutionary algorithm. Sixteen of the most
commonly used commercial fibrous building insulation materials available in Australia were
investigated and fourteen design options �i.e., material combinations� were found by the
evolutionary algorithm. These options were then evaluated in accordance with their costs and
measured acoustic absorption performances. Finally, the completed anechoic room, where the
optimized design was applied, was qualified and the results showed that a large percentage �75%–
85%� of the distance between the sound source and the room boundaries, on the traverses made,
were anechoic. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2074907�
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I. INTRODUCTION

The MARCS Auditory Laboratories at the University of
Western Sydney recently decided to construct an anechoic
room for its research in the area of speech communication
and auditory processes. The internal size of the room is 4500
mm long, 3600 mm wide, and 3500 mm high. The maximum
anechoic lining thickness was limited to 300 mm due to the
small size of the room and the desired cut-off frequency was
250 Hz. �The cut-off frequency is the frequency above which
no pressure reflection factor exceeds 10%; this corresponds
to an energy absorption exceeding 99%.� As the budget for
the project was limited, the conventional anechoic lining sys-
tem using individual units such as wedges was not afford-
able. An alternative anechoic lining system was therefore
required.

The concept of flat-walled multilayered absorbent lin-
ings for anechoic rooms was proposed three decades ago.
Flat-walled linings have the advantage of being less compli-
cated and, hence, less costly to manufacture and install than
the individual units such as wedges. Recently, flat-walled
multilayered absorbent linings were also applied as the
anechoic termination for other types of enclosures, such as
the duct-type noise measurement enclosure,2 which require
anechoic conditions for their internal surfaces.

Davern3 studied experimentally the design of flat-walled
multilayered anechoic linings. The approach used was to de-

sign a flat-walled lining system by using conventional mea-
surements in an impedance tube. However, the work proved
to be tedious and time consuming because of the numerous
trial and error measurements involved. The subsequent work
undertaken by Dunn and Davern4 proved that the overall
impedance of a flat-walled multilayered system could be cal-
culated by the repeated application of a single layer imped-
ance equation. The inputs to the equation were simply the
bulk acoustic properties �characteristic impedance and propa-
gation constant� and the thickness of each layer of material.
Xu, Nannariello, and Fricke5 demonstrated that an evolution-
ary algorithm �EA� could be successfully employed as an
optimizer to aid and speed up the design of flat-walled mul-
tilayered anechoic linings. The material investigated in the
work was polyurethane open cell foams and the target cut-off
frequency was 100 Hz. A further investigation6 carried out
by Xu, Buchholz, and Fricke on the application of multilay-
ered polyurethane foams as the flat-walled anechoic lining
indicated that for low �100 Hz� and mid �250 Hz� cut-off
frequencies to achieve the minimum overall lining thickness
the minimum number of layers of linings required is three.
However, the materials used in the optimum designs of the
above mentioned two works5,6 might not be commercially
available because the bulk acoustic properties of the materi-
als were calculated using Delany and Bazley7 type curve-
fitting equations developed by Dunn and Davern4 and
Cummings8 and it was assumed that any required thickness
of the material was available. The MARCS Auditory Labo-
ratories was also reluctant to use polyurethane foams for thea�Electronic mail: jixu4247@mail.usyd.edu.au
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anechoic lining material because of the fire hazard and me-
chanical durability problems related to this type of material
so fibrous materials were required.

In the present work, the bulk acoustic properties of six-
teen of the most commonly used commercial fibrous build-
ing insulation materials available in Australia were measured
and on the basis of the measurement results the same evolu-
tionary algorithm as that introduced in previous work5 was
used to optimize the design of the flat-walled multilayered
anechoic lining to meet the design criteria, namely a 250 Hz
cut-off frequency with a maximum lining thickness of 300
mm. The lining system for the anechoic room at the MARCS
Auditory Laboratories was then selected from the design op-
tions provided by the EA on the basis of their costs and
acoustic absorption performance measured using an imped-
ance tube.9 Finally, the completed anechoic room, where the
optimized design was applied, was qualified and the results
showed that a large percentage �75%–85%� of the distance
between the sound source and the room boundaries, on the
traverses made, were anechoic.

II. FUNDAMENTALS OF FLAT-WALLED
MULTILAYERED ANECHOIC LININGS

An ideal acoustic absorbent material should have a low
frontal acoustic reflection and a high internal acoustic attenu-
ation. However, these two requirements for the same mate-
rial are in conflict with each other. A method of partially
overcoming this conflict is to use a multilayered lining
system.4 By selecting a front layer material with appropriate
characteristic impedance, one can obtain a low primary re-
flection by encouraging the incoming acoustic wave train to
enter the composite layer structure. Then, the inner layers of
material can be selected to attenuate the wave energy within
the material as much as possible without at the same time
causing a substantial interlayer reflection.

Dunn and Davern4 proved that the surface impedance, Z,
at the front of a multilayered lining could be calculated by
applying the single-layer equation to each material succes-
sively, i.e.,

Zi = Wi
Zi−1cosh��iLi� + Wisinh��iLi�
Zi−1sinh��iLi� + Wicosh��iLi�

, �1�

where the subscript i refers to the ith layer, starting from the
layer closest to solid backing; L is the thickness of the
layer; and W and � are, respectively, the characteristic
impedance and propagation constant of the layer. Both W
and � are complex numbers. When a material is backed by
a solid surface �Z0=��, the single layer equation can be
written as

Z1 = W1coth��1L1� . �2�

The pressure reflection factor at normal incidence, r, is the
ratio of the pressure amplitude of the reflected wave to the
incident wave in the reference plane for a plane wave at
normal incidence and can be calculated by9

r = �Zi/�c − 1

Zi/�c + 1
� , �3�

where � is the air density and c is the velocity of sound in
air. The relationship between r and the normal incidence
sound absorption coefficient �n

9 is

�n = 1 − r2. �4�

III. MATERIALS INVESTIGATED

As indicated previously sixteen of the most commonly
used commercial fibrous building insulation materials avail-
able in Australia were investigated in the present work. Mea-
surements of thickness, density, and flow resistivity10 of each
material were made and results of these measurements are
presented Table I. The bulk acoustic properties of each ma-
terial were also measured using a two-thickness method.11

Generally, the cost for the glasswool type material is higher
than the polyester type material.

IV. OPTIMIZATION

Since the pressure reflection factor r of an anechoic lin-
ing at any frequency above the cut-off frequency shall not
exceed 10%,1 the design of an anechoic lining can be con-
sidered as a multiobjective optimization problem �MOP�.
The previous work5 demonstrated that a Genetic and Evolu-
tionary Algorithm Toolbox for use with Matlab �GEATbx�12

could be successfully employed to tackle this MOP. In the
present work, GEATbx was again applied.

A. Application of GEATbx

In the present work the sixteen materials investigated all
have their own measured bulk properties and fixed thick-
nesses and the overall thickness of a material can only be
multiples of its fixed thickness, i.e., variables in the present
work all have a discrete nature. In order to apply GEATbx,

TABLE I. Materials investigated.

Type Material ID

Fixed
thickness

�mm�
Density
�kg/m3�

Flow
resistivity
�Pas/m�

Low-density glasswool 1 50 10.4 3190
Mid-density glasswool 2 25 20.0 11180

3 25 29.5 12378
4 25 30.0 13915

High-density glasswool 5 25 108.0 47637
Mid-density polyester 6 25 33.0 6221

7 25 40.0 7153
Low-density polyester 8 25 10.5 1410

9 35 7.9 453
10 65 8.8 535
11 75 10.8 458
12 85 10.8 594
13 90 11.6 659
14 30 9.6 562
15 40 8.2 483
16 50 9.3 663
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the bulk properties and fixed thicknesses of the materials
were organized into matrices with the index of each column
of the matrix, ranging from one to sixteen, representing each
material. Another variable required is the integer multiples of
the fixed thickness of each material. During the EA searching
process, the program would pick up the material of interest
by pointing at the corresponding column of the matrix and
vary the overall thickness of the material by assigning a cer-
tain integer multiple.

B. Optimization results

In the present work, a three-layered lining system was
investigated because of its high efficacy compared with a
two-layered lining system.6 Taking into account the expected
errors resulting from Eq. �1� and the measurements of the
materials’ bulk properties, it was considered that a reflection
factor of no larger than 12 was acceptable during the EA
search. It was also considered that frequencies below 1000
Hz were the most critical ones in the design of anechoic
linings and thus the EA search was limited to one-third-
octave band frequencies between 250 and 1000 Hz. Table II
shows the optimization results provided by GEATbx.

Using the sixteen materials investigated, the program
found fourteen options �i.e., material combinations� that
could achieve a 250 Hz cut-off frequency with an overall
thickness of the lining system no larger than 300 mm.
Among the fourteen options, Options 2 and 12 are the cheap-
est because the least amount of glasswool material was re-
quired. The only difference between Options 2 and 12 was
that Option 12 uses 40 mm more of Material 15 for Layer 3
than Option 2 does. The absorption performances of Options
2 and 12, in terms of the pressure reflection factor, were
measured using an impedance tube.9 The measurement re-
sults are plotted in Fig. 1. The difference between the mea-
sured pressure reflection factors presented in Fig. 1 and pre-
dicted ones shown in Table II appears to be due to the errors

associated with Eq. �1� and the measurement of bulk proper-
ties of the single layer of materials. Since the measured pres-
sure reflection factors of Option 2 at frequencies of 250 and
315 Hz are larger than 12, it was decided to apply Option 12
as the lining system for the anechoic room at the MARCS
Auditory Laboratories.

V. INSTALLATION OF THE LINING

Layers of insulation materials were attached to each
other and the internal surfaces of the room using spikes af-
fixed to the internal surfaces of the room. Care was taken to
eliminate air cavities between the layers of insulation mate-
rials and between the internal surfaces of the room and the
most inner layer of insulation material.

At the joints where two sheets of the same layer of ma-
terial meet each other large gaps were avoided by placing
them tightly against each other. The joints at different layers
were staggered to ensure that they did not overlap. Also, at
corners of the room, multilayers of insulation materials were
staggered to ensure that their edges overlapped. Figure 2
provides an illustration of the arrangement of multilayered

TABLE II. Optimization results.

Material ID of each layer
Multiples of the fixed thickness

of each layer’s material

Pressure reflection factor at each midband
frequency of one-third-octave bands

ranging from 250 Hz to 1 kHz

Option ID Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3

Overall thickness
of the lining
system �mm� 250 Hz 315 Hz 400 Hz 500 Hz 630 Hz 800 Hz 1 kHz

1 4 1 16 4 2 1 250 9.6 7.7 1.7 4.5 0.8 4.6 6.3
2 7 1 15 3 2 2 255 1.3 2.6 6.2 8.4 4.5 1.3 11.6
3 5 2 15 2 4 3 270 8.6 8.4 3.7 1.5 0.7 6.1 8.6
4 2 1 16 5 2 1 275 10.2 10.3 5.1 7.4 4.9 2.6 4.7
5 7 1 16 3 3 1 275 8.1 11.6 8.2 9.1 4.4 3.9 3.2
6 3 1 15 2 3 2 280 7.6 2.6 8.6 10.1 7.5 2.5 10.2
7 4 1 15 2 3 2 280 7.0 3.3 9.1 10.4 7.1 2.3 9.8
8 2 1 15 4 2 2 280 4.2 6.5 6.2 7.0 5.0 0.9 11.8
9 2 1 15 2 3 2 280 8.0 0.8 8.5 10.3 7.9 3.2 10.1

10 7 1 15 2 3 2 280 5.6 5.0 10.3 11.3 6.9 2.1 11.2
11 5 1 15 2 3 2 280 9.9 8.1 4.4 8.1 5.3 6.6 5.3
12 7 1 15 3 2 3 295 5.9 11.7 9.6 2.7 3.6 7.2 11.3
13 5 1 16 2 4 1 300 8.4 10.3 7.8 10.5 6.0 5.2 1.4
14 7 1 16 4 3 1 300 11.0 11.1 6.9 6.5 3.0 5.6 3.3

FIG. 1. Impedance tube measurement results of Option 2 and Option 12.
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materials. For the layer that is exposed to the air the adjoin-
ing sheets of material were loosely sewed together.

VI. QUALIFICATION OF THE ANECHOIC ROOM

The completed anechoic room was qualified in accor-
dance with the procedure set out in ISO 3745:2003.13 The
sound source was located so that the assumed position of its
acoustic center was at the geometric center of the room. Five
straight microphone traverses were used. Four of the five
traverses were from the geometric center of the room to the
room corners �the lower Southeast, lower Southwest, upper
Northeast, and upper Northwest corners� and lay in an imagi-
nary plane that passed through the geometric center of the
room. The fifth traverse was from the geometric center of the
room to the West wall, which is one of the parallel walls
closest to the geometric center of the room. One-third-octave
band-filtered pink noise with the sequential mid-band fre-
quencies from 250 Hz to 10 kHz was used as the test signal.
The test signal was generated and digitally filtered14 using
Matlab.15 For the five traverses, the measurement of the sound
pressure level was carried out starting 0.5 m from the geo-
metric center of the room and extending to the maximum
distance that the measurement microphone could reach. The
spacing between the measurement points was 0.1 m.

A. Sound sources

For the qualification of the room the directionality of the
sound source must be uniform to within the allowable devia-
tions as set out in ISO 3745:2003.13 These limits are repro-
duced in Table III. For the mid-band frequencies below 800
Hz, a Bruel & Kjaer Type 4296 OmniPower Loudspeaker,
which meets the requirements of ISO 140-3,16,17 was used as
the sound source.13 For the higher frequency bands from 800
Hz to 10 kHz, a compression driver �TOA Electric TU-50�
attached to a 1.5m-long and 6-mm-i.d. cylindrical tube was
used as the sound source. The compression driver was acous-
tically shielded by a box wrapped with mass loaded vinyl
material. As there was no directionality information for the
custom-made high frequency sound source, its directionality
was measured in accordance with the procedure set out in
ISO 3745:2003.13 The measurement was conducted in an
anechoic room, with a 50 Hz cut-off frequency,18 at the Aus-

tralian National Acoustic Laboratories. Figure 3 shows the
measured deviations in directionality of the custom-made
high frequency sound source.

During the measurements a reference microphone was
located at an arbitrary but fixed position in the room to check
the variation of the sound source output. The drift of the
sound power level of the sound sources �with the associated
signal generation and amplification system� in any one-third-
octave band, from 250 to 630 Hz for the low frequency
sound source and from 800 Hz to 10 kHz for the high fre-
quency sound source, was less than ±0.2 dB at any time
during the measurement.

B. Qualification results

The maximum allowable deviation of the measured
sound pressure levels from the theoretical levels, using the
inverse square law as per ISO 3745:2003,13 is reproduced in
Table IV. Figure 4 shows the measured deviations for the
traverse into the lower Southeast corner of the room. Similar
results can be observed for the traverses into other corners.
Figure 5 shows the measured deviations for the traverse into
the West wall of the room.

VII. CONCLUSIONS

In the present work an EA was successfully applied to
optimize the design of a flat-walled multilayered lining sys-
tem for the anechoic room at MARCS Auditory Laboratories
at the University of Western Sydney. Results of the EA
search indicated that for the sixteen materials investigated

FIG. 2. Installation arrangements of multilayered materials.

TABLE III. Maximum allowable deviation in directionality of the sound
source for an anechoic room qualification as per ISO 3745:2003 �Ref. 13�.

One-third-octave band frequency
�Hz�

Allowable deviations
in directionality

�dB�

800–5000 ±2.0
6300–10 000 ±2.5

FIG. 3. Measured deviations in directionality for the custom-made high
frequency sound source.

TABLE IV. Maximum allowable deviation of measured sound pressure lev-
els from the theoretical level using the inverse square law in an anechoic
room as per ISO 3745:2003 �Ref. 13�.

One-third-octave band frequency
�Hz�

Allowable deviations
�dB�

�630 ±1.5
800–5000 ±1.0

�6300 ±1.5
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there were fourteen options that could achieve a cut-off fre-
quency of 250 Hz with the overall lining thickness less than
300 mm. For all of the options the materials in the lining
system exhibit a trend of a graduated increase of density and
flow resistivity from the front layer �Layer 3� to the back
layer �Layer 1�.

The options found by EA were evaluated on the basis of
their costs and two options were short listed. The acoustic
absorption performances of the short-listed options were then
measured in an impedance tube. Only slight differences were
observed between the measured acoustic absorption perfor-
mances and the predicted ones. The option that had the lower

pressure reflection factors at low frequencies was used as the
lining system for the anechoic room at the MARCS Auditory
Laboratories.

The lining system finally used in the anechoic room has
an overall thickness of 295 mm, which is about 45 mm less
than a quarter of a wavelength at the cut-off frequency of
250 Hz. The material cost of the applied lining system was
about fifty Australian dollars per square meter. The qualifi-
cation procedure carried out in the completed anechoic room
indicates that

�1� A minimum anechoic distance of 2.1 m is achieved for
the traverses to the four corners that are on an imaginary
plane passing the geometric center of the room. This
approximately corresponds to 75% of half of the diago-
nal distance �without taking into account the anechoic
lining thickness� of the imaginary plane.

�2� A minimum anechoic distance of 1.3 m is achieved for
the traverse to one of the walls closest to the geometric
center of the room. This approximately corresponds to
85% of half of the distance �without taking into account
the anechoic lining thickness� between the two parallel
walls closest to the geometric center of the room.
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A technique for the calibration of hydrophones using an optical method is presented. In the method,
a measurement is made of the acoustic particle velocity in the field of a transducer by use of a thin
plastic pellicle that is used to reflect the optical beam of a laser vibrometer, the pellicle being
acoustically transparent at the frequency of interest. The hydrophone under test is then substituted
for the pellicle, and the hydrophone response to the known acoustic field is measured. A
commercially available laser vibrometer is used to undertake the calibrations, and results are
presented over a frequency range from 10 to 600 kHz. A comparison is made with the method of
three-transducer spherical-wave reciprocity, with agreement of better than 0.5 dB over the majority
of the frequency range. The pellicle used is in the form of a narrow strip of thin Mylar©, and a
discussion is given of the effect of the properties of the pellicle on the measurement results. The
initial results presented here show that the method has the potential to form the basis of a primary
standard method, with the calibration traceable to standards of length measurement through the
wavelength of the laser light. �DOI: 10.1121/1.2063068�

PACS number�s�: 43.58.Vb �AJZ� Pages: 3110–3116

I. INTRODUCTION

In underwater acoustics, hydrophones are typically used
to make absolute measurements of acoustic fields.1 For ex-
ample, they may be required to measure the level of ambient
noise in the ocean, or the level of unwanted sound produced
in the ocean by manmade sources. Alternatively, hydro-
phones may be used to characterize the output of transducers
used in active sonar systems, where the source level and
transmit sensitivity are vital in determining the system range
or detection limits. If absolute measurements are to be mean-
ingful, the hydrophone used must be calibrated using an ap-
propriate method and the calibration must be traceable to
agreed standards.2

The free-field receive sensitivity of a hydrophone is the
quotient of the open-circuit voltage developed by the hydro-
phone in response to the acoustic pressure from a plane
wave. In the definition, the pressure used is that which exists
at the position of the acoustic center of the hydrophone, but
in the absence of the hydrophone from the field. The estab-
lished methods for the calibration of hydrophones are the
classic methods based on the principle of reciprocity,2,3 and
there is an international standard specifying the free-field
calibration of a hydrophone by the method of three-
transducer spherical-wave reciprocity.4 In this method, three
hydrophones are required, at least one of which must be a
reciprocal device. For a device to be reciprocal, it must be
linear, passive, and reversible, with the ratio of the transmit-
ting and receiving response of the device equal to a constant.

The hydrophones are paired off in three measurement ar-
rangements, for each of which one device is used as a trans-
mitter and one as a receiver. At each stage, measurements are
made of the current used to drive the transmitting device, and
the voltage developed by the receiver. Knowledge is also
required of the acoustic transfer impedance, which is equal to
the quotient of the sound pressure at the position of the re-
ceiver to the volume velocity produced by the transmitter.5

For a spherical-wave field, this depends upon the acoustic
frequency, the density of the medium, and the separation
distance. This is common to each of the measurement ar-
rangements and is often given in terms of a constant factor,
termed the reciprocity factor.6 From these purely electrical
measurements, and knowledge of the reciprocity factor, the
absolute sensitivity of any of the three transducers may be
determined, with the calibration traceable to electrical pri-
mary standards.

The strength of the reciprocity method is that it does not
require any absolute measurement of an acoustic field param-
eter, and this is one of the main reasons why it displaced
other calibration methods as the preferred choice for a pri-
mary acoustical calibration method. However, it does have
weaknesses in that it depends on the nature of the acoustic
field �for example, on the existence of a spherical-wave
field�, and on the availability of a transducer that is recipro-
cal �not an easy property to validate�.3 From a metrological
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perspective, it may also be considered less satisfactory, in
that it does not provide a direct realization of the acoustic
pascal.

Optical methods have long been used as a nonperturbing
way of detecting acoustic fields, usually by measuring the
acoustic particle velocity or displacement using an
interferometer-based technique or a technique based on mea-
suring the Doppler shift of scattered light. Optical methods
have the advantage that they do not depend on a transducer
being reciprocal, or whether the acoustic field has a particu-
lar geometry, and may facilitate a more direct realization of
an acoustic quantity. They also provide the potential for ac-
curate measurement, with traceability to primary standards
of length via the wavelength of the laser light.

An example of such a technique is that of laser Doppler
anemometry, which has been used to measure the acoustic
particle velocity in air.7 This method involves intersecting
two laser beams and detecting the Doppler shift of the light
scattered from the particles crossing the small intersecting
volume. This method has been configured to provide free-
field calibrations of microphones.8,9 The same method has
also been reported for use in water.10 However, this method
has been shown to have limitations when measurements are
required at a point in a water-borne field. This is because the
optical beam responds not only to the movement of the par-
ticles, but also to refractive index changes along the paths of
the beam caused by the compressional and rarefractional
pressure variations in the medium during the passage of the
acoustic wave. Although not significant for measurements
made in air, when measuring in water this acousto-optic in-
teraction can lead to difficulty in interpreting the
measurements.11

This acousto-optic effect has been exploited to provide a
technique for measuring acoustic fields in water, where the
optical beam is configured to be orthogonal to the direction
of the acoustic beam �parallel to the acoustic wave fronts� in
order to maximize the interaction.12 When combined with
tomographic techniques, this provides a potentially powerful
and rapid technique for mapping acoustic fields.13,14 How-
ever, for the calibration of hydrophones, a measurement is
required of a field parameter at a point in the field. Since
methods utilizing the acousto-optic interaction almost invari-
ably rely on an integrated effect along the length of the op-
tical beam, this limits the usefulness of the methods for hy-
drophone calibration.

For ultrasonic frequencies in the range from 500 kHz to
20 MHz, optical methods are now well established.15 At the
National Physical Laboratory, UK, such a method is used for
the primary calibration of miniature ultrasonic
hydrophones.16,17 The methods use optical interferometry to
measure the displacement of a thin plastic membrane
�termed a pellicle� placed in the farfield of an ultrasonic
transducer. The membrane is used to reflect the optical signal
beam of a Michelson interferometer, the pellicle being thin
enough to be acoustically transparent at the frequency of
interest. The interferometer is sensitive to the optical phase
changes induced by movement of the pellicle and provides a
measurement of acoustic particle displacement, the acoustic
pressure then being derived from the measured displacement.

In the method, the optical beam is arranged to be parallel to
the direction of the acoustic beam �orthogonal to the wave
fronts�. In such a configuration, the effect of the acousto-
optic interaction is minimized and is amenable to the simpli-
fied theoretical treatment of Bacon.18 Modified versions of
such methods have recently been extended to frequencies as
high as 60 MHz at NPL,19 and to 70 MHz at PTB in Ger-
many using a similar method, where the acousto-optic effect
is eliminated by placing the membrane on the water surface
so that the entire optical path is through air.20

Recently, initial attempts to extend pellicle-based cali-
bration methods down to the lower kilohertz range have been
reported using a commercial laser vibrometer to measure the
acoustic particle velocity.21,22 A report has already been
given of a comparison of this method with the NPL primary
standard interferometer at frequencies of 500 kHz to 1
MHz,23 and of initial attempts to use the technique at NPL at
lower frequencies.24

Presented in this paper are the results of a feasibility
study of applying the same technique to the calibration of
underwater acoustic hydrophones.25,26 Initial results are pre-
sented for the calibration of a hydrophone in the frequency
range of 10 to 600 kHz using a commercial vibrometer to
undertake the optical measurement, and a comparison is
made with results obtained by the method of three-transducer
spherical-wave reciprocity. In the paper we further consider
the response of the pellicle and its effect on the results, with
a theoretical and practical study of the membrane behavior in
the presence of an acoustic field.

II. OPTICAL MEASUREMENT OF ACOUSTIC
PARTICLE VELOCITY

In order to perform a free-field calibration of a hydro-
phone, it must be exposed to a known acoustic pressure, p, in
a plane-wave field. The acoustic pressure used in the calcu-
lation of the free-field sensitivity is that which exists in the
field at that position when the hydrophone is absent from the
field. Although optical interferometry does not provide a di-
rect measure of acoustic pressure, it offers a method to mea-
sure the acoustic particle velocity, u, from which the acoustic
pressure can be derived using the following:

p = � c u , �1�

where � is the density and c is the speed of sound in the
medium. The direct measurement of acoustic particle veloc-
ity can be achieved by employing a laser Doppler interfero-
metric technique, where the interferometer is designed to be
sensitive to a frequency shift between the reference arm and
the measurement arm. The Doppler frequency shift, ��, can
be related to the laser wavelength, �, and the particle veloc-
ity vector, u, by the following equation:15

�� =
2u

�
cos � cos�1

2
�� , �2�

where � is the angle the velocity vector u makes with the
bisector of the incident and reflected beams. In practice, the
incident and reflected beams are aligned so that they traverse
similar paths such that �→0, where� is the angle between
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the incident and reflected beams. The Doppler shift can
therefore be written as

�� =
2u

�
cos � . �3�

With knowledge of the laser wavelength, this Doppler beat
frequency obtained from the detector allows a determination
of the absolute particle velocity and thus the acoustic pres-
sure.

The use of a Doppler heterodyne interferometer is fa-
vored over a conventional homodyne phase-locked interfer-
ometer for this application due to the potentially large dy-
namic range required of up to 5 mm/s and the requirement
for a relatively low-frequency measurement capability down
to 1 kHz. Phase-locked homodyne interferometers do have
the advantage that they do not require Doppler decoding
electronics but they are limited in dynamic range to the lin-
ear section of the fringe pattern and the phase-locking pro-
hibits low-frequency measurements because of the necessary
vibration compensation.15

III. EXPERIMENTAL METHODOLOGY

Measurements of the acoustic particle velocity at a point
in the field of an acoustic transducer were performed using a
commercial laser Doppler vibrometer. The measurement was
conducted by reflecting the laser light from a thin plastic
pellicle suspended in the field. The principle behind the use
of a pellicle is to enable the measurement to be made at a
specific point in the field, with pellicle thickness being small
compared to the acoustic wavelength and the acoustic im-
pedance being similar to that of water so that the motion of
the pellicle follows the motion of the water particles. The
vibrometer provides an output that is proportional to veloc-
ity, and the time-resolved signal may be displayed on a digi-
tizing oscilloscope in the same manner as a hydrophone sig-
nal. From the measured velocity, the acoustic pressure was
calculated using the expression given in Eq. �1�. The hydro-
phone under test was then substituted for the pellicle and the
hydrophone voltage measured, with the hydrophone sensitiv-
ity calculated from the quotient of the hydrophone voltage
and the acoustic pressure.

The vibrometer used was a Polytec PSV-3000 scanning
vibrometer, which provided a maximum measurement band-
width of 1.5 MHz.

The test tank used for the measurements has dimensions
of 2 m long by 1.5 m wide by 1.5 m deep and incorporates a
two-carriage precision positioning system for positioning
and orienting devices. A glass window is set into one end of
the tank to allow optical interrogation of the acoustic field.

The pellicle used was in the form of a narrow plastic
strip, which was made from a 23 �m thick Mylar© mem-
brane coated on one side with 40 nm of aluminium so as to
render it a specular reflector of the optical beam. A number
of different widths of pellicle were tried during the measure-
ments, from strips as narrow as 2 mm to strips as broad as
12.6 mm. The pellicle was tensioned over a frame measuring
1.3 m square and constructed from 30 mm extruded alu-
minium, as shown in Fig. 1. The mounting frame provided a

reflection-free time window of around 0.65 ms for a
transmitter–receiver separation of 0.5 m. The frame was
mounted on one of the carriages of the positioning system
adjacent to the optical window, with the acoustic projector
mounted on the other carriage, as shown in Fig. 2. The vi-
brometer beam was then aligned through the optical window
of the tank on the acoustic center of the projector. For the flat
face piston projectors used, the limited optical reflection
from the surface of the transducer was used to align the
optical beam of the vibrometer with the acoustic axis of the
transducer. The membrane was then positioned to intercept
the laser beam and reflect the light back through the glass
window and into the optical collection head of the vibrome-
ter. It was possible to align the optical beam very precisely
with the pellicle because of its specular reflecting properties.
The above procedure ensured that the acoustic beam was
colinear with both the incident and return paths of the optical
beam. A transmitter–receiver separation of 0.5 m was used,
which was sufficient to ensure a measurement in the acoustic
farfield. To undertake measurements with the hydrophone, it
was substituted for the pellicle mount and aligned using the
positioning system so the laser beam was incident on the
acoustic center of the hydrophone. The device under test was
a Reson TC4034 reference hydrophone, which has a 6 mm
diameter spherical element and a resonance frequency of ap-

FIG. 1. Mounting frame and strip pellicle.

FIG. 2. Measurement arrangement used to measure acoustic velocity using
an optical vibrometer.
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proximately 350 kHz. The hydrophone had previously been
calibrated using the method of three-transducer spherical-
wave reciprocity.

Three transducers were used as acoustic projectors to
cover a frequency range from 10 to 600 kHz: an ITC1042,
25 mm diameter spherical transducer with a resonance fre-
quency of 75 kHz was used for the range 10 to 120 kHz; a
1.5 inc. diameter piston transducer manufactured by Ultran
with a resonance frequency of 250 kHz was used for the
range 100 to 400 kHz; a 1 inc. diameter piston transducer
with a resonance frequency of 500 kHz manufactured by
Panametrics was used for the range 300 to 600 kHz. The
acoustic projectors were driven with discrete frequency tone-
burst signals, with time-gating techniques used to isolate re-
flections from the tank boundaries. The tone bursts were pro-
duced by a HP33120A arbitrary waveform generator and an
electronic gating unit, a B&K2713 power amplifier being
used with the ITC1042 projector, and a Krohn-Hite 7500
power amplifier being used with the piston transducers. Both
amplifiers were set to a 40 dB gain, the maximum peak volt-
ages driving the projectors being 60 V for the ITC1042, 40 V
for the 250 kHz piston and 15 V for the 500 kHz piston.

The output voltages for both the vibrometer and the ref-
erence hydrophone were captured using a HP89410A vector
signal analyzer, after amplification using a Reson VP1000
preamplifier and electronic filtering by a Krohn-Hite 3944
filter. The voltage measurements were performed by measur-
ing the steady-state portion of the tone-burst signals. When
using the optical vibrometer, the velocities were calculated
using the manufacturer’s stated calibration factor of
25 �mm/s� /V.

IV. RESULTS

Figure 3 shows a comparison of waveforms recorded
with the optical method and with the hydrophone for an
acoustic frequency of 60 kHz. The waveform obtained from
the vibrometer has been scaled by the sensitivity setting of
the vibrometer to provide a reading of velocity in millimeters
per second, whereas the hydrophone waveform is in Volts.
The two waveforms compare very well with the arrival of the

direct path signal occurring at approximately 0.33 ms and a
similar shape to the tone-burst envelope apparent in both
signals. For the vibrometer waveform, the reflected signal
from the pellicle frame is observed arriving at approximately
0.77 ms �this is absent from the hydrophone waveform since
the frame is not in place during the hydrophone measure-
ment�.

Figure 4 shows the calibration results obtained using the
optical method in the frequency range from 10 to 600 kHz
for the TC4034 reference hydrophone. The measurements of
acoustic particle velocity were obtained using a 2 mm wide
pellicle. Also shown on the plot are data from the calibration
of the hydrophone by the three-transducer spherical-wave
reciprocity method. Good agreement can be seen between
the two methods, and this is highlighted by Fig. 5, where the
difference between the results is plotted �the optical results
have been subtracted from the reciprocity results to give a
positive difference when the reciprocity results are of a
higher value�. Agreement between the results is better than
0.5 dB over the majority of the frequency range. The overall
uncertainty for the free-field reciprocity calibration varies
with frequency but is typically of the order of 0.5 dB when

FIG. 3. A comparison of waveforms recorded by the reference hydrophone
�upper plot� and the vibrometer �lower plot� for an acoustic signal of 60
kHz.

FIG. 4. A comparison of sensitivities for a TC4034 hydrophone obtained by
the free-field reciprocity method and the optical method using a 2 mm wide
pellicle.

FIG. 5. The difference between hydrophone sensitivity determined using the
free-field reciprocity method and the optical method using a 2 mm wide
pellicle.
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expressed as an expanded uncertainty for a coverage factor
of k=2. A definitive uncertainty analysis has not yet been
completed for the optical method.

Measurements were also performed using a wider pel-
licle made from a 12.6 mm strip of Mylar© film. Figure 6
shows a comparison of the hydrophone sensitivities for the
TC4034 hydrophone obtained using the ITC1042 projector
and the 12.6 mm pellicle in the frequency range from 7 to
200 kHz. The low-frequency agreement is again of the order
of 0.5 dB or better, but at frequencies greater than about 120
kHz the results from the two methods depart from each other
with the results for the optical method showing rapid fluc-
tuations with frequency.

An examination of the results clearly showed that the
fluctuations are present in the velocity data measured by the
vibrometer �they were not observed in the hydrophone volt-
age�.

The method depends on the pellicle following the mo-
tion of the water particles, and if this assumption is violated,
inaccuracies will be introduced to the measurements made
using the optical method. The material properties and the
geometry of the pellicle used may affect the accuracy of the
measurements, preventing the pellicle from moving in sym-
pathy with the water particles. An investigation was under-
taken into the effect of the pellicle properties on the measure-
ments, and this is described in the next section.

V. DISCUSSION

When using interferometry for the measurement of the
movement of a thin membrane in an acoustic field, there are
several factors that could contribute to the overall uncer-
tainty of the measurement.

A. Pellicle transmission loss

The measurement of velocity at the pellicle surface is
made on the “back surface,” i.e., after the acoustic wave has
passed through the pellicle. Therefore, any reflection or ab-
sorption in the pellicle membrane will influence the mea-
sured velocity. The effect of pellicle transmission was inves-

tigated by Bacon,16 and later by Esward and Robinson19

using an insertion method to experimentally determine the
extent of transmission loss at higher frequencies. The trans-
mission losses at frequencies of 10 MHz and more were
small but measurable, and allowed a correction to be made
when calibrating miniature ultrasonic hydrophones at mega-
hertz frequencies.17 At the lower frequencies of interest in
the work reported here �below 500 kHz�, the transmission
loss is expected to be negligible. To predict the transmission
losses at lower frequencies, a simple layered model was used
to represent an infinite water layer, a Mylar© layer, an alu-
minium layer, and a second infinite water layer.27 The results
of the model agree well with the experimental data from
megahertz frequencies where the measurable proportion of
the incident sound field is reflected from the membrane.19

The model prediction for frequencies below 600 kHz are
shown in Fig. 7 and are based on a 23 and a 50 �m thick
infinite membrane of Mylar© coated with a 40 nm aluminium
film and surrounded by water.

The model predictions show that the transmission loss is
essentially negligible for a 23 �m membrane at frequencies
below 500 kHz. Increasing the thickness of the membrane
causes the expected increase in the transmission loss, al-
though this is still very small for a 50 �m membrane at 500
kHz. Note that over this frequency range, such thin pellicles
show a monotonic variation in transmission loss with no
fluctuations apparent with frequency.

However, this very simple model assumes that the mem-
brane is of an infinite extent and the incident wave is a plane
wave. For the NPL primary standard interferometer at mega-
hertz frequencies, this assumption is reasonable. The pellicle
used is in the form of a sheet of Mylar© supported by a 100
mm diameter annular ring, and the collimated acoustic fields
produced by the piston projectors used pass through the sup-
port ring without a significant sound being scattered from the
support itself. This type of pellicle was not considered prac-
tical for work at the frequencies used here since the support
ring would have to be of the order of 1 m or more in diam-
eter to avoid reflected sound from the support ring impinging
on the pellicle before acoustic steady-state conditions are

FIG. 6. A comparison of sensitivities for a TC4034 hydrophone obtained by
the free-field reciprocity method and the optical method using a 12.6 mm
wide pellicle.

FIG. 7. The results of modeling the pellicle acoustic transmission coefficient
for infinite planar membranes of thickness of 23 and 50 �m.
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achieved. For the work reported here, the pellicle chosen has
a finite width, and this can influence the motion of the pel-
licle in response to the acoustic wave.

B. Pellicle modes

The displacement or velocity of a pellicle or membrane
in response to an acoustic field may not always be fully
representative of particle movement in the surrounding me-
dium. There is a possibility that pellicle movement is gov-
erned by modes excited by the acoustic field. In the case of
the pellicle membrane stretched across an annular ring, as
used with the NPL primary standard interferometer for
megahertz frequencies, the radial modes �the “drum-skin
modes”� occur at very low frequencies and are in any case
heavily damped by the surrounding water. However, Bacon
has shown that for certain angles of incidence, the acoustic
field may excite Lamb waves in the pellicle membrane.16

The pellicle used in this work is in the form of a strip
and does not approximate to an infinite plane. The modes of
vibration of such a structure will depend on the boundary
conditions imposed. The mounting method for the pellicle
�see Fig. 2� dictates that the ends are clamped, while the
edges of the pellicle can move freely within the medium. To
investigate the vibration modes of the pellicle in this con-
figuration, the vibration of the pellicle strip was determined
experimentally by scanning the vibrometer beam across the
pellicle strip in the water tank shown Fig. 2.

Scans of the vibration profile of the pellicle were per-
formed using the Polytec PSV-3000 scanning vibrometer,
consisting of an OFV 056 scanning head and a PSV-Z-040-F
control unit. The vibrometer scans the beam across the width
of the pellicle by changing the angle at which the laser beam
exits the optical aperture of the vibrometer, thus changing the
angle of the optical beam subtended to the pellicle surface.
This deviation of the laser beam from the central axis of the
pellicle could potentially lead to an error since the vibrome-
ter measures the component of velocity along the axis of the
optical beam. A correction is therefore applied for the cosine
of the angle at which the laser beam is incident on the pel-
licle surface. The incident angle of the optical beam with the
pellicle was minimized by maximizing the standoff distance
of the vibrometer from the pellicle, thus reducing this effect.
This also minimizes any acousto-optic influences due to the
incident and reflected optical beams traversing slightly dif-
ferent paths. A number of different pellicle widths were in-
vestigated using the same experimental arrangement as that
used for the hydrophone calibration measurements. Figure 8
shows the velocity magnitude obtained for a one-
dimensional line scan across the width of a 5 mm pellicle.
The spatial scan resolution of the vibrometer limited the
number of scan points that could be obtained across the 5
mm width of the pellicle.

The line profiles shown in Fig. 8 clearly show the pres-
ence of modes across the width of the pellicle at certain
frequencies. Due to the limited spatial resolution of the
scans, it is not possible to be certain about the wavelength of
a given mode at, say, 250 kHz, where it appears that approxi-
mately one wavelength occurs across the 5 mm width of the

pellicle since it is impossible to exclude the possibility of
aliasing. The results do, however, show that modes do exist
and that they are a function of frequency. There appears to be
very limited variation across the 5 mm wide pellicle at 100,
150, and 400 kHz, but significant velocity variation across
the pellicle between 250 and 350 kHz. The presence of these
modes could lead to uncertainties in the hydrophone calibra-
tion using the optical method and are believed to be the
reason for the fluctuations above 120 kHz observed in the
optical calibration data shown in Fig. 6.

C. Other sources of error

Other sources of error in the method include the pres-
ence of signals due to the acousto-optic interaction in addi-
tion to the signals due to the pellicle movement. The rate of
change of the refractive index along the optical pathlength
can give rise to signals that are effectively interpreted as
velocities by the vibrometer. This effect is exploited in con-
figurations where the optical beam and acoustic beam are
arranged to be orthogonal, as in the work of Harland.14 The
configuration for the work reported here is designed to mea-
sure only the pellicle movement, but if the laser beam sub-
tends an angle to the direction of acoustic propagation, there
may be some component of the signal due to the refractive
index variation along the optical beam, leading to an error in
the measurement of pellicle velocity.

Due to the specular reflecting properties of the pellicle,
the optical beam can be aligned very precisely with the pel-
licle. However, alignment of the optical beam or the pellicle
with the acoustic beam is more difficult. For spherical pro-
jectors, this problem is solved by first aligning the optical
beam on the acoustic center of the projector and then insert-
ing the pellicle into the path of the optical beam, ensuring
that the acoustic beam and the pellicle are both aligned with
the optical beam. For flat-faced piston-type projectors where
the acoustic beam is produced at a normal incidence to the
face of the projector, the small component of the optical
beam reflected from the surface of the projector can be used
to aid in alignment. However, the optical scattering produced
at the surface of the transducer may give rise to a small
angular error. The work of Bacon has shown the error in a
hydrophone calibration to be insignificant for a small angular
error of around 0.5°.28

FIG. 8. Velocity magnitude obtained for a one-dimensional line scan across
the width of a 5 mm pellicle at selected frequencies in the range 100 to 400
kHz.
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One difficulty when using a commercial vibrometer is
that of reliance on the calibration of the instrument, for ex-
ample, reliance on the 25 �mm/s� /V setting on the Polytec
system used for much of the work described here. For use in
metrology, the instrument calibration must be traceable. As
described in Sec. II, the velocity is dependent on the Doppler
shift of the optical frequency, which in turn is traceable to
standards of length via the laser wavelength. However, a
vibrometer requires the Doppler shift to be converted to a
voltage proportional to the velocity if a time-resolved signal
is to be derived, and this typically requires the use of fre-
quency mixing, filtering, and phase-lock loop circuitry.25 The
errors introduced by this signal processing are crucial in gov-
erning the absolute accuracy of the vibrometer, and for the
most accurate work, the signal processing circuitry should be
carefully characterized. Since this is not easy to do for a
“black-box” commercial unit, it is necessary to design a
custom-made vibrometer where each stage of the system can
be characterized independently.26

VI. CONCLUSIONS

A novel technique for the absolute calibration of hydro-
phones in water using an optical method based on laser vi-
brometry has been presented. The method relies on the use of
a thin plastic pellicle that is used to reflect the signal beam of
a commercial laser vibrometer, the pellicle being thin enough
to be acoustically transparent at the frequency of interest.
The pellicle motion is taken to represent the acoustic particle
velocity in the medium. The hydrophone response to a
known acoustic field is measured and the hydrophone sensi-
tivity derived. Results have been presented of the calibration
of a reference measuring hydrophone over the frequency
range 10 to 600 kHz. Excellent agreement has been achieved
with the classic method of three-transducer spherical-wave
reciprocity, with agreement to better than 0.5 dB over the
majority of the frequency range.

An initial discussion of some of the sources of uncer-
tainty has been presented. In particular, the influence of the
properties of the pellicle has been the subject of preliminary
study, both experimentally and theoretically. This has shown
that the modes of vibration of the pellicle strip used can
significantly degrade the accuracy of the results. However, if
the pellicle is made sufficiently narrow the resonant modes
are forced above the measurement frequency of interest, al-
lowing accurate measurements to be performed. The method
has been shown to offer the potential for a new primary
standard method, with the calibration traceable to standards
of length measurement through the wavelength of the laser
light. More extensive studies are required to assess the
sources of uncertainty before definitive conclusions can be
drawn as to the accuracy.
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The possibility of determining the location of an acoustic source in the presence of internal waves
is investigated. Source localization problems require environmental information as inputs. Internal
waves cause uncertainties in the sound speed field. In previous work �J. Acoust. Soc. Am. 90,
1410–1422 �1991��, it was found that a source can often be localized in an uncertain environment
by including environmental parameters in the search space and tweaking them, but usually not
determining their true values. This is possible due to a parameter hierarchy in which the source
position is more important than the environmental parameters. The parameter hierarchy is shown to
also apply to uncertainties associated with internal waves. Due to differences in the nature of the
parameter space, this problem is solved with a statistical approach rather than a parameter search
technique such as simulated annealing. �DOI: 10.1121/1.2041331�
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I. INTRODUCTION

Matched-field processing is an approach for estimating
the location of an acoustic source by analyzing data mea-
sured on an array of hydrophones.1–3 The measured field is
compared with replica fields, which are obtained by solving
the acoustic wave equation for different locations of a test
source. The estimate for the source location is the test source
location that corresponds to the best match with the data.

Several factors may cause matched-field processing to
fail. For example, there are usually uncertainties in the sound
speed field and other environmental parameters. This is an
important issue because small uncertainties can have large
effects on the acoustic field. Focalization is a special type of
matched-field processing that has been designed to deal with
the problem of environmental uncertainty.4–6 Environmental
parameters are included along with the source location in the
space of unknown parameters. Due to a parameter hierarchy
in which the source location outranks environmental param-
eters, it is often possible to determine the source location
without recovering the true environmental parameters. This
is a fortunate situation when the main objective is to locate
the source. Focalization can be an effective approach for
solving matched-field processing problems, even when the
signal-to-noise ratio is low.5

In this paper, we investigate the possibility of perform-
ing focalization in the presence of internal waves, which for
many years have been regarded as a serious limiting factor in
matched-field processing. In practical applications, it is not
feasible to determine the internal wave field accurately. If the
source is sufficiently far from the hydrophones, internal
waves can cause matched-field processing to break down.
We present simulations based on the Garrett–Munk internal
wave spectrum7,8 that indicate that the parameter hierarchy
also applies to internal waves. It is often possible to locate a
source by including the internal wave field in the space of
unknown parameters. In many cases, the correct source lo-
cation can be obtained reliably without obtaining the correct
internal wave field.

II. THE PARAMETER SPACE

One of the keys to solving an inverse problem is to have
a basic understanding of the parameter space. The source
position is the only unknown in the classical matched-field
processing problem. Environmental parameters are the un-
knowns in the tomography9,10 and geoacoustic inversion11–13

problems. Both types of parameters were considered in the
original work on focalization,4 which we refer to as deter-
ministic focalization. Before the concept of a parameter hi-
erarchy was introduced, the problem of environmental uncer-
tainty appeared to severely restrict the applicability of
matched-field processing, and research on this topic was lim-
ited to illustrating the failure of matched-field processing un-
der different types of uncertainties14–17 and attempting to re-
duce the problem by designing ambiguity functions that are
relatively insensitive to uncertainties.18–20 The inverse prob-
lem involving both types of parameters had never been con-
sidered because it seemed impossible to simultaneously de-
termine both types of parameters. Although this is indeed
true in many cases, it turns out that the source position can
often be determined simply by tweaking the environmental
parameters without actually determining their true values.4

Three additional types of parameters arise when a sto-
chastic process, such as internal waves, is included in the
parameter space. We refer to such problems as stochastic
focalization, which may involve stochastic parameters �such
as length scales and amplitudes�, purely random parameters
�such as the random numbers used to generate a realization
of the stochastic process�, and nonacoustic environmental
parameters. There are two stochastic parameters in the
Garrett–Munk model for internal waves,

�c =
�c

g
N2� , �1�

F��j,�� =
4�0
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where N is the buoyancy frequency, N0 is the buoyancy fre-
quency near the surface, � is the vertical displacement of a
fluid parcel, �0

2 is the mean square displacement near the
surface, c is the speed of sound, � is a dimensionless con-
stitutive parameter, g is the acceleration due to gravity, �c is
the perturbation in c due to internal waves, � is the internal
wave frequency, F� is the internal wave spectrum, j is the
internal wave mode number, � is the latitude, and � is the
diurnal circular frequency. The empirical constants j* and �0

are the stochastic parameters, which affect the shape and
amplitude of the spectrum. The nonacoustic parameters �, N,
and N0 are not considered in deterministic focalization prob-
lems.

A realization of the sound speed perturbation due to in-
ternal waves appears in Fig. 1. This example illustrates the
extreme complexity of internal wave fields and suggests that
it is not feasible to map them by tomography over the large

horizontal distances �several kilometers or more� that are
typically of interest in source localization problems. Since
deterministic parameters can often be estimated over such
ranges by tomography, stochastic focalization appears to be
in some sense a harder problem than deterministic focaliza-

FIG. 2. Randomly selected sound speed profiles within the parameter
bounds in Eqs. �9�, �10�, and �11�.

FIG. 3. Ambiguity surfaces for the 80 km stochastic case. There is a well-
defined peak at the source location when the internal wave field is known
exactly �top frame�. The main peak is weakened but occurs at the source
location for some realizations of the internal wave field �middle frame�. The
main peak occurs at the wrong location for some realizations �bottom
frame�.

FIG. 1. Sound speed perturbation due to a realization of the Garrett–Munk
internal wave spectrum.
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tion. Since internal waves cause perturbations to the sound
speed field, however, their effect is a form of environmental
uncertainty, and we would expect the parameter hierarchy to
apply.

III. IMPLEMENTATION AND TESTING

Focalization and geoacoustic inversion have been imple-
mented using simulated annealing,21–23 an optimization
method that uses gradient information to search for the glo-
bal minimum of a cost function. This approach is effective
for deterministic problems in which the parameter landscape
consists of smooth hills and valleys. Simulated annealing
searches involve a series of perturbations of the parameters
that are selected from a distribution that is biased toward
small perturbations, which sense the gradient, but allows
some large perturbations, which are useful for escaping local
minima. For stochastic problems, it is not natural to consider
small perturbations of the purely random parameters. For
example, internal wave fields are highly complex and each
realization tends to be as unique as a fingerprint. We apply a
histogram approach to the stochastic focalization problem.
We randomly sample the parameters, construct an ambiguity
surface for each sample, and consider histograms of the lo-
cation of the largest peak in the ambiguity surfaces.

For the examples, we use the field on a vertical array
that spans all depths and construct ambiguity surfaces using
phase conjugation and back-propagation.24 With this ap-
proach, the complex pressure that is received on the array is
conjugated and propagated away from the array. If the cor-
rect environmental information is used, the field will focus at
the source location. This efficient approach only requires one
solution of the wave equation. In contrast, the construction of
the closely related Bartlett processor requires one solution of
the wave equation for each receiver in the array.

The examples involve a 50 Hz source 132 m below the
surface in an ocean with the background sound speed
profile,25

c = c0�1 + 		2
z − z0

B
+ exp	− 2

z − z0

B

 − 1
� , �5�

where z0=700 m is the channel depth, c0=1500 m/s is the
channel sound speed, B=1000 m is the channel thickness,
and 	=0.0071. A parabolic equation model is used to
solve the acoustic wave equation with the sound speed c
+�c, where �c is obtained using Eq. �1� and the approach
described in Ref. 8. We use the exponential buoyancy
profile described in Ref. 8 and take �=24.5, j*=3, and

FIG. 4. Histograms for the 80 km stochastic case. The main peak is near the
correct source location for most of the realizations of the internal wave field.

FIG. 5. Histograms for the 80 km stochastic–deterministic case. The inclu-
sion of uncertainties in the background profile causes the main peak to occur
more frequently at the wrong position.
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�0=5.61 m. The parameter search is conducted within the
bounds,

10 
 � 
 25, �6�

2 
 j* 
 6, �7�

5 m 
 �0 
 10 m, �8�

650 m 
 z0 
 750 m, �9�

1490 m/s 
 c0 
 1510 m/s, �10�

980 m 
 B 
 1020 m. �11�

Each realization is generated by selecting values from within
these bounds using a uniform distribution. We consider
source ranges of 80 and 120 km for a stochastic case in
which the background profile is known and a stochastic–
deterministic case in which all of the parameters are un-
known. For each example, we generated 200 realizations of
c+�c and used them to construct 200 ambiguity surfaces.
The randomly generated background profiles appear
in Fig. 2.

Ambiguity surfaces appear in Fig. 3 for the 80 km sto-
chastic case. When the correct background profile and inter-
nal waves are used, the ambiguity surface has a well-defined
peak at the source position. When a different realization of
the internal wave field is used, the peak is either degraded or
lost. The histograms in Fig. 4 illustrate that the main peak
frequently occurs near the source location and the source is
reliably localized. Since the main peak occurs at other loca-
tions for some realizations, conventional matched-field pro-
cessing is not reliable for this problem. Histograms appear in
Fig. 5 for the 80 km stochastic–deterministic case. The
source is still reliably localized, but the main peak occurs
more frequently at the wrong location. Histograms appear in
Figs. 6 and 7 for the 120 km cases. Since the effect of the
internal waves accumulates with range, stochastic focaliza-
tion is less reliable than for the corresponding 80 km cases.
For the stochastic–deterministic case, an ambiguous peak oc-
curs nearly as frequently as the peak at the source location.
In a practical application, it might be possible to rule out this
peak since its location is very deep.

FIG. 6. Histograms for the 120 km stochastic case. The influence of internal
waves increases with range, and the main peak occurs more frequently at the
wrong position.

FIG. 7. Histograms for the 120 km stochastic–deterministic case. Although
the main peak occurs more frequently at the source position than at any
other position, this example illustrates the difficulty of the localization prob-
lem when the source range is large, there are uncertainties in the background
profile, and there are internal waves.
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IV. CONCLUSION

Focalization is an effective approach for localizing a
source in the presence of internal waves. When internal
waves cause conventional matched-field processing to fail,
the source location can often be determined reliably by con-
sidering a series of realizations of the internal wave field.
Due to the parameter hierarchy, the source position can often
be determined without determining the internal wave field.
Deterministic focalization was originally implemented using
simulated annealing. A histogram approach appears to be
more effective for stochastic focalization.
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An imaging algorithm is presented based on the standard assumption that the total scattered field can
be separated into an elastic component with monopolelike dependence and an inertial component
with dipolelike dependence. The resulting inversion generates two separate image maps
corresponding to the monopole and dipole terms of the forward model. The complexity of imaging
flaws and defects in layered elastic media is further compounded by the existence of high contrast
gradients in either sound speed and/or density from layer to layer. To compensate for these
gradients, we have incorporated Fermat’s method of least time into our forward model to determine
the appropriate delays between individual source-receiver pairs. Preliminary numerical and
experimental results are in good agreement with each other. © 2005 Acoustical Society of
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I. INTRODUCTION

Typically, a tomographic reconstruction is derived from
a series of projections, where a projection is defined as the
integral of the image in the direction specified by that angle.
Experimentally, this is usually obtained by systematically
measuring the transmitted or reflected energies from the ob-
ject, as it is insonified through a series of angular directions
defined by the source-receiver pair.1 Traditional methods of
acoustic/seismic tomography rely on algorithms that can
generate a two-dimensional velocity map from a set of line
integrals representing the travel time of numerous rays
throughout the medium of interest.2,3 To that end, most
straight-ray backprojection algorithms yield single-valued re-
constructions of either the medium velocity, density, or at-
tenuation, depending on the forward propagation model used
and the nature of the probing system.1 Recently, techniques
have been developed to invert acoustic data sets and recon-
struct either, density or compressibility maps under specified
conditions in tissue.4,5

The motivation for our development is driven by the
need to detect and generate two-dimensional images of flaws
in multilayered structures. Application of ultrasonic reflec-
tion tomography to nondestructive evaluation of materials is
possible, owing to the fact that flaws generally result in weak
and localized signals. Thus, the Born approximation can be
applied to the scattered field.6 Common time-domain imag-
ing methods include migration algorithms used in
geophysics,7 and B-scan algorithms used in medical ultra-

sound imaging.8 Our imaging algorithm is based on imple-
menting monopole and dipole expansion terms of a long-
wavelength scattering result. The implementation we will
present generates dual valued reconstructions of the image
space, corresponding to the monopole and dipole compo-
nents of the field scattered from each point in the image. If
the scattered field is generated by a collection of pointlike
scatterers, the monopole and dipole images correspond to
compressibility and density contrast between the medium
and each scatterer �neglecting multiple interactions�. The al-
gorithm permits the selection of arbitrary source and receiver
locations, thus it can be applied to numerous multistatic data
collection geometries and procedures. Though originally in-
tended to be implemented in the time domain, the algorithm
could also be implemented in the frequency domain.

In most nondestructive evaluation �NDE� problems
however, there can be large contrast differences in the acous-
tic impedances between adjacent layers resulting in signifi-
cant refraction effects. Various backprojection algorithms
have been developed to account for ray bending due to gra-
dients in the background velocity distribution.9 The signifi-
cant difference with our application is that a considerable
amount of prior knowledge of the internal structure of the
part is known, either through blueprints or some other type
of manufacturing specification. Thus, for NDE purposes, it is
reasonable to assume that the material properties and geom-
etry of the individual layers are well known and understood.
In this case, the inverse wave imaging is used to identify
deviations, defects, and or flaws in the assembled part.

Although the algorithm is developed around a long-
wavelength �point scatterer� limit, it is not related to the clas-
sical time-reversal algorithms which form detection maps us-
ing MUSIC rather than actual images of physical
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c�Electronic mail: chambers2@llnl.gov
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properties.10 Nor can the algorithm be considered as a mem-
ber of the backpropagation family of algorithms since it is
based upon straight-ray scattering and there are now fields
being back propagated.

In the following section, we will present a derivation of
our multiview, time-domain imaging tomography algorithm
�MTDI�. This is followed by a generalized correction to the
forward model for highly refractive media using Fermat’s
principle of least time.11 The section ends with an application
of the corrected forward model to a representative two-layer
aluminum-copper part. A description of the simulation and
experiment are given in Sec. III. Finally, results for simulated
and experimental reconstructions of the two-layered part are
presented in Sec. IV. Conclusions are discussed in Sec. V.

II. THEORETICAL FORMULATION

A. Derivation of the forward model

From Morse and Ingard,12 Eqs. 8.2.15 and 8.2.19, the
long-wavelength approximation of the scattered field due to a
point scatterer is

�scat�Rm
r ,Rn

t ,r,�� =
1

3
����

eikrm

rm
k2a3��� + �� cos �mn�r�� ,

�1�

where �scat�Rm
r ,Rn

t ,r ,�� is the measured scattered field at
the mth receiver located at Rm

r from the nth source located
at Rn

t ; r is the point scatterer location; rm��r−Rm
r � is the

distance from the point scatter to the mth receiver; � is the
narrow band frequency; k�� /c is the narrow band wave
number; ���� is the spectrum of the incident pulse; ��

��s−�o /�o is the relative compressibility ratio; ��

�3��s−�o� / �2 �s+�o� is the relative density ratio; �mn is
the scattering angle; a is the point scatterer radius.

The scattering geometry is presented in Fig. 1. The com-
pressibility and density of the scatterer are given as �s and
�s; and for the background as, �o and �o, respectively.

We obtain the time-domain representation of the scat-
tered field via

�scat�Rm
r ,Rn

t ,r,t� =
a3

3c2rm�2��
��� + �� cos �mn�r��

	�
−





d� �2����ei�rm/ce−i�t. �2�

The inverse Fourier transform yields

1

2�
�

−





d� �2����ei�rm/ce−i�t

=
1

2�
�

−





d� ����
d2

dt2e−i�t−rm/c��

=
1

2�

d2

dt2�
−





d� ����e−i�t−rm/c�� =
1

2�

d2

dt2��t − rm/c� ,

�3�

resulting in

�scat�Rm
r ,Rn

t ,r,t� =
a3

6�c2rm
��� + �� cos �mn�r��

d2

dt2

	��t − rm/c� , �4�

as our forward model where ��t� is the time-domain pulse.
We consider the arbitrary probing system of Fig. 1. A

transmitter located at Rn
t launches an incident field that

propagates into the medium. The field interacts with a point
scatter located at r, and the scattered field is measured at a
receiver located at Rm

r . The scattering angle is �. In succes-
sion, each source transmitter is excited and the scattered field
is measured at all of the receivers. �Technically, the total
field is measured. The scattered field is obtained from the
difference between the total field and the incident field.�
Thus, at each receiver, m, we measure the scattered field time
series from source, n, to a scatterer located at r. These time
series are represented by ��Rm

r ,Rn
t ,r , t�.

In the case where all sources are excited simultaneously,
we can view Eq. �4� as representing the multistatic scattering
matrix and express it as

�mn�r� =
1

rm
��̂� + �̂� cos �mn�r��

d2

dt2��t − rm/c� , �5�

where the time dependence is implicit but we maintain the
spatial dependence to indicate the data are due to a point
scatterer at r, and we have introduced the modified com-
pressibility and density relative ratios, defined as

�̂� �
a3

6�c2��, �6�

�̂� �
a3

6�c2��. �7�

Given a complete set of measurements in the multistatic
data matrix, we wish to solve for the modified relative com-
pressibility and relative density ratios. Equation �5� repre-
sents a set of Nc=Nsrc	Nrcv measurements for the two un-
knowns where Nsrc is the number of transmitters and Nrcv is
the number of receivers. In matrix form, Eq. �5� reads

FIG. 1. Arbitrary wave probing system where the sensor locations are de-
noted as �. The slowness distribution for the medium is given by s�r�
=1/v�r�, where v�r� is the corresponding bulk velocity distribution of the
background medium.
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�
1/r1 cos �1,1�r�/r1

1/r1 cos �1,2�r�/r1

1/r1 cos �1,Nt
�r�/r1

1/r2 cos �2,1�r�/r2

1/r2 cos �2,Nt
�r�/r2

1/rNr
cos �Nr,Nt

�r�/rNr

	
�̂�

�̂�
� = �

�1,1�r�
�1,2�r�
�1,Nt

�r�

�2,1�r�
�2,Nt

�r�

�Nr,Nt
�r�

	 . �8�

It should be noted that Eq. �8� is valid only in a least-squares
sense. The scattering angle is given by

cos �mn�r� � −
�r − Rm

r ��Rn
t − r�

�r − Rm
r ��Rn

t − r�
. �9�

Equation �8� is of the form

Ag = k , �10�

where A, is an Nc	2 matrix of 1 /rm and cosine terms of the
scattering angle, g is the 2	1 vector of unknown modified
relative compressibility and relative density ratios, and k is
the Nc	1 vector of values from the multistatic data matrix.

The �mn�r� values are obtained in one of two different
methods. The first method, the time-domain method, is to
compute the total travel time, using the background velocity,
from the source to the scatterer, and then from the scatterer
to the receiver, and select the time series value at that time.
One can optionally add to this travel time a delay to the pulse
maximum. For example, if ��t� is the transmitted pulse, and
Td is the time to the pulse maximum defined as

Td � arg max
t

���t�� , �11�

then �mn�r� is the value of the received time series evaluated
at

tmn�r� � �Rn
t − r�so + �r − Rm

r �So + Td, �12�

where so, is the slowness of the background medium defined
as so=1/vo. where vo is the bulk velocity of the background
media. The second method is a frequency-domain method in

which the Fourier transform of the multistatic data matrix
series is computed, and �mn�r� is set equal to the value of the
Fourier series peak at the frequency multiplied by a phase
delay given by e±itm,n�r�� where the ± depends upon the sign
of the forward Fourier transform.

In this development, we have chosen the time-domain
method. Equation �10� is solved in the least-squares sense by

g = �A†A�−1A†k , �13�

where the superscript † denotes transpose. Explicitly, we
have

A†A = � Nt�
mn

1

rm
2 �

mn

cos �mn�r�
rm

2

�
mn

cos �mn�r�
rm

2 �
mn

 cos �mn�r�
rm

�2	 , �14�

A†k = � �
mn

�mn�r�
rm

�
mn

cos �mn�r��mn�r�
rm

	 . �15�

Thus

�A†A�−1 =
1

���mn
 cos �mn�r�
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− �
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rm
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− �
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rm

2 Nt�
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where the determinant is

� � Nt�
mn

1

rm
2 ��
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 cos �mn�r�

rm
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− �
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rm
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Solving for g, we find

g =
1

���mn
 cos �mn�r�

rm
�2�

mn

�mn�r�
rm

� − �
mn

cos �mn�r�
rm

2 ��
mn

cos �mn�r��mn�r�
rm

�
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1

rm
2 ��
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rm

� − �
mn

cos �mn�r�
rm

2 ��
mn

�mn�r�
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Finally,

�s = �1 + �̂���o �19�

and

�s =
3 + �̂�

�2�̂� − 3�
�o. �20�

B. Generalize the forward model to a variable
background velocity

The analysis thus far has assumed a constant slowness
s�r�=so throughout the imaged region. Implicit in this as-
sumption is that the incident and scattered acoustic fields
propagate following straight ray paths from transmitter loca-
tion Rn

t to the scatterer at r and from the scatterer to the
receiver location Rm

r . Depending upon the severity of the
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spatial velocity gradients, this assumption is often a very
poor approximation. In this section, we will present a correc-
tion to the forward model given in Eq. �4� that utilizes Fer-
mat’s principle of least time.

Fermat’s principle of least time selects the ray that mini-
mizes the travel time between two locations. Let us consider
an arbitrary path P denoted in this case by the vectors �Rn

t

−r� and �r−Rm
r �. These vectors denote the path from the

source to an arbitrary scatterer location, r and back to a re-
ceiver location. A typical source-scatter-receiver path is illus-
trated in Fig. 1. The travel time for this path is denoted as

p�s� = �
P

s�x�dlP, �21�

with x describing the vector connecting the source-receiver
pair through the scatterer at r and dlP corresponding to an
infinitesimal distance along path P. Fermat’s principle states
that the correct ray path is one that connects the source-
scatter-receiver path with the minimum travel time. Stated
another way, Fermat’s principle stipulates that the travel time
integral given by Eq. �21� is stationary with respect to varia-
tions in the source-scatter-receiver ray path.13 Following
from Fig. 1, the travel time between a given source-scatter-
receiver path is

tm,n
f = min

P1�Paths
�

P1

s�x�dlP1� + min
P2�Paths

�
P2

s�x�dlP2� ,

�22�

where P1 is the path from transmitter Rn
t to scattering loca-

tion r , P2 is the path from the scattering location to the re-
ceiver Rm

r . The notation, Pi�paths, means that P is a mem-
ber of the set of possible paths connecting the source-
receiver pair. We will now apply this generalized
formulation to a two-dimensional planar problem.

C. Two-dimensional aluminum-copper planar structure

Consider the planar multilayer geometry shown in Fig.
2. We assume that the aperture of the imaging array is lo-

cated along the upper surface of layer 1, and that at each
sensor location the transducer can act as either a transmitter
or as a receiver of acoustic energy. As before, n, is the index
number for a defined set of transmitters �n=1,Nsrc� and m, is
the index number for a defined set of receivers �m=1,Nrcv�.
The planar geometry gives rise to the following set of func-
tional equations. The first relates the time of flight from a
transmitter location �Rx,n

t ,Ry,n
t � to a scatterer at location

�xi ,yi�,

tn
f �xi,yi� = min

��Paths
 ��� − Rx,n

t �2 + �lAl − Ry,n
t �2�1/2

cAl

+
��xi − ��2 + �yi − lAl�2�1/2

cCu
� , �23�

and the second relates the time of flight from the scatterer at
�xi ,yi�, to a receiver at location �Rx,m

r ,Ry,m
r �

tm
f �xi,yi� = min

��Paths
 ��xi − ��2 + �yi − lAl�2�1/2

cCu

+
��lAl − Ry,m

r �2 + �Rx,m
r − ��2�1/2

cAl
� . �24�

Here the notation, ��paths refers to the set of all possible
ray intersections from a transmitter location �Rx,n

t ,Ry,n
t �,

through the interface at lAl to the location �xi ,yj�. Simi-
larly, ��paths refers to the set of all possible ray inter-
sections from the location �xi ,yj�, through the interface at
lAl to a receiver located at �Rx,m

r ,Ry,m
r �. The minimum total

time between the source to the scattering location and then
to the receiver is simply

tmn
f �xi,yi� = tn

f �xi,yi� + tm
f �xi,yi� + Td. �25�

Equation �25� defines the variable velocity minimum travel
time for our planar geometry, where the similarities to Eq.
�12� are apparent.

FIG. 2. The planar multilayered system. The grid loca-
tions correspond to the image reconstruction region.
The finite difference time domain grid is much finer and
not shown. The longitudinal sound speed and density of
the system are defined where, cAl=6.32 mm/us and
�Al=2.7 g/cm3 are the longitudinal sound speed and
density of aluminum respectively; and cCu

=4.66 mm/us, �Cu=8.98 g/cm3, are the longitudinal
sound speed and density of copper. The longitudinal
sound speed and density of air is cair=0.344 mm/us,
�air=0.012 gm/cm3.
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III. EXPERIMENTAL AND NUMERICAL SIMULATION

The experimental data were collected using a computer
controlled 32-channel pulser-receiver data acquisition system
connected to a single 32-element 5 MHz ultrasonic array.14

The system has the capability of transmitting arbitrary wave
forms and receiving on all channels. The array was mounted
on the upper surface of two-layer aluminum-copper test part.
The aluminum layer was 13 mm thick; the copper layer was
9 mm thick. A “defect” in the form of a 1 mm hole was
drilled into the copper layer such that the axis of the hole
was parallel with the planar layer interfaces. A schematic of
the test part and the array are shown in Fig. 3. Data sets were
recorded in a full multistatic process whereby each source
sequentially ensonified the medium with a broadband pulse
centered at 5 MHz and the corresponding scattered field was
recorded on all of the receivers. Following this procedure,
one would obtain a three-dimensional data set comprising
the sampled time record for all possible source and receiver
locations. Mathematically this corresponds to data matrix A
of the form Nsrc	Nrcv	Nt where Nt, is the number of
samples in the voltage time form, Nsrc are the number of
transmitters and, Nrcv, is the number of receivers.

In addition to the experiment, a two-dimensional nu-
merical simulation was performed to generate additional data
sets for comparison. The simulation results were obtained
using E3D, an explicit finite-difference time domain-code
developed at Lawrence Livermore National Laboratory.15–20

The code can simulate full wave scattering phenomena in
elastic or coupled fluid-elastic systems in either two or three
dimensions. The required input parameters are a longitudinal
velocity distribution, a transverse velocity distribution, and a
density distribution. The model is comprised of four layers,
air, aluminum, copper, and air. The “defect” is an air filled
circular region 1 mm in diameter in the copper layer. The
numerical region and the material properties are listed in Fig.
2.

Simulations and the experiments used the same Gauss-
ian windowed pulse shape,

u�t� = sin��ot�e−t2/�2�2�, �26�

where �o�2�fo, ��Ncyc/�o and Ncyc is the number of
cycles in the pulse. We used fo=5 MHz and Ncyc

=5 cycles. For the experiment, this pulse is actually de-
fined in terms of voltage. However, in the simulation, it is
defined as a normal stress applied at a source location. A
spectral comparison conducted on an experimental pulse
measured in a simple pulse-echo geometry, and the corre-
sponding simulated pressure pulse reveal only slight dif-
ferences in their respective frequency content. We can as-
sert, that the voltage-to-pressure transfer function is
constant over the bandwidth of the applied pulse. Thus,
normalized images created using numerical data and ex-
perimental data can be compared directly. All the experi-
mental measurements were taken using the aforemen-
tioned 32-channel RDTech system. This custom hardware-
software system allows for the individual control of each
transducer element with arbitrary transmit-pulse capabili-
ties. The transmit-receive array was designed to operate at
5 MHz with an element to element pitch of approximately
1 mm. The element height is 10 mm. Voltage-time records
for each receive element can easily be recorded and stored
as RF wave forms on the host PC. Reconstruction algo-
rithms were conducted on a separate computer.

The reconstruction process requires a multistatic data set
representing the scattered field in the elastic region of inter-
est. Multistatic data refers to the process in which one ele-
ment of the array acts as a transmitter to ensonify the test
region. The return time-series signals �echoes� are subse-
quently recorded on all of the elements; this process is re-
peated at all of the transmit-receive locations. To that end,
we began by recording a background data set. See Fig. 3.
The background data can be obtained from an identical part,
or a region on the same part, that is free of defects. �Recall,
that because we are applying this algorithm as a nondestruc-
tive imaging technique we have access to a priori knowledge
of the system without defects either through initial inspec-
tions or mechanical specifications.� For our purposes, the
background data were obtained by locating the transducer
array over a region of the aluminum-copper plate far enough
away from the hole to eliminate any reflections. A complete
multistatic background data set was recorded. The array was
then moved to a region over the flaw, as shown in Fig. 3, and
a second complete multistatic data set was recorded. This
data set is referred to as the object data set. The complete
multistatic scattered data set is then the difference between
the object data set and the background data set. In a similar
manner, numerical simulations of the multistatic data were
generated for the background �no flaw� and object �flaw
present� data sets.

IV. RESULTS

The resulting reconstructions using simulated and ex-
perimental data are shown in Figs. 4 and 5, respectively. The
upper figure represents a map of the modified relative com-

FIG. 3. Experimental setup and multi-channel data acquisition hardware.11

Two separate multistatic data sets are obtained, a background scan and then
an object scan. The background scan location is chosen in a region free of
flaws. The object scan location is chosen such that the flaw is insonified by
the imaging array.
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pressibility ratio, while the lower figure represents a map of
the modified relative density ratio �see Eqs. �6� and �7�� for
the imaged region. The actual location of the aluminum-
copper interface and the flaw are included for reference. The
lambda metric is the wavelength in the aluminum layer at
fo=5 MHz.

The reconstruction of the simulated data clearly shows
the flaw correctly located in the copper layer. The moderate
haloing effect around the hole is a result of diffraction and
shear wave effects in the immediate region surrounding the
hole. The artifacts to the far left of the hole are a result of
multiple reflections in the scattered field occurring in the
aluminum and copper layers. Even with the subtraction pro-

cess, which effectively removes the incident field and its
multiples, the scattered field will become more complex with
time reducing the quality of the reconstruction. The present
algorithm does not take into account multipath scattering ef-
fects. However, if we limit the length of the time records
used for the reconstruction to approximately the time of
flight of a return arrival from the lower copper boundary,
then these types of errors can be mitigated.

Reconstructions of the experimental data show a visible
flaw, correctly located in the lower copper layer. A strong
indication of the interface between the aluminum and copper
layers is also present. In this case the subtraction process did
not remove the incident field completely. This could result
from slight changes between the background data set and the
object data set due to location and bond differences. Note,
that this type of effect could be included into the simulated
data. In the actual part, the bond line between the aluminum
and the copper has a finite thickness of approximately
0.003 in.�0.076 mm� and with significantly different acoustic
impedance �Zepoxy=3.2 mks Rayles, verses ZAl=17 mks
Rayles and ZCu=42 mks Rayles�. A finite bond thickness is
not accounted for in the reconstruction model. The experi-
mental image contains more artifacts than the simulated im-
age, owing to the systematic problems associated with sub-
tracting the background data from the object data, random
noise in the recorded data and part variability. Even with
these issues, the images clearly show accurate localization
and acceptable contrast of the flaw within the part geometry.

V. CONCLUSIONS

An algorithm has been developed for imaging and char-
acterization of elastic structures that have high contrast gra-
dients in either compressibility �velocity� and or density. Ap-
plying the standard monopole and dipole expansion terms of
a long-wavelength acoustic scattering approximation, in con-
junction with a concise matrix approach, we have obtained
separate image maps corresponding to these monopole and
dipole terms. A bent ray correction method utilizing Fermat’s
method of least time is incorporated into the forward model
to accommodate ray-bending effects in the layered system.
The method will also image any number of scatterer loca-
tions in the image region. The limit being the wavelength
resolution and the discretization of all possible scatterer lo-
cations, �xi ,yi�, as defined in the image region. Future work
will be directed towards developing a quantitative version of
this algorithm where by the inversion generates reconstruc-
tions that are directly proportional to the mediums density
and compressibility.
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I. INTRODUCTION

Wave field imaging methods based on the decomposi-
tion of the time-reversal operator �“D.O.R.T.”� technique,1–3

usually referred to as “time-reversal imaging,” have been of
interest for a number of years in connection with sonar, un-
derwater communications, and medical and nondestructive
testing applications.4 One of these methods is the so-called
time-reversal imaging with multiple signal classification
�time-reversal MUSIC� method developed by Devaney5 and
Lev-Ari and Devaney6 and elaborated further in Lehman and
Devaney,7 Prada and Thomas,8 and Gruber et al.9 A similar
method has been investigated by Miwa and Arai.10 Time-
reversal MUSIC, like classical time-reversal imaging as per-
formed using the D.O.R.T. method,1–3 is designed to locate
M point targets �representing scatterers that are small relative
to the relevant wavelength� embedded in a rather arbitrary
background medium from knowledge of the multistatic data
matrix K of the collection of targets as measured by an active
array of N�M transceivers. Unlike the D.O.R.T. method,
time-reversal MUSIC enables the super-resolved location of
closely spaced targets5–8 and is ideally suited for interroga-
tion with sparse transceiver arrays.5

The vast majority of these developments have been es-
tablished within the linear framework of the distorted wave
Born approximation �DWBA�,11,12 which ignores multiple
scattering between the targets, although the experimental re-
sults of Prada and Thomas8 suggest the practicality of the
technique, even for multiply scattering targets. The latter
finding has been investigated theoretically in a more recent
paper,9 which shows how the time-reversal imaging with the
MUSIC method can be generalized to incorporate multiple
scattering between the targets. In that paper we employ the
exact scattering formalism of the Neumann series to show
that the same method actually holds, even if there is signifi-
cant multiple scattering between the targets.

In the present paper, the treatment of time-reversal MU-
SIC for the location of multiply scattering point targets de-
veloped by Gruber et al.9 is reformulated and extended to the
estimation of the target scattering strengths using the Foldy–
Lax multiple scattering model.13–15 It is shown that even in
the presence of strong multiple scattering, the time-reversal
MUSIC pseudospectrum computed using the background
Green function as a steering vector yields accurate estimates
of the target locations, and that the target scattering strengths
are readily computed from the so-determined target locations
using a nonlinear iterative algorithm. The paper includes
computer simulations illustrating the theory and algorithms
presented in the paper. Unlike the numerical examples in
Gruber et al.,9 which focus on comparing the first-order
�Born-approximated� versus the second-order �quadratic�
scattering models, the present examples consider the full
multiple scattering interactions between the targets as incor-
porated numerically via the Foldy–Lax equations.

II. FOLDY–LAX FORMULATION OF THE MULTIPLE
SCATTERING PROBLEM

Consider a system of N acoustic or electromagnetic
wave transceivers located at spatial positions �k, k
=1,2 , . . . ,N that interrogate a set of M point targets �scatter-
ers� located at xm, m=1,2 , . . . ,M. In the frequency domain,
the field �k generated by the interaction of the incident field
�k

�in� generated by the kth transceiver element with the M
point targets is given by the equation

�k�r,�� = �k
�in��r,�� + �

m=1

M

�m���G0�r,xm,���k�xm,�� ,

�1�

where �m��� is the scattering strength of the mth target and
G0 is the Green function corresponding to the background
medium in which the targets are embedded. This Green
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function will be referred to as the background Green func-
tion. Equation �1� is readily derived from the Lippman-
Schwinger equation11 in the special case of a set of M point
scatterers. From this point on, we will work exclusively in
the frequency domain and will no longer explicitly display
the frequency �, with the understanding that the results ap-
ply equally well to both narrow band and wide band appli-
cations.

Equation �1� applies at all space points except at the
actual target locations r=xm, where the background Green
function is singular. At the target locations the “self-field”
contribution is absorbed into the definition of the target scat-
tering strengths �m and Eq. �1� is replaced by the so-called
Foldy–Lax equations,13–15

�k�xm� = �k
�in��xm� + �

m��m

�m�G0�xm,xm���k�xm�� . �2�

If the incident field �k
�in�, target locations xm, m=1, . . . ,M

and target scattering strengths �m, m=1, . . . ,M are known,
then the Foldy–Lax equations are a set of M coupled lin-
ear equations that can be solved for the field amplitudes
�k�xm� at the target locations xm. Indeed, Eq. �2� can be
expressed in the matrix form

H�k = �k
�in�, �3�

where

�k = ��k�x1�,�k�x2�, . . . ,�k�xM��T, �4a�

�k
�in� = ��k

�in��x1�,�k
�in��x2�, . . . ,�k

�in��xM��T, �4b�

are M-dimensional column vectors �where the superscript
letter T denotes the transpose� whose elements are the total
and incident field amplitudes, respectively, at the target loca-
tions, and where H is the M �M matrix whose diagonal
elements are unity and whose off-diagonal elements are
given by the product of the target scattering strengths with
the background Green function evaluated at the target loca-
tions; in particular,

Hm,m� = �m,m� − �1 − �m,m���m�G0�xm,xm�� . �5�

The matrix equation, Eq. �3�, clearly has a unique solution
for any given incident wave and set of targets. Once the field
strengths �k�xm� are computed at the various target locations
the field can be evaluated at an arbitrary field point by using
Eq. �1�.

III. IMAGING AND INVERSE SCATTERING FROM THE
MULTISTATIC DATA MATRIX

The imaging problem for point targets can be roughly
defined to be that of forming an “image” of the distribution
of target scattering centers xm, m=1,2 , . . . ,M from measure-
ments of the fields �k�r�, k=1,2 , . . . ,N generated in a suite
of N scattering experiments that employ the set of incident
fields �k

�in�. The inverse scattering problem goes one step
beyond the imaging problem and has as its goal the quanti-
tative determination of both the target positions xm, m
=1,2 , . . . ,M and the target scattering strengths �m, m
=1,2 , . . . ,M from the available scattered field data. Of par-

ticular interest in this paper is the inverse scattering problem,
but aspects of the associated imaging problem will be dis-
cussed as well. It is assumed that one knows the background
Green function G0 of the medium in which the targets are
embedded. In the simplest case this is free space and G0 is
the well-known free space Green function, but the back-
ground medium can also be heterogeneous with possible
sharp boundaries and reflecting surfaces.

In this work it is assumed that the field measurements
are performed at the same set of N transceivers that are used
to interrogate the targets; thus a “coincident” array is as-
sumed. It is also assumed that the transceivers are all identi-
cal and small compared with the wavelength so that they can
be approximated as point elements. Although these assump-
tions are not necessary, they simplify the discussion and do
not severely limit the generality of the development. Under
these conditions the incident waves �k

�in��r�, k=1,2 , . . . ,N,
due to unit-amplitude excitations, are equal to the back-
ground Green function G0�r ,r�� evaluated for a source point
r�=�k at a transmitter location and the measured outputs
from the set of transceivers are equal to the full Green func-
tion G�r ,r�� of the combined background plus the target
medium for a source point r�=�k at the kth transmitter loca-
tion and a field point r=� j at the jth receiver location.
Within the present formulation the inverse scattering prob-
lem then reduces to that of deducing the target positions xm

and scattering strengths �m from knowledge of the full Green
function specified at all transmitter/receiver pairs as well as
of the background Green function G0�r ,r�� at all pairs of
points �r ,r�� within the background medium.

Under our assumption of point transceivers, Eqs. �1� and
�2� become

G�r,�k� = G0�r,�k� + �
m=1

M

�mG0�r,xm�G�xm,�k� , �6a�

G�xm,�k� = G0�xm,�k� + �
m��m

�m�G0�xm,xm��G�xm�,�k� ,

�6b�

where G�r ,r�� is the full Green function of the combined
background plus target medium. The data for the inverse
scattering problem are the outputs from the various trans-
ceivers, which, as discussed above, are simply the full Green
function G�r ,�k� evaluated at the transceiver locations r
=� j, j=1,2 , . . . ,N. However, since the background Green
function G0 is assumed known one can also regard the data
for the inverse scattering problem to be the scattered field
component of this Green function, which is the second term
in Eq. �6a�. This component of the Green function when
evaluated between various transceiver elements is known as
the multistatic data matrix and is given by the expression

Kj,k = G�� j,�k� − G0�� j,�k�

= �
m=1

M

�mG0�� j,xm�G�xm,�k� . �7�

The inverse scattering problem then reduces to solving for
the set of unknown target locations xm, m=1,2 , . . . ,M and
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target scattering strengths �m, m=1,2 , . . . ,M given the back-
ground Green function G0, the measured multistatic data ma-
trix K, and the Foldy–Lax model, Eqs. �6�.

Up to this point, care has been exercised in preserving
the order of the two arguments of the background and the
full Green functions. However, in the following, attention
will be restricted to the usual case of reciprocal media,
where the background and full Green functions obey the
standard reciprocity conditions:

G0�r,r�� = G0�r�,r�, G�r,r�� = G�r�,r� .

Reciprocity of the Green functions allows us to employ a
standard form where the transceiver coordinates will always
be placed second in the arguments of the Green functions.
Thus, with this standard notation, Eq. �7� defining the mul-
tistatic data matrix can be expressed as

Kj,k = �
m=1

M

�mG0�xm,� j�G�xm,�k� . �8�

Note for future reference that because of the reciprocity of
the two Green functions the multistatic data matrix K is also
symmetric, as can be verified readily using Eq. �7�.

IV. IMAGING AND INVERSE SCATTERING WITHIN THE
DISTORTED WAVE BORN APPROXIMATION

A standard approximation that is used in time-reversal
studies is the DWBA. The DWBA ignores all multiple scat-
tering between the various targets so that the Foldy–Lax
equations �6� return the approximate solution,

G�xm,�k� � G0�xm,�k� ,

which, when used in Eq. �8�, yields the following approxi-
mate expression for the multistatic data matrix within the
DWBA:

Kj,k � Kj,k
b = �

m=1

M

�mG0�xm,� j�G0�xm,�k� , �9�

where we have denoted the DWBA approximation of the
multistatic data matrix by Kj,k

b . Within the DWBA the full
Green function does not appear and the only unknowns are
the target locations xm ,m=1,2 , . . .M and the target scatter-
ing strengths �m.

The DWBA approximation, Eq. �9�, for the multistatic
data matrix can be expressed in the matrix form

Kb = �
m=1

M

�mg0�xm�g0
T�xm� , �10�

where

g0�x� = �G0�x,�1�,G0�x,�2�, . . . ,G0�x,�N��T �11�

is the background Green function vector and Kb= �Kj,k
b � is the

DWBA approximation to the multistatic data matrix.
It was shown some time ago in a now classic paper1 �see

also Prada et al.2 and Mordant et al.3� that within the DWBA
the target locations xm and target scattering strengths �m can
be estimated from the multistatic data matrix as long as the
number of targets is less than or equal to the number of

transceiver elements �M �N� and the targets are “well re-
solved.” This condition requires that the targets are suffi-
ciently separated from each other that they can be “resolved”
by the transceiver array.1,5 In the case of well-resolved tar-
gets it was shown that within the DWBA there exists a one-
to-one relationship between the individual targets and the
singular vectors and singular values of the multistatic data
matrix. Moreover, in this case the locations of the individual
targets can be determined by forming “time-reversal images”
from the singular vectors associated to nonzero singular val-
ues using the background Green function and the target scat-
tering strengths can be determined from the set of singular
values. Unfortunately, this imaging approach fails �in the
sense of not yielding selective focusing� if the targets are not
“well resolved,” as will be the case, for example, if the tar-
gets are not well separated from each other. In this case
strong multiple scattering will exist between the various tar-
gets and the DWBA will not even be valid.

A. Time-reversal MUSIC within the DWBA

The “well-resolved” requirement of the original time-
reversal imaging method can be removed if instead of form-
ing estimates of the target locations using time-reversal im-
aging a generalized MUSIC algorithm is employed.5–8 In this
approach the singular vectors and singular values of the mul-
tistatic data matrix are still employed as in standard time-
reversal imaging,1 but the singular vectors associated to zero
singular values are now used in the image formation process
rather than the singular vectors associated with nonzero sin-
gular values, as are used in standard time-reversal imaging.
As mentioned earlier, the latter method requires that M �N
�the number of targets be less than or equal to the number of
transceiver elements� and that the targets be well resolved.
The time-reversal MUSIC scheme does not require that the
targets be well resolved, but it does require that the number
of targets be less than the number of transceiver elements
�M 	N�. In fact, as also mentioned earlier, this holds, even
in the presence of multiple scattering, as shown in Prada and
Thomas8 and in a contribution coauthored by the current
authors.9 These early results are explained next from an al-
ternative perspective based on the Foldy–Lax model, includ-
ing the associated estimation of the target scattering ampli-
tudes that was not considered in those papers.

Both the D.O.R.T. method1–3 as well as the time-reversal
MUSIC method are based on the singular value decomposi-
tion �SVD� of the K matrix that we write in the form

Kvp = 
pup, K†up = 
pvp, �12a�

K = �
p=1

N


pupvp
†. �12b�

It is clear from Eq. �10� that within the DWBA the multi-
static data matrix K maps CN, the vector space of complex
N-tuples, to the subspace S0=Span�g0�xm� ,m
=1,2 , . . . ,M��CN spanned by the background Green func-
tion vectors evaluated at the scatterer locations xm. It was
shown by Devaney5 that except in certain special and un-
usual remote sensing geometries and as long as M �N, the
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background Green function vectors form a linearly indepen-
dent set so that �g0�xm� ,m=1,2 , . . . ,M� forms a basis for S0.
On the other hand, it follows from Eq. �12b� that S0

=Span�up ,
p�0�. Moreover, since S0=Span�up ,
p

�0��N0=Span�up ,
p=0� and �g0�xm� ,m=1,2 , . . . ,M� is
also a basis for S0, it then follows that

up
†g0�xm� = 0, 
p = 0. �13�

The locations of the scatterers can then be determined from
the time-reversal MUSIC pseudo-spectrum,

��x� =
1

�
p=0
	up

†g0�x�	2
, �14a�

which will peak �ideally to infinity� when x=xm ,m
=1,2 , . . . ,M. Thus, the target �scatterer� location within the
DWBA reduces to finding the maxima of the pseudospec-
trum defined in Eq. �14a�, generated using the background
Green function vector g0�x� as a steering vector.

Since the multistatic data matrix is symmetric, it follows
that vp=up

*, so that the pseudospectrum can also be written in
the alternative form

��x� =
1

�
p=0
	vp

†g0
*�xm�	2

. �14b�

Note also that time-reversal MUSIC will fail if the “noise
subspace” N0=Span�up ,
p=0� is empty. This will occur if
the rank of the K matrix is equal to the number of trans-
ceivers N that will occur if M �N. Thus, generally, time-
reversal MUSIC requires that M 	N.

It is worth emphasizing that the above analysis has been
based on the DWBA and should not be expected to be valid
in the presence of strong multiple scattering, where the
DWBA approximation, Eq. �9�, will fail. In this latter case
there is no reason to believe from the above development
that the pseudospectra in Eqs. �14�, when computed using the
singular system �up ,vp ,
p� of the exact �e.g., measured�
multistatic data matrix as defined in Eq. �8� together with the
background Green function vector as a steering vector, will
peak at the correct scatterer locations. Amazingly, as sug-
gested in Prada and Thomas8 and as shown in Gruber et al.9

and in the following section, these pseudospectra actually do
apply even when computed using exact scattering data.

B. Scattering strength computation within the
DWBA

Equation �9� for the multistatic data matrix within the
DWBA can be regarded as a matrix equation relating the
unknown scattering coefficients �m to the observed values of
Kj,k expressed as an N2 long column vector as follows:

�15�

where �Kj,k�= �K1,1 ,K1,2 , . . . ,KN,N�T, ��m�= ��1 ,�2 , . . . ,�M�T

and

�G0�xm,� j�G0�xm,�k��

= 

G0�x1,�1�G0�x1,�1� ¯ G0�xM,�1�G0�xM,�1�
G0�x1,�1�G0�x1,�2� ¯ G0�xM,�1�G0�xM,�2�

] ] ]

G0�x1,�N�G0�x1,�N� ¯ G0�xM,�N�G0�xM,�N�
� .

Since the values of the target locations xm and background
Green functions are known, using, for example, the time-
reversal MUSIC algorithm described in the previous section,
a least squares solution of Eq. �15� will yield the M 	N
scattering coefficients �m. Because the DWBA model is only
approximate and because there will always be some noise
sources in the measurement process, the fact that Eq. �15� is
overdetermined and requires a least squares solution is a de-
sirable property of the inversion process.

V. IMAGING AND INVERSE SCATTERING IN THE
PRESENCE OF MULTIPLE SCATTERING

In the case where multiple scattering between the point
targets becomes important, the DWBA can no longer be em-
ployed and the coupled set of Eqs.�6� must be employed in
the imaging and inverse scattering problems. Remarkably, as
shown in Gruber et al.9 the time-reversal MUSIC algorithm
established in the preceding section can still be employed to
determine the target locations xm. In Gruber et al.9 this con-
clusion was reached within the exact scattering formalism of
the Neumann series using the fact that the multistatic data
matrix K is symmetric even in the presence of multiple scat-
tering between the targets. Here, a different approach is em-
ployed to establishing this result that has the advantage of
adding insight into the estimation process. This approach
also has the advantage that it can be generalized to cases of
non-coincident transceiver arrays for which the multistatic
data matrix is not symmetric so that the treatment employed
in Gruber et al.9 is not applicable.

A. Time-reversal MUSIC in the presence of multiple
scattering

The exact expression, Eq. �8�, for the multistatic data
matrix, including multiple scattering between the set of point
scatterers, can be expressed in the form

K = �
m=1

M

�mg0�xm�gT�xm� , �16�

where g0 is the background Green function vector defined in
Eq. �11� and g is the total Green function vector, defined as

g�x� = �G�x,�1�,G�x,�2�, . . . ,G�x,�N��T. �17�

It is clear from Eq. �16� that, as was the case within the
DWBA, the exact scattering model for K maps CN to the
M-dimensional subspace S0=Span�g0�xm� ,m=1,2 , . . . ,M
	N��CN spanned by the background Green function vec-
tors evaluated at the scatterer locations and that this set of
Green function vectors forms a basis as long as M 	N. On
the other-hand, unlike the DWBA approximation, the adjoint
K† maps CN to the M-dimensional subspace S
=Span�g*�xm� ,m=1,2 , . . . ,M��CN spanned by the full
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Green function vectors again evaluated at the scatterer loca-
tions rather than the background Green function vectors
evaluated at these locations. If one again makes use of the
SVD of the K matrix via Eqs. �12�, then it is apparent that
S0=Span�up ,
p�0� and that S=Span�vp ,
p�0�. More-
over, since S0=Span�up ,
p�0��N0=Span�up ,
p=0� and
S=Span�vp ,
p�0��N=Span�vp ,
p=0� it then follows
that

up
†g0�xm� = 0, if 
p = 0, �18a�

vp
†g*�xm� = 0, if 
p = 0. �18b�

Equations �18� then lead to the two time-reversal MUSIC
pseudospectra

�1�x� =
1

�
p=0
	up

†g0�x�	2
, �19a�

�2�x� =
1

�
p=0
	vp

†g*�x�	2
, �19b�

whose peaks �pole� locations theoretically yield the sought
after target locations.

The pseudospectrum �1 is quite remarkable, in that it is
functionally identical to the DWBA pseudospectrum defined
in Eq. �14a�. This, of course, means that even in the presence
of multiple scattering, the target locations can still be deter-
mined knowing only the background Green function rather
than the full �unknown� Green function. This is precisely the
result obtained in Gruber et al.9 by using the fact that the
multistatic data matrix is symmetric, even in the presence of
multiple scattering due to the reciprocity of the full and
background Green functions. Also, as mentioned by Gruber
et al.,9 this result is independent of the specific multiple scat-
tering model and depends only on the assumption of a point
scattering model of the form given in Eq. �6a� and the as-
sumed reciprocity of the full and background Green func-
tions. By this we mean that the result does not depend on the
use of the Foldy–Lax model. Indeed, in Gruber et al.9 the
Neumann expansion was employed as the multiple scattering
model.

The pseudospectrum �2 uses the full Green function
vector as a steering vector and although it will peak at the
same target locations as �1, the two pseudospectra will gen-
erally be different; e.g., will have a different lobe structure.
Also, we note that since the K matrix is symmetric, even in
the presence of multiple scattering, it follows that vp=up

*, so
that 	up

†g0	= 	vp
Tg0	= 	vp

†g0
*	, so that the pseudospectrum �1 is,

in fact, identical to the other form of the DWBA pseudospec-
trum given in Eq. �14b�. This alternate form for �1 coincides
with �2 under the replacement of the full Green function
vector with the background Green function vector.

It is interesting to note that the pseudospectrum �1

�� computed using either DWBA or exact �multiple scat-
tering� data will be identical. To see this we represent the
singular system computed using the DWBA model, Eq. �10�,
by �up

b ,vp
b ,
p

b� and the system generated using the exact mul-
tiple scattering model Eq. �16� by the usual �up ,vp ,
p�. Now

the subspaces spanned by both sets of singular vectors
up

b ,
p
b �0 and up ,
p�0 are identical since they are both

equal to S0=Span�g0�xm� ,m=1,2 , . . . ,M��CN. From this it
follows from Parseval’s theorem that

�

p

b=0

	up
b†g0�x�	2 = �


p=0
	up

†g0�x�	2,

from which it follows that the pseudospectra computed from
either DWBA or exact scattering data are precisely the same.

B. Scattering strength computation in the presence
of multiple scattering

In analogy with what was done in the case of the
DWBA, one can express the exact multistatic data matrix,
Eq. �16�, in the form of Eq. �15� where, however, the matrix
�G0�xm ,� j�G0�xm ,�k�� is replaced by the matrix

�G0�xm,� j�G�xm,�k��

= 

G0�x1,�1�G�x1,�1� ¯ G0�xM,�1�G�xM,�1�
G0�x1,�1�G�x1,�2� ¯ G0�xM,�1�G�xM,�2�

] ] ]

G0�x1,�N�G�x1,�N� ¯ G0�xM,�N�G�xM,�N�
� .

In the case of the DWBA, the matrix equation, Eq. �15�, only
involved the �known via MUSIC� target locations xm and
known background Green function G0 and, hence, was least
squares invertible. In the multiple scattering case this equa-
tion contains the full Green function G�xm ,�k�, which is un-
known and must also be determined in the inversion process.
Moreover, in this case the set of equations �15� are no longer
linear, in that products of the two sets of unknowns �full
Green function and scattering strengths� appear in the equa-
tions.

Besides being related by the modified form of Eq. �15�,
the scattering strengths and full Green function are coupled
by the Foldy–Lax equations, which are written in matrix
form for general transceivers in Eq. �3�. For the special case
of point tranceivers under consideration here, this set of
equations still applies with the following definitions of the
column vectors �k and �k

�in�:

�k = �G�x1,�k�,G�x2,�k�, . . . ,G�xM,�k��T, �20a�

�k
�in� = �G0�x1,�k�,G0�x2,�k�, . . . ,G0�xM,�k��T, �20b�

and where the M �M matrix H is still defined according to
Eq. �5� that we reproduce here for clarity:

Hm,m� = �m,m� − �1 − �m,m���m�G0�xm,xm�� .

Equation �3�, with �k and �k
�in� defined as above, can be

expressed in the shortened form

H�G�xm,�k�� = �G0�xm,�k��, k = 1,2, . . . ,N , �21�

where �G�xm ,�k�� and �G0�xm ,�k�� are the column vectors
defined in Eqs. �20�.
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C. Iterative inversion

Equations �15� �with �G0�xm ,� j�G0�xm ,�k�� replaced by
�G0�xm ,� j�G�xm ,�k��� and �21� are a set of coupled nonlin-
ear equations that can be solved via iteration for the scatter-
ing strengths �m and the full Green functions G�xm ,�k�. In
particular, consider next a sequence �G�n��xm ,�k�� ,n
=0,1 , . . ., of estimated Green functions and a sequence of
��m

�n�� ,n=1,2 , . . ., of estimated scattering strengths, where the
target locations are first computed using the MUSIC pseu-
dospectrum � defined in Eqs. �14a� or �14b�, and the itera-
tion begins with the DWBA estimate for the Green function;
i.e., G�0��xm ,�k�=G0�xm ,�k�. The iteration then proceeds to
compute the sequence of scattering strength estimates and
Green function estimates using the following set of equa-
tions:

�Kj,k� = �G0�xm,� j�G�n��xm,�k����m
�n+1�� , �22a�

H�n+1� = �m,m� − �1 − �m,m���m�
�n+1�G0�xm,xm�� , �22b�

H�n+1��G�n+1��xm,�k�� = �G0�xm,�k�� . �22c�

The above iteration scheme has been implemented in
MATLAB and employed in simplified examples presented in
the following section. In the absence of noise and perfect
data it works perfectly, as expected, but experiences conver-
gence problems in cases of closely clustered targets sepa-
rated by less than a few wavelengths in the presence of ad-
ditive noise and/or error in the target location estimates. The
convergence properties of the iteration scheme will not be
discussed in this paper. The interested reader is instead re-
ferred to standard treatments of such schemes that are avail-
able in the literature.16–18

VI. COMPUTER SIMULATIONS

In this section we present the results of a MATLAB simu-
lation study of two-dimensional scattering from a set of M
=4 point scatterers embedded in free space and being inter-
rogated by a set of N=7 coincident point transceivers. A
basic image grid was employed involving quarter-
wavelength � /4� spacing with 256 points along the horizon-
tal �x� axis corresponding to spatial locations varying from
x=−32 to x=32 and 128 points along the vertical �z� axis
corresponding to spatial locations varying from z=0 to z=
−32. The transceiver array was a uniform linear array hav-
ing six  element-element separation and was centered along
the x axis at the top of the image grid �at z=0�. The four
targets were located at positions �−2.25,−14.75�, �−0.25,
−14.75�, �0.75,−15.75�, and �2.75,−15.75�, all in units of a
wavelength. Unit-amplitude target scattering strengths were
chosen for all targets, i.e., �m=1, m=1,2 ,3 ,4, and the targets
were placed sufficiently close to each other so as to simulate
conditions involving strong multiple scattering between the
targets.

The scattering data in the form of the multistatic data
matrix K= �Kj,k�, j ,k=1,2 , . . . ,7 were computed according
to Eq. �8� with the background Green function,

G0�xm,� j� =
i

4
H0�k0	xm − � j	� ,

where H0 is the zeroth-order Hankel function of the first kind
and k0=2� / is the free space wave number. The full Green
function G�xm ,�k� appearing in the expression for the mul-
tistatic data matrix was computed using the Foldy–Lax equa-
tions �6b� for the specified set of scatterer locations xm and
scattering strengths �m with m=1,2 ,3 ,4. The Foldy–Lax
equations were solved directly via the matrix equation �21�.
In the first simulation we also computed, for comparison
purposes, DWBA data, where the free space Green function
G0�xm ,�k� was employed in place of the full Green function
in the computation of the multistatic data matrix.

A. Comparison of time-reversal MUSIC using noise
free DWBA and multiple scattering data

The first simulation examined the effect of multiple scat-
tering on scatterer location estimation and scatterer strength
estimation using noise-free �perfect� simulated data and the
generalized MUSIC algorithm. Figure 1 shows plots of the
third column of the multistatic data matrices computed using
the DWBA approximation and the Foldy–Lax multiple scat-
tering model. It is apparent from the figure that the two data
matrices differ significantly, indicating the presence of strong
multiple scattering between the various point scatterers.

The SVDs of the two data matrices shown in Fig. 1 were
employed to generate two pseudospectra across the basic im-
age grid of 256�128 points using quarter-wavelength spac-
ing. These spectra were also interpolated �using a standard
MATLAB command� over a small region centered within the
target region using  /40 spacing. The pseudospectra have
large amplitudes in the immediate vicinity of the transceiver
array so that we only employ and plot these quantities over a
256�122 grid that is displaced by two wavelengths in the
vertical �z� direction from the transceiver array. Mesh plots
of the two pseudospectra are shown in Fig. 2, where in the
top of the figure we show the raw pseudospectra displayed
over the 256�122 grid with  /4 spacing and in the bottom
the interpolated quantities using  /40 spacing. It is clear

FIG. 1. Plots of the magnitude and phase of the third column of the multi-
static data matrix K computed using the DWBA and the Foldy-Lax multiple
scattering models.
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from the figure that the two pseudospectra are virtually iden-
tical, as required by the theory presented in Sec. V. An actual
numerical comparison of these two pseudospectra shows
them to be the same to within 11 decimal places.

The noise-free data described above was used to esti-
mate the scatterer locations xm and scattering strengths �m

using both the DWBA algorithm, Eq. �15�, and the iterative
algorithm described in Sec. V. The scatterer locations were
determined by a simple grid search for maxima of the pseu-
dospectra illustrated in Fig. 2 and were found to yield exact
target location estimates. These locations were then input
into both the DWBA and exact inversion algorithms to gen-
erate estimates �̂ of the scattering strength vector �
= �1,1 ,1 ,1�. The accuracy of the estimates was quantified by
using a normalized percent error, defined by

E = 100 �
�̂ − �

�
,

where x is the usual L2 norm of the vector x. The DWBA
inversion algorithm applied to DWBA data and the iterative
exact algorithm applied to multiple scattering data both re-
turned essentially exact estimates of the � vector. On the

other hand, the DWBA inversion algorithm applied to the
multiple scattering data returned an estimate having a 32%
error. Other runs of the simulation code using differing
choices of the scatterer locations and transceiver element
separations yielded similar results.

B. Time-reversal MUSIC performance in the presence
of additive noise

To determine the effect of additive noise on the scatterer
location and strength estimation algorithms we added com-
plex additive white Gaussian noise �AWGN� to the multiple
scattering data and performed the same estimation proce-
dures employed in the above example. In this and the later
examples we employed only multiple scattering data since
the noise-free simulation results presented above clearly
demonstrate the inadequacy of the DWBA data model for
this particular scattering configuration. The signal model was
of the form

K̂ = K + N ,

FIG. 2. Mesh plots of the noise-free time-reversal MUSIC pseudospectra for the DWBA �left� and Foldy–Lax model �right� cases. The upper plots correspond
to the raw data while the lower plots correspond to the MATLAB-interpolated data. The positions of the peaks in these pseudospectra coincide exactly with the
target locations, as desired.
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where K is the noise-free multiple scattering multistatic data
matrix and N is an uncorrelated, zero mean complex Gauss-
ian process �AWGN�. The noise level was quantified by the
usual signal-to-noise ratio in dB defined according to the
equation

S/N = 20 log10
K
N

.

Figure 3 shows the pseudospectrum computed from a
single realization of noisy data having a signal-to-noise ratio
of roughly 25 dB. The plot on the top of the figure is dis-
played over the 256�122 image grid using  /4 spacing
while the plot displayed in the bottom is of the interpolated
pseudospectrum using  /40 spacing. The effect of the noise
is evident from the raw pseudospectrum in the form of spu-
rious maxima surrounding the maxima due to the scatterer
locations. The scatterer locations as estimated from the raw
pseudospectrum had an error of less than a tenth of one per-
cent, even in the presence of the additive noise. The DWBA
and multiple scattering-based iterative inversion algorithms
were employed to estimate the scattering amplitudes �m ,m
=1,2 ,3 ,4, yielding errors of 33.7% and 1.76%, respectively.
Different noise realizations having similar signal-to-noise ra-
tios yielded comparable results.

As a final example, a Monte Carlo simulation was ran
where the Foldy–Lax multiple scattering data was subjected
to zero mean AWGN. This noisy data was then used to esti-
mate the target locations using the raw �noninterpolated�
MUSIC pseudospectrum and these location estimates were
then employed in the DWBA and multiple scattering-based
iterative inversion algorithms to estimate the scattering am-
plitudes �m ,m=1,2 ,3 ,4. A thousand noise realizations were

considered for each of ten noise variances and, for each noise
variance, the resulting signal-to-noise ratios and target loca-
tion and scattering strength error estimates were averaged
over the number of noise realizations.

The results of the Monte Carlo simulation are shown in
Fig. 4. It is seen from the figure that there is a high degree of
correlation between the location error estimates shown in the
upper left-hand portion of the figure and the DWBA and
multiple scattering inversion algorithm errors shown in the
upper right- and lower left-hand portions of the figure, re-
spectively. The raw �noninterpolated� pseudospectrum and a
simple grid search algorithm were used in obtaining the lo-
cation estimates. One should expect us to obtain better re-
sults using the interpolated pseudospectra and a more refined
search algorithm. Improved location error estimates translate
directly into improved coefficient estimates as is clear from
the figure.

Finally, we wish to mention that, unlike conventional
MUSIC that depends on having several statistical signal re-
alizations, the present approach can handle the worst-case
scenario of a single realization or snapshot �single snapshot
data� as has been, in fact, the focus in the examples above.
The fact that we considered only the most restrictive case of
single snapshot data also explains why large errors occur at
relatively low noise levels. Clearly, the performance can be
better, in practice, if one manages to record more than a
single field realization �sample� since then the different noise
contributions will statistically cancel out.

VII. CONCLUSION

This paper reformulated, by means of the Foldy–Lax
multiple scattering model, the treatment of a previous paper9

concerning time-reversal imaging with MUSIC for the loca-

FIG. 3. Mesh plots of the time-
reversal MUSIC pseudospectrum
computed from noisy multiple scatter-
ing data with AWGN yielding a
signal-to-noise ratio of about 25 dB.
The positions of the peaks in the pseu-
dospectrum coincide exactly with the
target locations, as desired, despite the
presence of additive noise.
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tion of multiply scattering point targets embedded in a
known linear and reciprocal but otherwise arbitrary back-
ground medium. In the present paper we went a step beyond
both in theoretical insight and in the inversion algorithm,
addressing within a common theoretical footing based on the
Foldy–Lax multiple scattering model both the target location
problem and the associated target scattering strength estima-
tion problem. The theoretical results were illustrated with
computer simulations that validated the main theoretical ex-
pectations on both target location and scattering strength es-
timations under significant multiple scattering conditions.
The examples of this paper were based on numerical simu-
lations of exact scattering derived from the Foldy–Lax equa-
tions and illustrated also the role of noise in the data.

It was shown that the MUSIC pseudospectrum com-
puted using the background Green function as a steering vec-
tor yields accurate estimates of the target locations, and that
the target scattering strengths can be computed from the so-
determined target locations by means of a nonlinear iterative
routine. These developments corroborate via a detailed for-
mulation that complements the one in Gruber et al. �which
was based on the Neumann series� the main finding that the
time-reversal imaging with a MUSIC method for the target

location can be used, not only in the usual DWBA frame-
work but also in more general nonlinear scattering frame-
works, where there is significant multiple scattering between
the targets. This result is important toward practical imple-
mentations of both time reversal and MUSIC methods in,
e.g., sonar, underwater communications, medicine, nonde-
structive evaluation, and imaging, in general.4,8,10 The non-
linear scattering strength estimation routine derived in the
present paper completes the full target inversion �target loca-
tion plus scattering strength estimation� of multiply scatter-
ing point targets from multistatic array data and it also pro-
vides a new general framework applicable to other inverse
problems.
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FIG. 4. Plots of the target location and target scattering strength estimation errors of the time-reversal-based inverse scattering method developed in the paper
as a function of the signal-to-noise ratio. For reference, these percentage errors are presented within the same plot at the bottom right, with the error in target
position appearing multiplied by a factor of 100.
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Near field acoustic holography is usually based on measurement of the pressure. This paper
describes an investigation of an alternative technique that involves measuring the normal component
of the acoustic particle velocity. A simulation study shows that there is no appreciable difference
between the quality of predictions of the pressure based on knowledge of the pressure in the
measurement plane and predictions of the particle velocity based on knowledge of the particle
velocity in the measurement plane. However, when the particle velocity is predicted close to the
source on the basis of the pressure measured in a plane further away, high spatial frequency
components corresponding to evanescent modes are not only amplified by the distance but also by
the wave number ratio �kz /k�. By contrast, when the pressure is predicted close to the source on the
basis of the particle velocity measured in a plane further away, high spatial frequency components
are reduced by the reciprocal wave number ratio �k /kz�. For the same reason holography based on
the particle velocity is less sensitive to transducer mismatch than the conventional technique based
on the pressure. These findings are confirmed by an experimental investigation made with a p-u
sound intensity probe produced by Microflown. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2082687�

PACS number�s�: 43.60.Sx, 43.60.Pt, 43.20.Rz �EJS� Pages: 3139–3144

I. INTRODUCTION

Near field acoustic holography is a powerful experimen-
tal technique for analyzing sound fields near sources and for
deducing important information about the nature of the
sources.1–3 In planar near field acoustic holography the sound
field is reconstructed from measurements at discrete posi-
tions in a finite region in a plane. It is usually the sound
pressure that is measured, but in principle there is the same
information in the normal component of the acoustic particle
velocity. The reason for the fact that conventional near field
holography is based on measurements of the sound pressure
rather than the particle velocity is of course that it is easier to
measure the sound pressure than the particle velocity. How-
ever, an acoustic particle velocity transducer called “Micro-
flown” is now available,4,5 and therefore it would be inter-
esting to examine the potential of particle velocity-based
near field acoustic holography. Thus the purpose of this pa-
per is to compare the performance of particle velocity-based
and pressure-based near field holography.

II. OUTLINE OF THEORY

Planar near field acoustic holography is based on the fact
that the sound pressure in one plane �say, z=zp�0� can be
expressed as the two-dimensional convolution of a “propa-

gator” and the sound pressure in another plane �say, z=zm

�0�, provided that the sources that generate the sound field
are confined to half space �z�0� and that free-field condi-
tions obtain in the source-free region. The theory was devel-
oped in the mid-1980s.1,2 Only a brief overview of the most
fundamental relations will be presented here; see, e.g., Ref. 3
for more details.

The complex sound pressure p is measured in a plane
near the source under examination and a two-dimensional
�2D� spatial Fourier transform is calculated. The result is the
wave number spectrum,

P�kx,ky� = �
−�

� �
−�

�

p�x,y,zm�ej�kxx+kyy�dxdy . �1�

Since the pressure is given by the inverse 2D Fourier trans-
form,

p�x,y,zm� =
1

�2��2�
−�

� �
−�

�

P�kx,ky�e−j�kxx+kyy�dkxdky , �2�

it can be seen that the wave number spectrum P�kx ,ky� for
any given value of �kx ,ky� inside the radiation circle �that is,
when kx

2+ky
2�k2, where k=� /c is the wave number�3 may

be interpreted as the amplitude of a plane wave that propa-
gates in the �kx ,ky ,kz� direction, where kz must satisfy

kx
2 + ky

2 + kz
2 = k2. �3�

Outside the radiation circle the wave number spectrum rep-
resents the amplitude of an evanescent wave. Thus the wave
number transform provides an expansion of the sound field
into plane and evanescent waves. It now follows that one can

a�Portions of this work were presented in “Near field acoustic holography
based on an array of particle velocity sensors,” Proceedings of Inter-Noise
2005, Rio de Janeiro, Brazil, August 2005.

b�Author to whom correspondence should be addressed; electronic mail:
fja@oersted.dtu.dk

c�Electronic mail: gordan69@163.com
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determine the wave number spectrum of the sound pressure
in another, parallel plane, simply by multiplying the wave
number spectrum in the measurement plane with an expo-
nential propagator,

G�zp,zm,kx,ky� = e−jkz�zp−zm�, �4�

where kz is given by

kz = ��k2 − kx
2 − ky

2 for kx
2 + ky

2 � k2

− j�kx
2 + ky

2 − k2 for kx
2 + ky

2 � k2.
� �5�

The sign in the last equation has been chosen so as to satisfy
the Sommerfeld radiation condition with the ej�t sign con-
vention. Eventually one can calculate the sound pressure in
the prediction plane by an inverse Fourier transform. One
can also calculate the particle velocity vector, and thus the
sound intensity. For example, the wave number spectrum of
the normal component of the particle velocity in the predic-
tion plane equals the wave number spectrum of the pressure
in the measurement plane multiplied with the propagator

Gpu�zp,zm,kx,ky� =
kz

�ck
e−jkz�zp−zm�, �6�

where �c is the characteristic impedance of the medium.2,3

An alternative technique involves measuring the normal
component of the particle velocity in a plane, transform to
the wave number domain, multiply with the propagator given
by Eq. �4�, and transform back to the spatial domain. The
result is the normal component of the particle velocity in the
prediction plane. If instead the wave number spectrum is
multiplied by the propagator

Gup�zp,zm,kx,ky� =
�ck

kz
e−jkz�zp−zm� �7�

before the inverse Fourier transform is carried out one will
get the sound pressure in the prediction plane.2,3

The above-noted description is, of course, grossly over-
simplified. In practice the measurement area must obviously
be finite, the sound field is sampled only at a finite number of
discrete positions, and the 2D spatial Fourier transform is
approximated by a 2D discrete Fourier transform.1–3 To re-
duce the influence of the finite aperture and the spatial sam-
pling, zero padding and a tapered spatial window should be
applied before the discrete spatial Fourier transform is
calculated.2 The spatial sampling must satisfy the sampling
theorem, and therefore one cannot sample very close to the
source where there may be high spatial frequency compo-
nents. On the other hand, one should not sample too far
away, because then the evanescent modes will be buried in
noise.2,3 Moreover, whereas forward prediction is numeri-
cally stable, backward prediction, which involves predicting
the sound field closer to the source than the measurement
plane, is an unstable “ill-posed” inverse problem that re-
quires regularization because of the fact that the evanescent
waves are amplified exponentially with the distance. The
standard regularization technique involves spatial low-pass
filtering �multiplying with a window in the wave number
domain�. See, e.g., Refs. 2 and 3. Finally, it should be men-

tioned that the velocity-to-pressure propagator given by Eq.
�7� has a singularity on the radiation circle where kz goes to
zero.

III. A SIMULATION STUDY

A simulation study has been carried out. To obtain real-
istic results a model of a relatively complicated source, a
simply supported vibrating steel plate in an infinite, rigid
baffle, was developed. The dimensions of the plate were
0.45�0.75 m, and it was 5 mm thick, corresponding to a
coincidence frequency of about 2.4 kHz. The lowest eigen-
frequency of the plate was about 80 Hz. The excitation of the
plate was a harmonic point source of 10 N placed near one
of the corners �10 cm from each edge�, and the resulting
vibrational velocity was calculated using a conventional
modal summation. The vibrating plate was divided into 64
�64 rectangles, each of which was regarded as a point
source on the baffle, and the sound pressure radiated by the
plate was calculated from the corresponding approximation
to Rayleigh’s first integral.3 A virtual microphone array of
dimensions 1.5�1.5 m with 32�32 microphones �corre-
sponding to a sampling distance of 4.7 cm� was placed
15 cm above the plate, and the prediction plane was 5 cm
above the plate.

The spatial window was an 8-point Tukey window,3 and
zeros were added outside the measurement area to reduce
wrap-around errors. The regularization was an exponential
k-space low-pass window with a cut-off frequency of 0.6
times the Nyquist frequency and a value of 0.1 of the param-
eter �.3 To reduce the influence of the singularity of Eq. �7�
on the radiation circle the wave number spectra were
smoothed as described in Ref. 6.

In what follows, “true” values of quantities in the pre-
diction plane have been calculated directly from the approxi-
mated Rayleigh’s integral, whereas predictions have been
calculated from the “measured” sound pressure or particle
velocity. The results are shown along a diagonal line in the
prediction plane from the corner nearest the excitation point
to the opposite corner.

A. Ideal transducers

Figure 1�a� shows the “true” sound pressure level at
200 Hz, a prediction based on the pressure in the measure-
ment plane, and a prediction based on the normal component
of the particle velocity in the measurement plane. There is
good agreement between the “true” pressure and both pre-
dictions in a significant part of the prediction plane, but near
the edges the agreement deteriorates.

Figure 1�b� shows a similar comparison of the “true”
normal component of the particle velocity level and predic-
tions based on the pressure and based on the particle velocity
in the measurement plane. �Note that the particle velocity
level is shown relative to a reference velocity of 50 nm/s so
as to make it directly comparable with the sound pressure
level.� The two predictions are in good agreement with the
“true” value, but it is apparent that the velocity-based predic-
tion is far better than the pressure-based prediction near the
edges. Similar results have been found at other frequencies.
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Note also that the “true” particle velocity, not unexpectedly,
decays faster toward the edges and has a larger dynamic
range than the pressure. This is favorable for holography
based on the particle velocity, since it means that leakage
caused by the spatial window is reduced. However, the main
reason for the consistent observation that velocity-based pre-
dictions of the pressure are considerably better than pressure-
based predictions of the velocity is undoubtedly the fact that
the wave number factor used in the former case reduces high
spatial frequencies whereas the reciprocal factor used in the
latter case amplifies them. These effects are demonstrated by
Fig. 2, which shows the amplitude of the propagators given
by Eqs. �4�, �6�, and �7� �except for the �c factor�, corre-
sponding to the predictions shown in Fig. 1. Amplification of
high spatial frequencies increases the inherent numerical in-
stability in backward propagation.3

Figure 3 shows the “true” normal component of the
sound intensity level at 200 Hz along the diagonal line
across the prediction plane, a prediction based on the pres-
sure in the measurement plane, a prediction based on the
corresponding normal component of the particle velocity,
and a prediction in which the pressure in the expression for

the intensity has been calculated from the pressure in the
measurement plane and the particle velocity in the same ex-
pression has been calculated from the particle velocity in the
measurement plane. Note the low level compared with the
sound pressure level, and note the regions of negative inten-
sity; the panel is a very inefficient radiator of sound at
200 Hz. It seems that the prediction in which the pressure
has been based on the pressure and the velocity on the ve-
locity is slightly better than the prediction based solely on
the velocity and much better than the prediction based solely
on the pressure. Similar observations have been made at
other frequencies. The reason for the slightly better perfor-
mance of the prediction based both on the pressure and the
particle velocity compared with the prediction based exclu-
sively on the velocity is perhaps that inaccuracies caused by
the smoothing that is needed in velocity-to-pressure predic-
tions �Eq. �7�� are avoided.

FIG. 1. “True” and predicted sound pressure level �a� and particle velocity
level �b� at 200 Hz along a line across the prediction plane 5 cm from the
vibrating plate.

FIG. 2. The three propagators �Eqs. �4�, �6�, and �7�� used for the predic-
tions shown in Fig. 1.

FIG. 3. “True” and predicted sound intensity level at 200 Hz along a line
across the prediction plane 5 cm from the vibrating plate.
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B. Transducer mismatch

In stationary sound fields one can measure the pressure
or particle velocity in the measurement plane point by point
with a single transducer using a reference signal �or several
reference signals, depending on the complexity of the source
mechanism�.7 On the other hand, if the sound field is gener-
ated by a nonstationary source it is necessary to measure the
complete sound field in the measurement plane at the same
time, and thus a full two-dimensional transducer array must
be used.8 However, in real measurements with transducer
arrays a certain amount of amplitude and phase mismatch
between the transducers can be expected. The effect of such
measurement inaccuracies on pressure-to-pressure predic-
tions has been examined by Nam and Kim.9 To examine the
effect on “cross predictions,” that is, predictions where the
pressure is calculated from the particle velocity and the par-
ticle velocity is calculated from the pressure, random ampli-
tude mismatch, uniformly distributed between −0.5 and
0.5 dB, has been introduced in the above-described simula-
tions. Figure 4 shows the results of five outcomes of this

stochastic experiment. It is apparent that whereas the influ-
ence on predictions from velocity to pressure is fairly mod-
erated predictions from pressure to velocity are extremely
seriously affected. The explanation is that the white noise
introduced in the wave number spectrum by these errors is
amplified by the wave number ratio �kz /k� in the pressure-
based cross predictions and reduced by the reciprocal factor
in the velocity-based cross predictions.

Figure 5 shows the results of similar stochastic experi-
ments in which phase errors uniformly distributed from
−2° to 2° have been introduced in the cross predictions. The
results resemble the results shown in Fig. 4, but this amount
of random phase mismatch appears to be slightly less serious
than random amplitude mismatch in the interval from
−0.5 to 0.5 dB.

IV. EXPERIMENTAL RESULTS

To examine the validity of the results of the simulations
some experiments have been carried out. The sound source
was a 3-mm steel plate with dimensions 39�63 cm

FIG. 4. “True” and predicted sound pressure level �a� and particle velocity
level �b� at 200 Hz. The sound pressure level in �a� is predicted from particle
velocity “measurements” in which random amplitude mismatch has been
introduced, and the particle velocity level in �b� is predicted from pressure
“measurements” in which random amplitude mismatch has been introduced.

FIG. 5. “True” and predicted sound pressure level �a� and particle velocity
level �b� at 200 Hz. The sound pressure level in �a� is predicted from particle
velocity “measurements” in which random phase mismatch has been intro-
duced, and the particle velocity level in �b� is predicted from pressure “mea-
surements” in which random phase mismatch has been introduced.
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mounted in a large baffle. The radiating plate was one of the
side plates of a box; and one of the other side plates of the
box was driven via a Brüel & Kjær �B&K� 8200 force trans-
ducer by a B&K 4809 electrodynamic exciter fed with wide-
band pink random noise. The signal from the force trans-
ducer was passed through a B&K 2635 charge amplifier and
used as a reference signal. The box was suspended from a
support in such a way that it did not touch the rectangular
hole in the baffle; the resulting leaks around the plate were
sealed by tape. The frequency responses between sound pres-
sure and the reference signal and between the normal com-
ponent of the particle velocity and the reference signal were
measured at 18�28 points in two planes using a Microflown
1
2-in. p-u sound intensity probe. The sampling distance was
5 cm.

Since the measurements took place in an ordinary room
the image source resulting from the reflecting floor had to be
taken into account; that is, the sound field was sampled down
to half a sampling distance above the floor, and the sound
field was considered to be symmetrical about the plane of the
floor.7 Thus the resulting spatial transform was a 18�56
point transform. The phase and amplitude calibration of the
Microflown particle velocity transducers was carried out in
an impedance tube as described in Ref. 10. A robot moved
the transducer over the two measurement planes, one typi-
cally about 12 cm from the source plane, and one typically
about 4 cm from the source plane. A B&K 3560 “Pulse”
analyzer in the 1/24 octave mode was used, and the mea-
surements and the robot were controlled by B&K’s program
“Spatial transformation of sound fields” �STSF�. The data
were, however, postprocessed not with STSF but with the
same MATLAB routines as used in the simulations. Each set of
1 /24 octave data was processed individually and then
summed so as to produce the sound pressure, the particle
velocity, and the sound intensity in one-third octave bands.
�With measurements directly in one-third octave bands the
coherence between the force signal and the pressure and par-
ticle velocity was too poor; strictly speaking the theory out-
lined in Sec. II is based on pure-tone excitation, and one-
third octave bands are too wide. Otherwise expressed, with
one-third octave noise the physical dimensions of the source
exceeded the correlation distance.7�

Figure 6 shows an example of the results. Figure 6�a�
shows a comparison of the “true,” that is, directly measured
sound pressure level in the 200-Hz one-third octave band
along a vertical line midway through the plane close to the
panel and predictions of the same quantity based on mea-
surements of the pressure and the normal component of the
particle velocity in the plane further away. Note that the
sound pressure and the particle velocity increase toward the
reflecting floor �the position at 0 m�. It can be seen that the
velocity-based prediction is acceptable and on the whole
somewhat more accurate than the pressure-based prediction.

Figure 6�b� shows the “true” particle velocity in the
plane close to the panel and predictions based on measure-
ments of the pressure and the particle velocity in the plane
further away. It is clear that the pressure-based prediction
tends to overestimate the particle velocity and that the
velocity-based prediction is by far the best.

Finally Fig. 6�c� shows the “true” sound intensity in the
plane close to the panel and a prediction based solely on
pressure measurements in the plane further away, a predic-
tion based solely on particle velocity measurements in the

FIG. 6. Measured sound pressure level �a�, particle velocity level �b�, and
sound intensity �c� in the 200-Hz one-third octave band compared with
predictions based on the pressure and on the particle velocity in the mea-
surement plane.
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same measurement plane, and a prediction based on both
pressure and particle velocity measurements. Again the
velocity-based prediction performs much better than the pre-
diction based on measurements of the pressure, and again the
prediction based on measurements of both quantities seems
to be slightly better than the prediction based solely on the
velocity. Similar results have been found in other one-third
octave bands.

V. CONCLUSIONS

Planar near field acoustic holography has traditionally
been based on measurements of the sound pressure, but since
an acoustic particle velocity transducer is now available this
paper has examined near field holography based on measure-
ments of the normal component of the particle velocity.

A simulation study has revealed that the particle velocity
decays faster toward the edges of the measurement region
than the sound pressure and has a larger dynamic range; thus
spatial windowing has less serious consequences on velocity-
based holography than on conventional pressure-based ho-
lography. Nevertheless, it has generally been observed that
the quality of pressure-to-pressure predictions is similar to
the quality of velocity-to-velocity predictions. However,
velocity-to-pressure backward predictions are far better than
pressure-to-velocity backward predictions because of the fact
that the wave number ratio that enters into such cross pre-
dictions reduces high spatial frequencies in the former case
but amplifies them in the latter case.

For the same reason amplitude and phase mismatch,
which is likely to occur in measurements with arrays of
transducers, has a far more serious influence on pressure-to-
velocity predictions than on velocity-to-pressure predictions:
such transducer mismatch introduces high spatial frequen-
cies, and the resulting errors are amplified exponentially with
the distance if the prediction plane is closer to the source
than the measurement plane.

The superiority of the method based on measurement of
the particle velocity has been confirmed by an experimental
study in which the sound pressure and the normal component
of the particle velocity were measured at some distance from

a vibrating, baffled steel panel with a Microflown p-u sound
intensity probe and used to predict the pressure, the normal
component of the particle velocity, and the normal compo-
nent of the sound intensity in a plane closer to the panel.
Velocity-based predictions were consistently found to be bet-
ter than pressure-based predictions. Thus if only one type of
transducer is available one should choose to measure the
particle velocity. However, slightly better predictions of the
sound intensity may be obtained if the pressure that enters
into this quantity is predicted from the pressure and the par-
ticle velocity is predicted from the particle velocity.
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Reflection and time-reversal of ultrasonic waves in the vicinity
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When sending a plane ultrasonic wave toward a fluid-solid interface, the reflected wave is affected,
depending on the incident angle. Around the Rayleigh angle the reflection coefficient has a strong
and rapidly varying imaginary part. This has the effect of distorting the reflected wave front. If this
reflected wave is time-reversed and sent back toward the interface, the reflected wave of this
time-reversed wave should not present any distortion, as the time-reversal process restores the
original phases. A theoretical and experimental study of these phenomena has been done. The
distortion of the reflected waves around the Rayleigh angle is observed and as expected this
distortion is canceled by the time-reversal process. However a significant loss of energy in the
time-reversed signal is observed for incident angles around the Rayleigh angle, as part of the energy
contained in the Rayleigh wave escapes the time-reversal mirror and is lost for the time-reversal
process. In a second part, it is shown by simulations and experiments how this signal distortion by
reflection around Rayleigh angle influences spatial focusing of waves by time-reversal or simple
time-delay methods. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2082727�

PACS number�s�: 43.60.Tj, 43.20.El �DRD� Pages: 3145–3153

I. INTRODUCTION

Time reversal of acoustic waves is a robust method for
field focusing that has been largely investigated in the past
decades.1–4 Its main application is focusing optimization
through inhomogeneous media. A time-reversal experiment
is a two-step process: first, an active source or set of sources
generates a pressure field p�r , t� that is recorded by a set of
ultrasonic transducers. This recorded field is then time-
reversed and sent back into the medium by the transducers,
generating the field p�r ,−t� that propagates in the medium as
if time was going backwards, thus recreating at the initial
source location the pressure field originally emitted. Ideally
the receivers should form a closed time-reversal cavity sur-
rounding the sources, and should be able to measure the field
as a function of time.3 However, it has been shown that in
practice, using time-reversal mirrors of finite size, a good
approximation of the time-reversal cavity could be
achieved.4

In this paper, time-reversal experiments are performed in
a specific configuration: a fluid-solid interface is inserted be-
tween the sources and the receivers, such that the waves
propagating from the sources to the receivers are reflected on
the interface �Fig. 1�. Specific phenomena due to this reflec-
tion appear, such as pulse shape distortion5 and lateral shift-
ing of the incident beam.6–8 This phenomenon has been spe-
cifically studied by Wang et al. for waves transmitted
through a fluid-solid interface:9 pulse shape distortion leads
to errors in speed of sound measurements in solids, and thus
has to be avoided or compensated.

Here we study the pulse distortion occurring in reflec-
tion, and use a time-reversal mirror in reflection to restore
the original temporal shape of the pulse. In a second part,
spatial focusing capabilities of a time-reversal mirror in re-
flection are tested. The aim is to see how the focusing pro-
cess is degraded as the waves that are transmitted into the
solid are not recorded and are lost for the time-reversal pro-
cess.

For this purpose, the experimental setup presented in
Fig. 1 is used: two identical linear echographic arrays are
mounted on articulated arms so that waves can be emitted by
array 1 or 2, propagate and be reflected on the interface
between water and a titanium block with an incrementable
incident angle. The other array is used to record the reflected
waves, that are then time-reversed and sent back, reflected on
the interface and recorded by the initially emitting array in
order to test temporal or spatial focusing.

First, the effect of the incident angle on the temporal
shape of the reflected waves is investigated. A distortion of
the reflected wave front with respect to the incident one is
expected for incident angles close to the Rayleigh angle.
Then time-reversal is used to restore the original shape of the
wave. In a second part, spatial focusing with the time-
reversal mirror is performed and compared to classical fo-
cusing based on time delays estimations.8 The influence of
the incident angle is evaluated.

II. REFLECTION AND TIME-REVERSAL OF PLANE
WAVES AT A FLUID-SOLID INTERFACE, THE
EFFECT OF THE INCIDENT ANGLE

The reflection and refraction phenomena occurring at an
interface have already been largely studied. The theory for
such phenomena can be found in Refs. 5, 10, and 11. Fur-a�Electronic mail: francois.vignon@loa.espci.fr
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thermore, specific studies of pulse shape distortion at a fluid-
solid interface have been performed by Wang et al.9 in a
framework of solid characteristics evaluation; experiments of
visualization of reflected waves at a fluid-solid interface us-
ing Schlieren techniques have been done earlier by
Neubauer6 and Nagy et al.,7 who observed the predicted lat-
eral shifting of a reflected beam incident at the Rayleigh
angle. Reflection of waves at a fluid-solid interface has also
been carefully studied by Chen and Wu,12 who used reflec-
tometry �the study of the reflected amplitude as a function of
the incident angle� to measure the speed of sound in solids
without measuring waves that have passed through the solid.

In this section we point out some theoretical aspects of
the reflection of plane waves at a fluid-solid interface. In
particular it seems interesting to enlighten the differences
between the fluid-solid interface and the fluid-fluid
interface,13–16 that are due to the generation of shear waves in
the solid when attacking the interface with compressional
waves with a nonzero incident angle. Specifically, it is shown
that a temporal distortion of the emitted wave front is to be
expected when the incidence is close to the Rayleigh angle.

A. Theoretical considerations

Consider that a plane ultrasonic wave is sent toward a
fluid-solid interface with an incident angle �i. In the fluid the
waves are only longitudinal �P waves� but as soon as the
incidence is non-normal, shear �S� waves are generated in the
solid along with longitudinal P waves, with refraction angles
�s and �p, respectively �Fig. 1�. Let cf be the speed of sound
in the fluid, cp and cs the speed of longitudinal and shear
waves in the solid, respectively. The incident angle �i and the
angle of the transmitted wave �longitudinal or shear� with the
normal to the interface are linked by Snell-Descartes’ law:
�i=sin−1�cf /cp sin��p�� for longitudinal waves, and �i

=sin−1�cf /cs sin��s�� for shear waves. There is no transmitted
propagating longitudinal or shear wave when �p,s�� /2, that
is to say if �i��p

* =sin−1�cf /cp� for longitudinal waves, and if

�i��s
*=sin−1�cf /cp� for shear waves. �p

* and �s
* are known as

the longitudinal and shear critical angles respectively. For an
incident angle �r

* �the Rayleigh angle� a little beyond the
shear critical angle, a Rayleigh wave is created inside the
solid. This wave is confined to the interface and radiates
back into the fluid during its propagation.10

Let e�t� be the temporal shape of the plane wave inci-
dent at the interface with an angle �i, and f�t� the temporal
shape of the reflected signals. E��� and F���, the Fourier
transforms of e�t� and f�t�, respectively, are linked by the
reflection coefficient R��i�, which depends on the incident
angle �i but not on the frequency of the incident wave. In
fact, writing the continuity relations at the interface it comes
that5,10

R��i� = ��i − �2�/��i + �2� , �1�

with

�1 = �1/2�1/Cs�2 − �2�2 + �p�s�
2, �2�

�2 = � f�p/4cs
4�s� f , �3�

� f and �s being the volumic masses of the fluid and the solid,
respectively, and

� = �1/cf�sin��i� , �4�

� j = ��1/cj�2 − �2�1/2 �j = f ,p,s� . �5�

Note that v j can be complex as soon as �1/cj�2-�2	0, i.e.,
�i��p

* or �s
*. The immediate consequence is that the reflec-

tion coefficient R��i� becomes complex as the incident angle
becomes greater than one of the critical angles �for longitu-
dinal or shear waves�. The real and imaginary parts of R��i�
as a function of the incident angle �i are presented in Fig. 2.
As R��i� becomes complex, the reflected signals F��� are
affected with a phase shift with respect to the emitted signals
E���. This phase shift is equal to the phase of R��i� and is
frequency-independent, as can be checked in Eqs. �1�–�5�.

FIG. 1. The experimental setup: two echographic arrays
are mounted on a circular setup fixed on a water-
titanium interface, so that waves can be emitted by ar-
ray 1, reflected on the interface, and be recorded on
array 2, and vice-versa. The incident angle of the waves
at the interface can be manually incremented. Depend-
ing on the attack angle, the compressional �P� waves
generated in the fluid can give rise to P, S �Shear�, and
Rayleigh waves in the solid.
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When emitting E��� with an incident angle �i, E��� and
F��� are linked by the relation

F��� = R��i�E��� ⇔ F��� = �Re�R��i��

+ i Im�R��i���E��� . �6�

We cannot directly calculate the inverse Fourier trans-
form of Eq. �6� in order to obtain the temporal shape f�t� of
the reflected signals: it would give a complex-valued func-
tion, which has no sense for physical measurable signals.
Taking into account the fact that e�t� and f�t� must be real-
valued functions, their Fourier transforms must be Hermitian
�E���*=E�−��, F���*=F�−��, E* standing for the complex
conjugate of E�. In fact, Eq. �6� leads in temporal domain to

f�t� = Re�R��i��e�t� + Im�R��i��HT�e�t�� , �7�

HT denoting the Hilbert transform operator. The equivalence
of Eqs. �7� and �6� is demonstrated in the Appendix.

One can see from Eq. �7� that as soon as the reflection
coefficient becomes complex, the reflected signals f�t� are no
longer proportional to the emitted signals e�t�: a pulse dis-
tortion occurs because of the Hilbert transform operator.

The reflection coefficient has a significant imaginary
part near the Rayleigh angle �see Fig. 2�. In fact, the phase of
the reflection coefficient is shifted by 2� as passing the Ray-
leigh angle. Thus, it is possible to visualize the passing of the
Rayleigh angle by looking at the temporal shape of the re-
flected signal f�t� as a function of the incident angle �i. Us-
ing the theoretical formulation presented earlier for the re-
flection coefficient R��i�, the reflected signals f�t� when
attacking the interface with a plane wave of temporal shape
e�t� with an incident angle �i have been calculated and the
results are presented in Fig. 3 for normal incidence ��i

=0° � and Rayleigh incidence ��i=�r
*�31.5° �, the distortion

of the reflected signal at Rayleigh incidence is visible. Then,
the reflected signals f�t� for any incident angle between 0
and 90° have been represented in Fig. 4�a�: the distortion of
the reflected signals as passing the Rayleigh angle is visible.
The following acoustic parameters for fluid �water� and solid
�titanium� have been used for simulation: � f =1000 kg m−3,
cf =1460 m s−1; �s=7890 kg m−3, cs=2991 m s−1, cp

=5765 m s−1.
The reflected wave f�t� �F��� in Fourier domain� can

then be recorded and time-reversed: in time-domain formal-
ism the time-reversal operation is equivalent to the variable
change t�=−t, and in frequency domain to a complex conju-
gation. The time-reversed signals are sent back with the same
incident angle toward the first array, and the resulting wave
s�t� �S���� recorded on the first array is then

S��� = R��i�F���* ⇔ S��� = R��i��R��i�E����* ⇔ S���

= �R��i��2E��� ⇔ s�t� = �R��i��2e�t� �8�

if e�t� are symmetrical signals, so that E���*=E���.

FIG. 2. The reflection coefficient R as a function of the incident angle �i·.
Top panel: real part of R��i�, middle panel: imaginary part of R��i�, bottom
panel: modulus of R. �p

* =longitudinal critical angle, �s
*=shear hear critical

angle, �r
*=Rayleigh angle.

FIG. 3. The temporal shape of the reflected signals f�t� for an incidence of
�i·=0° �black line� and �i·=�r

*�31.5° �gray, dashed line�. �The reflected
signals at normal incidence have the same temporal shape as the emitted
signals e�t��.
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The recorded signals s�t� at the end of this time-reversal
process should then be proportional to the originally emitted
signals e�t�, and the proportionality factor is �R��i��2: no dis-
tortion happens for the time-reversed and backpropagated
signals s�t� as passing the critical angle, as time-reversal re-
stores the phases �Fig. 4�b��. Nevertheless, those signals are
not identical to the primarily emitted ones, as energy is lost
during the time-reversal process: as long as the incident
angle �i is lower than the second �shear� critical angle �s

* the
two arrays located on the same side of the interface do not
make up a closed time-reversal cavity. When �i��s

*,
�R��i��=1 and s�t�=e�t�: as no propagating wave is transmit-
ted, no information is lost in transmission for the time-
reversal process and the two arrays make up a closed time-
reversal cavity.

B. Experiment

In order to put experimental evidence on the above-
noted considerations, the experimental setup presented in
Fig. 1 is used: two identical arrays �arrays 1 and 2, respec-
tively� of 64 transducers each, central frequency 1.5 MHz,
array pitch 1 mm, are placed in front of a titanium block so
that a “plane” wave can be emitted by array 1, reflected by
the solid, and recorded on array 2. The whole setup is im-
mersed in water. The waves that are obtained by using an
array of finite aperture are not rigorously plane waves. The
“plane” waves that are emitted are obtained exciting all the
transducers of an array at the same time with the same signal.

The incident angle can vary around the Rayleigh angle,
so that a distortion of the reflected signals is expected. The
signal recorded on array 2 is then time-reversed and sent
back toward array 1. The theory of time-reversal indicates

that this operation should restore the original shape of the
wave,1–3,17 but we have to be aware that in our case the
cavity is not closed: first, the time-reversal mirror in reflec-
tion does not allow us to record the wave that is transmitted
into the solid; and part of the Rayleigh wave. Those waves
cannot be used in the time-reversal focusing. In order to have
a closed time-reversal cavity,3 a third array should be located
inside the solid �to receive end time-reverse the transmitted
waves� or parallel to the interface �to receive and time-
reverse the Rayleigh wave�. Second, because the array used
as time-reversal mirror has a finite extension, some energy
escapes them that cannot be time-reversed either.

From Figs. 2 and 4 one expects to visualize the distor-
tion of the reflected wave only on a small angular span
around the Rayleigh angle. Indeed, beyond the Rayleigh
angle, the reflection coefficient presents a nearly constant
imaginary part with respect to the incident angle �Fig. 2�.
This results in a one-wavelength dephasing of the reflected
wave, that cannot be detected �the reflected waves obtained
with �i=20° and �i=50° superimpose perfectly in Fig. 4�. In
practice, in order to detect a change of the temporal shape of
the wave when passing the Rayleigh angle, it will be neces-
sary to vary the incident angle on a small angular span
around this angle.

The temporal shape of the directly reflected signals f�t�
and of the time-reversed and backpropagated signals s�t� as a
function of incident angle are presented in Fig. 5. As ex-
pected, a distortion of the reflected signals f�t� is observed
for incident angles between 30° and 31° �Fig. 5�a��, whereas
this distortion is compensated in s�t� �Fig. 5�b��. We also
observe a strong energy decrease of the time-reversed and
backpropagated signals s�t� for incident angles around the
Rayleigh angle, that was not predicted by the theory �com-
pare Fig. 5�b� and Fig. 4�b��: at the Rayleigh angle, the re-
flected beam is spatially shifted, and more energy escapes the
time-reversal mirror. This energy decrease would certainly

FIG. 4. �a� The temporal shape of the reflected signals f�t�, as a function of
the incident angle �theory�. �b� The temporal shape of signals s�t� after
time-reversal and backpropagation of f�t� and backpropagation, as a func-
tion of the incident angle. On each column is presented on gray level the
temporal shape of the pressure wave received after reflection, for a given
incident angle. The Longitudinal critical angle �p

* and the Rayleigh angle �r
*

are indicated.

FIG. 5. Time-reversal of “plane” waves �experiment�. �a� The temporal
shape of the reflected signals f�t� recorded on array 2, as a function of the
incident angle, when emitting a “plane wave” e�t� from array 1. �b� The
temporal shape of signals s�t� recorded on array 1 after time-reversal of f�t�
and backpropagation, as a function of the incident angle.
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not be visible if we were able to record and time-reverse the
Rayleigh wave. The theory is based on plane waves: in order
to reach experimentally the predictions of the theory we
would have to work with arrays of infinite extent, which
would also record the Rayleigh wave as it reradiates into the
fluid.

III. SPATIAL FOCUSING BY CYLINDRICAL LAW OR
TIME-REVERSAL AROUND THE RAYLEIGH
ANGLE

In this section, spatial focusing with cylindrical law or
time-reversal using a time-reversal mirror in reflection is
tested. We observe and qualitatively discuss the influence of
the attack angle on focusing quality �the attack angle is the
angle �i between the normal of the interface and the normal
of the echographic arrays, see Fig. 1�

Theory and simulations of spatial focusing by time-
reversal in the presence of an interface have been done by
Cassereau and Fink16 in the case of a fluid-fluid interface and
at near-normal incidence, and thus no pulse shape distortion
was observed. Parallel to that work, theory and experiments
of the reflection of a focused beam at a fluid-solid interface
at Rayleigh angle have been done by Matikas et al.:8 they
predicted and observed a lateral shift of the focal spot when
focusing at the Rayleigh angle; they explained the observed
shift of the focal spot by the shift that the ultrasound beam
experiences at the reflection at the Rayleigh angle.

Here, the aim is to focus the ultrasonic field on the cen-
tral element of array 2 by sending a wave from array 1, using
the experimental setup presented in Fig. 1. Two different
techniques have been tested for such a focusing. First, a cy-
lindrical law is sent from array 1: each element of the array
emits the same temporal signal, with the appropriate time
delay so that the waves originating from all elements of array
1 arrive at the same time on the central element of array 2
�the desired focal point�. Time delays are calculated geo-
metrically, assuming a constant speed of sound in water of
1.46 mm/
s, and neglecting the effects of the variations of
the reflection coefficient with the incident angle. Such a
wave front is presented in Fig. 6�a�. Second, the focusing by
time reversal is investigated: a pulse is emitted from the de-
sired focal point, the acoustical wave is then recorded on
array 1, time-reversed, and sent back in direction of array 2.
The focusing wave front calculated by time reversal is pre-
sented in Fig. 6�b� for an attack angle close to the Rayleigh
angle. The focusing patterns associated to both wave fronts
are compared to a reference focusing: the focusing obtained
by sending a cylindrical law from the first toward the second
array, located directly in front of it, so that there is no fluid-
solid interface on the waves’ path between the arrays.

A. Simulation

First, simulations are performed in order to better under-
stand how the spatial focusing can be affected by the reflec-
tion at the fluid-solid interface. Given the geometry of the
experiment and the variations of the reflection coefficient
with the incident angle, one can derive all the Green’s func-
tions between any elements of arrays 1 and 2 taking into

account the reflection on the interface. Using these Green’s
functions the propagation of any wave going from array 1 to
array 2 and from array 2 to array 1 is calculated for any
attack angle by convoluting the emitted signals by the
Green’s functions. We use this technique to simulate the fo-
cusing on array 2 by sending from array 1 the wave fronts
corresponding to the three methods described earlier: �a� ref-
erence cylindrical focusing, �b� time-reversal focusing near
the critical angle, �c� cylindrical focusing near the critical
angle. The resulting focal spots for an attack angle close to
the Rayleigh angle are plotted in Fig. 7.

Looking at Fig. 7�b�, we observe that focusing with a
cylindrical law leads to a dissymmetrical focal spot, with
higher residual pressure on the right-hand side of the main
lobe than on its left-hand side �or in other words, less con-
trast on the right than on the left�. Because of the reflection
near the critical angle, focusing with a symmetrical cylindri-
cal law in an apparently symmetrical geometry surprisingly
results in a dissymmetrical focal spot. The dissymmetry of
the focal spot can be explained: the cylindrical law can be

FIG. 6. Focusing wave fronts to be sent by array 1 to focus on central
element of array 2 �experimental data�. �a� Prefocused �cylindrical� wave
front, built by computing the geometrical time delays to be applied to all the
transducers on array 1 in order to arrive in phase on the central transducer of
array 2. �b� The focusing wave front deduced from time reversal. On line i
is presented in gray level the temporal shape of the signal that has to be
emitted by element i of focusing array.
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decomposed in a sum of plane waves with different incident
angles on the interface. Those of the plane wave components
that have an incident angle close to the Rayleigh angle will
be affected: as the incident beam “slips” on the interface as
experiencing reflection at Rayleigh angle, the transducers of
the other array that should receive the part of the wave front
incident at Rayleigh angle will receive less energy when
their neighbors will receive more energy; moreover there
will be a phase distortion of the wave front. The interface
thus breaks the symmetry of the focusing wave front by dis-
torting and dephasing part of it, and it results in an asym-
metrical focal spot with less energy at one side of the main
lobe than the other side. See Fig. 8 for an illustration of these
phenomena.

Focusing with time-reversal restores the symmetry of
the focal spot, but there is contrast loss �higher residual pres-
sure levels� on both sides of the main lobe �Fig. 7�c��. One
can understand the recovery of the symmetry analyzing the
two steps of the time-reversal process: in the first step, a

cylindrical wave is emitted from the central element of array
2. This wave can be decomposed as a sum of plane wave
components. These components are not affected in the same
manner by the reflection, so that the cylindrical wave that is
reflected and then recorded on array 1 is dissymmetrical. A
time-reversal focusing wave front is presented in Fig. 6�b�:
the wave arriving on elements 30–40 has been particularly
affected �energy loss, temporal distortion and dephasing with
respect to a cylindrical wave front�. During the focusing step,
the phase and temporal shape of the angular components
altered in the first step are restored, and the resulting focal
spot is symmetrical. However, the amplitude of those plane
wave components suffers again the same energy loss as in
the first step. The system behaves as if the aperture of the
focusing array was modulated by a transfer function with
lower values around elements 30–40 and higher values at the
edges. Such an anti-apodization leads to higher residual pres-
sure levels on both sides of the main lobe of the focal spot
than in the reference experiment. See Fig. 9 for an illustra-
tion of these phenomena.

B. Experiment

The corresponding experiment has been done with an
attack angle close to the Rayleigh angle. The focal spots
obtained with the three focusing techniques—�a� reference
cylindrical focusing, �b� time-reversal focusing near critical
angle, �c� cylindrical focusing near critical angle—have been
obtained and plotted in Fig. 10. We observe the same fea-
tures as in the simulation: a dissymmetrical focal spot when
focusing with the cylindrical law and a restoration of the

FIG. 7. Scan of the focal spots obtained with different focusing methods
�simulation results�: �a� reference: cylindrical law through water, �b� cylin-
drical law with reflection near critical angle, �c� time-reversal with reflection
near critical angle. The curves represent the temporal maximum of the pres-
sure received on array 2 as a function of the distance to focal point, in dB.

FIG. 8. Spatial focusing of a cylindrical law for an attack angle close to the
Rayleigh angle. The plane wave components from the decomposition of the
cylindrical law are not affected in equal way by the focusing because their
incident angles cover a wide angular span, so that after reflection the focus-
ing wave front is distorted, resulting in a dissymmetric focal spot.

FIG. 9. Spatial focusing by time reversal for an attack angle close to the
Rayleigh angle. Top panel: an impulse is emitted from the target �central�
element of array 2, the emitted cylindrical wave is reflected at the interface
which induces a distortion, and the distorted field is recorded by array 1.
Bottom panel: the recorded field is time-reversed and sent back toward array
2, thus experiencing another reflection at the interface that restores the
phases of the wave front, leading to a symmetric focal spot.

3150 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Vignon et al.: Time-reversal at the Rayleigh angle



symmetry of the focal spot with a loss of contrast when
focusing by time-reversal. As in the simulation, the focal
spot obtained by focusing with the cylindrical law near the
critical angle looks like the reference focal spot on the left-
hand side of the main lobe and like the time-reversal focal
spot on its right-hand side. Note that no spatial shift of the
focal spot is observed here, neither when focusing by cylin-
drical law nor by time reversal.

IV. SPATIAL FOCUSING WITH TIME REVERSAL WELL
BEYOND THE RAYLEIGH ANGLE: FROM THE
TIME-REVERSAL MIRROR TO THE TIME-REVERSAL
CAVITY

When focusing with time reversal near the Rayleigh
angle, a contrast loss in the focal spot with respect to the
reference focusing is observed. This contrast loss is mainly
due to the fact that during the time-reversal process, part of
the Rayleigh wave escapes the time-reversal mirror and the

information contained in it is thus lost for the time-reversal
process. Theoretically, if we were able to record and time
reverse the transmitted waves and all the Rayleigh waves as
well as the reflected ones, we would obtain such a good
focusing quality as in the reference experiment.3 The Ray-
leigh wave could be recorded, for instance, by placing a set
of transducers parallel to the interface in order to receive it as
it radiates back into the fluid.

Our electronics do not allow us to work with more than
two arrays of transducers at the same time. It is however
possible to make a time-reversal cavity �implying no infor-
mation loss� using only the presented experimental setup, by
ensuring that no propagating wave is transmitted into the
solid or no Rayleigh wave is generated. This occurs when the
maximum incident angle of the plane wave components re-
sulting from the decomposition of the focusing wave front is
much greater than the shear critical angle and the Rayleigh
angle.

We performed the same simulations and experiments as
in the previous section, focusing by �a� reference focusing,
�b� time-reversal focusing, �c� cylindrical focusing, but with
an attack angle 1—near the Rayleigh angle and 2—much
greater than the Rayleigh angle. The corresponding focal
spots are plotted in Figs. 11 �simulation results� and 12 �ex-
perimental results�. For incident angles greater than the Ray-
leigh angle, no wave propagates into the solid and the inci-
dent wave suffers no distortion in reflection �cf Sec. II A�: in
both simulation and experimental results, one can check that
focusing by time-reversal or cylindrical law are equivalent
and of equal quality as the reference focusing �Figs. 11 and
12, right�. It confirms the fact that the time-reversal cavity
materialized by the two arrays placed on the same side of the
interface is perfect when the attack angle is much greater
than the Rayleigh angle. Evanescent waves are created inside
the solid for incident angles greater than critical angles. A
small part of the incident energy goes with them and the
time-reversal mirror in reflection is only a nearly perfect
time-reversal cavity.

The focal spots obtained when working near the Ray-
leigh angle �Figs. 11 and 12, left� present the same features

FIG. 10. Scan of the focal spots obtained with different focusing methods
�experimental results�: �a� reference: cylindrical law through water; �b� cy-
lindrical law with reflection near the Rayleigh angle; �c� time-reversal with
reflection near the Rayleigh angle. The curves represent the temporal maxi-
mum of the pressure received on focal plane as a function of the distance to
focal point, in dB.

FIG. 11. Scan of the focal spots obtained with different focusing methods �simulation results�: �a� reference: cylindrical law through water; �b� cylindrical law
with reflection; �c� time-reversal with reflection. Left: incident angle �i=31° ��r

*, right: incident angle �i=42° ��r
*. The curves represent the temporal

maximum of the pressure received on focal plane as a function of the distance to focal point, in dB.
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as the ones described in previous section: dissymmetrization
of the focal spot when focusing with the cylindrical laws,
symmetry recovery with contrast loss when focusing by
time-reversal: the two arrays do not make up a closed time-
reversal cavity, as the waves transmitted into the solid cannot
be recorded.

V. CONCLUSIONS

Time-reversal experiments around the Rayleigh angle
have been performed. First, the effects of a reflection of
plane waves on a fluid-solid interface have been described,
and a distortion of the temporal shape of the signals for in-
cident angles close to the Rayleigh angle has been observed.
Time reversal of such distorted waves leads to pulse shape
recovery. This recovery occurs even when using a time-
reversal mirror in reflection, made of two arrays located on
the same side of the interface: it is not necessary to use a
closed time-reversal cavity with a third array to record and
time-reverse the transmitted waves. In a second part, we
studied the influence of the presence of the interface on spa-
tial focusing of waves. It has been shown that when sending
prefocused fronts toward the interface with incident angles
close to the Rayleigh angle, focusing quality was affected
and a dissymmetric focal spot was observed even though the
experimental setup had a symmetrical geometry. However,
no spatial shift of the focal point position has been observed.
Focusing with time-reversal restores the symmetry of the fo-
cusing: such a property could be interesting in nondestruc-
tive testing configurations where several arrays are used in
reflection. However, the focusing with time-reversal presents
a significantly lower contrast than the reference focusing: the
fact that the time-reversal mirror in reflection is not a closed
time-reversal cavity affects the spatial focusing quality. Op-
timal spatial focusing by time-reversal can be achieved in
conditions where the time-reversal mirror makes up a closed
cavity, i.e., when there is no wave transmitted into the solid.
This occurs when incident angles are beyond the Rayleigh
angle.
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APPENDIX

Demonstration of Eq. �7� from Eq. �6�.
We have

F��� = �Re�R��i�� + i Im�R��i���E��� , �A1�

F��� and E��� being the Fourier transforms of real-valued
functions, they must be hermitic �F�−��=F���* and E�−��
=E���*�. Complex conjugating Eq. �6� leads to

F�− �� = �Re�R��i�� − i Im�R��i���E�− �� . �A2�

Taking into account Eqs. �6� and �A1�, linking E��� and
F��� for positive and negative frequencies, respectively, we
obtain

F��� = �Re�R��i�� + i sign���Im�R��i���E��� . �A3�

This equation is valid for positive and negative frequencies.
Taking the inverse Fourier transform of Eq. �A3� leads

directly to18

f�t� = Re�R��i��e�t� + Im�R��i��HT�e�t�� . �A4�
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Behavioral psychophysical techniques were used to evaluate the residual effects of underwater noise
on the hearing sensitivity of three pinnipeds: a California sea lion �Zalophus californianus�, a harbor
seal �Phoca vitulina�, and a northern elephant seal �Mirounga angustirostris�. Temporary threshold
shift �TTS�, defined as the difference between auditory thresholds obtained before and after noise
exposure, was assessed. The subjects were exposed to octave-band noise centered at 2500 Hz at two
sound pressure levels: 80 and 95 dB SL �re: auditory threshold at 2500 Hz�. Noise exposure
durations were 22, 25, and 50 min. Threshold shifts were assessed at 2500 and 3530 Hz. Mean
threshold shifts ranged from 2.9–12.2 dB. Full recovery of auditory sensitivity occurred within 24 h
of noise exposure. Control sequences, comprising sham noise exposures, did not result in significant
mean threshold shifts for any subject. Threshold shift magnitudes increased with increasing noise
sound exposure level �SEL� for two of the three subjects. The results underscore the importance of
including sound exposure metrics �incorporating sound pressure level and exposure duration� in
order to fully assess the effects of noise on marine mammal hearing. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2047128�

PACS number�s�: 43.64.Wn, 43.66.Ed, 43.80.Nd �WWA� Pages: 3154–3163

I. INTRODUCTION

The pinnipeds �seals, sea lions, and walruses� are am-
phibious carnivores that spend a significant amount of time
foraging at sea. All pinnipeds tested thus far are sensitive to
sound in air and under water; therefore, they are likely to be
susceptible to the harmful effects of loud noise in both me-
dia. It has recently been shown that moderate levels of un-
derwater noise can induce a temporary reduction of hearing
sensitivity �temporary threshold shift or TTS� in some ma-
rine mammals, provided that the exposure duration is rela-
tively long. Noise-induced TTS has been examined in some
pinnipeds and odontocete cetaceans �dolphins and other
toothed whales� exposed to fatiguing stimuli of varying du-
rations and bandwidths �Finneran et al., 2000; 2002; Kastak
and Schusterman, 1996; Kastak et al., 1999; Nachtigall et
al., 2003; 2004; Schlundt et al., 2000�. In these studies the
magnitude of TTS was generally small ��20 dB�, and hear-
ing sensitivity recovered rapidly. While it would be helpful
to predict the auditory effects of different noise exposures on
the hearing of marine mammals, there are no data from
which extrapolation can be made from small TTS at low-
level, short-duration noise exposures to TTS resulting from
louder, longer exposures. Data that show relationships be-

tween sound level and TTS exist for some terrestrial mam-
mals, but models of TTS growth in these subjects have not
been applied to marine mammals.

One purpose of TTS experiments with marine mammals
is to provide data that will aid regulatory agencies in deter-
mining potentially harmful levels of anthropogenic noise.
Because exposure to anthropogenic noise in the marine en-
vironment is sporadic and interrupted, it is necessary to ex-
amine variables associated with varying noise sound pressure
levels, intermittence of exposure, and total acoustic energy of
exposure, in order to accurately predict the effects of noise
on marine mammal hearing.

Various models of the effects of interrupted noise expo-
sures on TTS have been proposed �Harris, 1991; Kryter,
1994�. An equal energy model predicts that two noise expo-
sures will induce similar threshold shifts if the exposures are
matched in sound energy, regardless of the temporal pattern-
ing of exposure. Thus, according to an equal energy rule, a
doubling of exposure duration and a 3-dB increase in ampli-
tude should induce similar threshold shifts. Use of the
3-dB duration-level exchange rate for determining noise
risks under intermittency of exposure is advocated in the
most recent noise exposure criteria put forth by the U.S.
Department of Health and Human Services �NIOSH, 1998�.
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A modified equal energy, or 5-dB rule, was formulated under
the assumption that some recovery occurs during periods of
exposure intermittency; thus, a doubling in exposure dura-
tion could be approximated by a 5-dB increase in amplitude.
Though incorporated into various noise exposure criteria, ex-
change rates based on acoustic energy have been called into
question by numerous studies �Harding and Bohne, 2004;
Patuzzi, 1998; Strasser et al., 2003�. Because energy-based
exchange rules cannot consistently predict the degree of
noise-induced hearing loss, the influence of other acoustic
characteristics on TTS must be examined. Specifically, the
frequency and amplitude distribution, temporal patterning,
and bandwidth/duration properties �e.g., continuous vs im-
pulsive� of fatiguing sounds appear to all be important in
determining the potential for noise-induced hearing loss
�Ahroon et al., 1993; Hamernik et al., 1991; 1993; 2002�.

The goal of this study was to examine the interactions
between noise amplitude and duration in inducing TTS in
pinnipeds under water, partly to determine whether a simple
time-intensity trade-off rule can be applied to marine mam-
mal noise exposure criteria. The experiments reported here
were intended to build upon data obtained earlier from the
same three subjects �Kastak et al., 1999�, using octave-band
noise exposure levels of 65–75-dB SL �sensation level, ref-
erenced to absolute auditory threshold at center frequency�.
This study employed octave-band noise at 80 and 95 dB SL,
with net exposure durations ranging from 22 to 50 min. It is
important to note here that, as in the previous study, the
sound levels chosen were based upon the hearing sensitivity
of the subjects. Therefore, the absolute exposure conditions
across subjects differed by up to 22 dB �the difference be-
tween pure-tone thresholds for the sea lion and harbor seal�.
Threshold shift was assessed at the center frequency of the
exposure octave band, as well as one-half octave above the
center frequency, where other studies have reported maximal
threshold shifts �McFadden, 1986; Moore et al., 2002�. Re-
sults were analyzed by examining the relationship between
TTS and sound pressure level and exposure duration. Addi-
tionally, a third metric, sound exposure level, was used to
clarify some of the variability in TTS levels that was not
explainable by sound pressure level or duration alone. The
data reported here will contribute to the understanding of
pinniped TTS and to the prediction of certain auditory effects
of intense noise exposure on free-ranging marine mammals.

II. METHODS

A. Subjects

Three pinnipeds were used in this study: a 16-years-old
female California sea lion �Zalophus californianus�, a
14-years-old male harbor seal �Phoca vitulina�, and a
7-years-old female northern elephant seal �Mirounga an-
gustirostris�. All three subjects had extensive experience per-
forming acoustic signal detection tasks, and each had previ-
ously undergone audiometric testing in water �Kastak and
Schusterman, 1996; Southall et al., 2000�. The animals were
housed at the University of California, Santa Cruz, Long
Marine Laboratory in outdoor concrete pools filled with run-
ning seawater. All audiometric testing and noise exposures

were conducted with the approval of the UCSC Chancellor’s
Animal Research Committee.

B. General procedure

Auditory thresholds were obtained from each subject
prior to noise exposure �baseline thresholds�, immediately
following noise exposure �exposure thresholds�, and 24 h
following noise exposure �recovery thresholds�. Each test se-
quence spanned 2 days in order to incorporate all testing
conditions. Two series of experiments were completed. In the
first experiment, net noise exposure duration was held con-
stant at 22 min and noise amplitude was held constant at
80 dB SL. Prior to testing, hearing thresholds at 2500 Hz
were obtained for each subject. All noise levels �in SL� were
referenced to the mean of these baseline hearing thresholds.
The fatiguing stimulus was an octave band of continuous,
Gaussian white noise centered at 2500 Hz. Thresholds were
measured at the center frequency and at a frequency one-half
octave above center frequency �3530 Hz�. Twelve test se-
quences were completed for each of the two testing condi-
tions. In the second experiment, the noise level was held
constant at 95 dB SL, while the exposure duration was var-
ied from 25 to 50 min. Thresholds were measured at
2500 Hz for both exposure durations and at 3530 Hz for the
50-min exposures. Eight replicates were completed for each
of the three testing conditions.

C. Threshold testing

The stimuli used for threshold testing were 500-ms pure
tones �40-ms rise/fall times� that were generated by and
manually triggered from a function generator �Stanford Re-
search Systems DS345—40-kHz update rate, 16-bit preci-
sion�. Signals were attenuated �HP 350C�, amplified �Realis-
tic MPA-20�, and projected from one of two underwater
transducers �NUWC J-9 or Lubell Laboratories LL-1424�.
The projectors were suspended in the circular test pool
�7.5-m diameter, 2.5-m depth� by a PVC harness that was
moved along a steel pipe support for positioning. The pro-
jector was positioned approximately 5 m behind the testing
apparatus, at a depth of about 1 m.

Calibration was conducted daily before and after noise
exposure, in the absence of the subjects, by placing a hydro-
phone �H-56 or International Transducer Corporation ITC-
8212� in the position occupied by the subjects’ heads during
testing. Calibration tones were projected via the function
generator from one of the two projecting transducers. The
received signal was measured using a PC-based signal analy-
sis software package �SPECTRA PLUS, Pioneer Hill� through
the PC sound card. Because of the reverberant characteristics
of the testing environment, signal levels were mapped at
multiple locations surrounding the center position to ensure
that spatial variability in the tonal signal was not greater than
3 dB in the sound field surrounding the chin station.

Underwater thresholds for each animal were estimated
using behavioral psychophysical techniques. The subjects
were trained using operant conditioning to respond by press-
ing a paddle when presented a pure tone and to withhold
response in the absence of a tone �go/no-go procedure�. At
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the beginning of a trial, the subject was signaled by a trainer
to dive to the test apparatus, which consisted of a chin cup
�to prevent movement of the subject’s head� and a response
paddle. The position of the subject’s head while stationed in
the chin cup was approximately 1 m below the surface of the
water. The “go,” or paddle press response, when occurring in
the presence of a signal, was recorded as a hit. Withholding
response, or a “no-go,” in the absence of a signal, was re-
corded as a correct rejection. Responding in the absence of a
signal was recorded as a false alarm, and failure to respond
to a signal was scored as a miss. Hits and correct rejections
were reinforced with a piece of fish. Subjects were recalled
without reinforcement following false alarms and misses.
The trial sequence was balanced �i.e., the number of signal-
present trials equaled the number of signal-absent trials�, and
the first-order conditional probability of either trial type was
0.5 �modified from Gellermann, 1933�.

The first signal trial of each session was preselected at a
level of 20–30 dB above the estimated threshold, ensuring a
hit. On subsequent signal trials, the level was decreased by
4 dB following each hit, until the first miss. Following the
first miss, the step size was changed to 2 dB, and the signal
level was increased following a miss and decreased follow-
ing a hit �staircase procedure�. Each change in the direction
of the signal adjustment constituted a reversal. Thresholds
were defined as the mean of ten reversals, corresponding to
50% correct detections �Dixon and Mood, 1948�.

D. Noise exposures

The subjects had previously been trained to station in
front of a platform used to project moderate levels of band-
limited noise under water �Kastak et al., 1999�. Conditioning
techniques were used to gradually increase the noise expo-
sure durations and levels tolerated by the subjects. A single
projector �Ocean Engineering Enterprises DRS-8� was
mounted on the exposure apparatus, which was placed
against the side of the testing pool, approximately 4 m from
the testing apparatus. The distance between the subject’s
head and the noise projector was 0.5 m.

Continuous, Gaussian white noise was generated using
the PC software package COOLEDIT �Syntrillium Software�
and digitally filtered over the octave band to ensure that the
noise spectrum was flat to within ±3 dB. The noise was pro-
jected from the DRS-8 transducer. Calibration of the noise
stimuli took place daily before and after noise exposure us-
ing the same procedure described for calibrating the test
stimuli. Figure 1 shows a typical exposure spectrum recorded
in the absence of the subject, at the position occupied by the
subject’s head during exposure. Received octave band levels
were either 80 or 95 dB SL. Sound pressure levels corre-
sponding to these SLs differed because of the differences in
auditory sensitivity of the three subjects. For the 80-dB SL
condition, SPLs were 159 dB re: 1 �Pa for the sea lion,
137 dB re: 1 �Pa for the harbor seal, and 149 dB re: 1 �Pa
for the elephant seal. SPLs corresponding to 95-dB SL were
174 dB re: 1 �Pa for the sea lion, 152 dB re: 1 �Pa for the
harbor seal, and 164 dB re: 1 �Pa for the elephant seal. The

net exposure durations were 22 min �80-dB SL�, 25, and
50 min �95-dB SL�.

For each exposure condition, the number and duration of
dives into the noise field were matched within subjects. Be-
cause each of the subjects had to surface to breathe, making
sound exposure intermittent, surface intervals between dives
were controlled as carefully as possible, to minimize recov-
ery effects and to avoid variability during sequence replica-
tions. Net exposure duration was determined by subtracting
surface intervals from the overall exposure duration. Across
all exposures, the sea lion spent an average of 75% of the
total exposure interval on station in the noise field, the harbor
seal spent 87%, and the elephant seal spent 84%.

E. Control sessions

During control sessions, subjects completed entire test-
ing sequences, without exposure to noise, for net durations
corresponding to each experimental exposure condition �22,
25, or 50 min�. Surface intervals in control sessions were
similar to those in experimental sessions. Control sequences
were conducted to ensure that physiological, motivational, or
emotional factors related to session length, dive duration, or
satiation, as opposed to the presence of fatiguing noise, could
be eliminated as causative factors for observed threshold
shifts. During the first experiment, each subject completed a
total of six control sequences, each with a sham exposure of
22 min. During the second experiment, each subject com-
pleted a total of ten control sequences, four with sham expo-
sures of 25 min and six with sham exposures of 50 min.

F. Data analysis

Threshold shifts were calculated by subtracting pre-
exposure thresholds from those obtained immediately fol-
lowing noise exposure. Recovery was assessed by comparing
thresholds obtained 24 h following noise exposure to both
baseline and exposure thresholds. A within-subjects, repeated
measures design was used. If an overall significant difference
between thresholds among the three conditions was found
using a one-way, repeated measures ANOVA, a Student–

FIG. 1. Noise spectral density of the fatiguing stimulus, recorded from the
calibration position in the test pool. The center frequency of the octave band
is 2500 Hz and the octave-band level is approximately 159 dB re: 1 �Pa.
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Newman–Keuls test was performed for each individual com-
parison. Mean threshold shifts in experimental and control
conditions were compared using a Student’s t-test, as were
differences between control session shifts and a hypothetical
condition of 0-dB shift. For purposes of analyzing the effects
of exposure duration, the 22- and 25-min conditions were
combined. This grouping is justified in that the 3-min differ-
ence between the exposure conditions translates into a neg-
ligible difference in sound energy or sound exposure level of
approximately 0.5 dB.

III. RESULTS

A. Exposure vs control conditions

When tested at the center frequency of the exposure
band, all subjects showed evidence of a significant mean
threshold shift under all exposure conditions �Fig. 2�. Ses-
sions used to estimate thresholds for each of the subjects
generally lasted about 15 min; therefore, it was common to
find that recovery occurred during these sessions. Recovery
was usually seen as a progressive decrease in the level of
signals required to elicit a “go” response. Because all of the
tracking data for a given session �ten reversals� were used to
estimate thresholds, it is likely that the mean TTS levels

presented here are underestimates of TTS that would have
been recorded at earlier postexposure levels. For example,
TTS2, the threshold shift measured 2 min following expo-
sure, is commonly cited as representing the peak postexpo-
sure TTS �Hirsch and Ward, 1952�; threshold shifts recorded
15 min later are usually smaller in magnitude.

There was a statistically significant relationship between
exposure condition and threshold—mean exposure thresh-
olds were greater than mean baseline thresholds and recovery
thresholds. Auditory sensitivity recovered fully within 24 h,
with the exception of the 2.9-dB mean threshold elevation
following recovery in the harbor seal �for the 22-min,
80-dB SL, 137-dB re: 1-�Pa condition�. Figure 3 shows that
threshold shifts measured one-half octave higher than the
noise band center frequency were significantly smaller than
those measured at center frequency for the sea lion and el-
ephant seal, but were not significantly different for the harbor
seal.

B. TTS growth with sound pressure level and
duration

Threshold shifts as a function of increasing noise expo-
sure level are shown in Fig. 4. For the sea lion and harbor

FIG. 2. Baseline �pre-exposure�, exposure, and recovery thresholds for a sea lion, a harbor seal, and an elephant seal exposed to octave-band noise centered
at 2500 Hz. The test frequency was 2500 Hz. The p values indicate statistical significance of comparisons between conditions. In all cases, exposure
thresholds were significantly greater than baseline thresholds, and there was no difference between baseline and recovery thresholds. In all but one case,
recovery thresholds were significantly lower than exposure thresholds. Points refer to mean thresholds obtained over multiple sessions; error bars denote
standard deviations.
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seal, threshold shifts at center frequency increased by 0.5 and
3.6 dB, respectively, when duration was held constant
�22–25 min� and noise SPL was increased from 80 to 95 dB
SL. Neither of these differences was statistically significant.
For the elephant seal, the magnitude of threshold shift de-
creased by 2.7 dB when the noise SPL was increased from
80 to 95 dB SL. This difference was also not significant.

Threshold shifts as a function of noise exposure duration
are shown in Fig. 5. Threshold shifts increased significantly

with an increase in exposure duration from 20 to 50 min,
with exposure level held constant at 95 dB SL for the sea
lion �3.9 dB�. For the harbor seal, the difference between
mean threshold shifts at 25 and 50 min at 95-dB SL was
5.7 dB. However, because of high levels of variability, the
difference was not significant. Similarly, a difference of
1.4 dB for the elephant seal under the same conditions was
not significant. Doubling the exposure duration �+3-dB
sound exposure level� had a greater effect on threshold shift

FIG. 3. Mean threshold shifts for three exposure levels
and three exposure durations. Threshold shifts were
measured at 2500 or 3530 Hz following exposure to
octave-band noise centered at 2500 Hz. Control se-
quences duplicated the exposure sequences, with the
exception that no noise was presented. Brackets show
differences between individual groups of data. � *= p
�0.05; **= p�0.01; ***= p�0.001; all other compari-
sons are not significant.�
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than an increase of 15 dB in exposure level, even though for
two subjects the change failed to meet statistical significance.

C. Sound exposure level

Figure 6 shows TTS magnitude plotted against sound
exposure level �SEL�, a metric that incorporates both sound
pressure level and duration. SEL is calculated as 10 times the
logarithm of the integral, with respect to duration, of the
mean-square sound pressure, referenced to 1 �Pa2 s. Using
this metric, 0-dB SEL corresponds to a continuous sound
whose rms sound pressure equals the reference pressure of
1 �Pa at a duration of 1 s �Morfey, 2001�. For the sea lion
and the harbor seal, there was a significant linear relationship
between SEL and TTS magnitude, with slopes of 0.16- and
0.39-dB TTS per dB SEL. These slopes are smaller than
slopes of exposure level vs TTS that have been obtained in
similar studies �Carder and Miller, 1972; Mills et al., 1979;
Ward et al., 1958�, illustrating that a linear fit to the data,
though significant, is inadequate to describe the relationship

between sound exposure and threshold shift at the low
threshold shift magnitudes obtained in this study. For the
elephant seal, the slope of the regression line was not signifi-
cantly different from zero.

A curvilinear fit, modified from the exponential form of
an equation developed by Maslen �1981� to describe the re-
lationship between asymptotic threshold shift and sound
pressure level, has the advantage of illustrating the relation-
ship between shift and sound exposure at low levels, with a
lower asymptote of 0-dB shift. The equation used in this
study was

TTS = �10m1�log10�1 + 10�SEL−m2�/10� .

The parameter m1 corresponds approximately to the slope of
the linear portion of the curve relating noise level to thresh-
old shift, while m2 corresponds to the x intercept of the
extrapolation of the linear portion of the curve, or what can
be considered the approximate onset of TTS. In all cases, the
fit of this curve was better than that of a simple exponential.

FIG. 4. Threshold shifts at center frequency of noise band following 25 and 50 min of 95-dB SL noise exposure. Points denote individual threshold shifts
determined from test sequences. Open squares denote mean threshold shifts. � **= p�0.001; ns=not significant.�

FIG. 5. Threshold shifts at center frequency of noise band following 22 min of exposure at 80-dB SL and 25 min of exposure at 95-dB SL. Points denote
individual threshold shifts determined from test sequences. Open squares denote mean threshold shifts. �ns=not significant.�
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When curves of this form are applied to the center fre-
quency TTS data obtained from the sea lion and harbor seal,
the value of m2 is 205.6 dB re: 1 �Pa2s for the sea lion
�r2=0.27;F1,26=9.45; p�0.01� and 182.3 dB re: 1 �Pa2s
for the harbor seal �r2=0.30;F1,26=11.05; p�0.01�. The
best fits resulting in m2 estimates were obtained by fixing m1
at 2 dB/dB. Poorer fits were obtained at both higher and
lower values of m1 ranging from 1.0 to 3.0, values that we
considered reasonable limitations based on data from terres-
trial animals. An attempt to fit this equation form to the el-
ephant seal center frequency data did not converge on esti-
mates for either m1 or m2, probably because of outlying
threshold shift values at low exposure levels.

Better fits to all three data sets were obtained by includ-
ing the half-octave shifts along with center frequency shifts
�Fig. 7�. The best-fit curves have essentially unchanged pa-
rameters for the sea lion �m2=206.5;r2=0.32;F1,46

=27.07, p�0.0001� and the harbor seal �m2=183.1;r2

=0.37;F1,46=21.77, p�0.0001�. With the half-octave

threshold shifts included, the elephant seal data provided an
estimate for m2 of 203.9 with m1 fixed at 2.0; however, the
fit was still nonsignificant.

In order to determine whether differences in TTS onset
represented by differences in individual hearing levels can be
normalized to allow a combination of data from subjects
with varying sound detection thresholds, SELs were con-
verted to SL, in the same way that the absolute noise expo-
sure levels were determined. Normalization here simply pro-
vides a common reference so that, with exposure levels
equalized, the effects of duration can be examined. For ex-
ample, the harbor seal’s detection threshold for a 2500-Hz,
500-ms pure tone was about 57 dB re: 1 �Pa. The sound
exposure level of a tone of this duration at threshold is 54 dB
re: 1 �Pa2 s. Likewise, SELs for the sea lion and elephant
seal at threshold were 75.5 and 66.3 dB re: � Pa2 s, respec-
tively. When the thresholds are subtracted from the onset of
TTS, the differences are 129.1 dB for the harbor seal,
131 dB for the sea lion, and 137.6 dB for the elephant seal.

FIG. 6. Linear regression plots of TTS vs sound exposure level at center frequency of noise band for the three subjects. Line slopes, significance, and
r-squared values are provided in the legends. The horizontal lines are zero-shift lines provided for reference.

FIG. 7. Nonlinear regression plots of TTS vs sound exposure level at center frequency of noise band and one-half octave higher for the three subjects. See
the text for an equation and significance of the model parameters. Solid curves represent exponential increase of TTS with increasing SEL. The horizontal lines
are zero-shift lines. Dotted straight lines project TTS onset to linear portion of curve at higher exposure levels.
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A curve fit to the normalized data combined for all subjects
�r2=0.13; F1,142=21.9; p�0.0001� is shown in Fig. 8. The
parameter m1 is again fixed at 2, and the resulting estimate
for m2 is 131.8 SL�e� �the subscript e denotes that sensation
level is referred to a threshold sound exposure level�.

IV. DISCUSSION

Building upon results from previous work with the same
subjects �Kastak et al., 1999�, the data presented here show
that TTS can be induced in pinnipeds under water following
exposure to moderate levels of noise for durations of up to
50 min. The mean threshold shifts in this experiment were
generally small relative to experimentally induced threshold
shifts in other mammals, with mean �statistically significant�
shifts ranging from 2.49 to 12.2 dB, and maximum indi-
vidual threshold shifts of 28.1 dB �harbor seal�, 12.5 dB �sea
lion�, and 12.1 dB �elephant seal�. A linear relationship be-
tween the amplitude of the fatiguing stimulus and TTS has
been shown in some, but not all species, but primarily at
durations and levels greater than those used in this study
�see, e.g., Smith et al., 2004�. Because at low threshold shift
levels there is a curvilinear rather than a linear relationship
between noise level and threshold shift, extrapolating these
data in order to predict TTS at higher exposure levels should
be approached cautiously. Applying a simple linear model to
describe the relationship between TTS and SEL at low expo-
sure levels will most likely result in underestimates of TTS at
longer exposure durations and higher noise levels. Like a
simple linear model, the adapted exponential model used
here is limited in terms of predictive power. The limitations
arise not through the use of the model itself, but from the
highly variable, relatively low TTS levels and the small num-
ber of sound exposure levels used. Nonetheless, the increase
in TTS of 2 dB per dB SEL in this study is approximately
the same as values from prior studies of humans �Mills et al.,
1979; Ward et al., 1958�. The significance of this result must
be taken with caution, however, because of the high degree

of variability and the relatively small number of SELs used.
As more data are obtained by using higher sound exposure
levels, different patterns of intermittency, and additional sub-
jects, the fit of this or other models should improve.

Increasing the noise exposure duration and amplitude
independently resulted in increases in the magnitude of the
threshold shift for two of the three subjects of this experi-
ment. Increasing the exposure duration from 25 to 50 min
had a greater effect on threshold shifts than increasing the
exposure level from 80 to 95 dB SL. These results are incon-
sistent with an equal energy model �3-dB exchange rate�, and
suggest that moderate levels of long duration sounds may
have a greater impact on hearing than equal-energy sounds
of greater amplitude but shorter duration. Preliminary results
from the same subjects tested in air also support this conclu-
sion �Kastak, 2003; Kastak and Insley, 2005�; however, more
testing at various combinations of exposure level and dura-
tion needs to be completed before definitive conclusions can
be reached.

Also of interest is the finding that mean threshold shifts
one-half octave above center frequency were smaller than the
corresponding shifts at center frequency in all subjects, con-
trasting with previous findings �McFadden, 1986� which
showed a maximal shift one-half octave above the frequency
of the exposure stimulus. The half-octave effect has been
shown to occur after exposures to pure tones; in fact, TTS at
the exposure frequency may not be evident, even in the pres-
ence of a significant threshold shift one-half octave higher.
Consistent with observations of this effect, Schlundt et al.
�2000�, using brief tones as fatiguing stimuli, found that
threshold shifts measured in odontocetes �bottlenose dol-
phins and beluga whales� generally occurred at frequencies
above the exposure frequency. This type of upward spread in
affected frequency has been attributed to the basalward
spread in the peak of the cochlear traveling wave under the
influence of an increasingly intense sinusoid, and partially
attributed to cochlear amplification �McFadden and Yama,
1983; McFadden, 1986; Moore et al., 2002�. Although
Nachtigall et al. �2004� recently found maximal threshold
shifts approximately one-half octave above the upper limit of
a 7-kHz-wide noise band in bottlenose dolphins, this finding
has not been shown by some other studies using bands of
noise �e.g., Neilsen et al., 1986�. It is possible that exposure
to bands of noise does not result in a shift in the peak of the
cochlear partition response because of phase differences be-
tween individual frequency components, explaining why
some experiments fail to demonstrate this effect.

Although the limited evidence from this study does not
support an equal-energy exchange model, threshold shifts
were proportional to overall sound exposure level, indicating
an effect of noise energy. There are two interesting findings
associated with this relationship. First, assuming that thresh-
old shift magnitudes have a lower asymptote at 0 dB, and
that a curvilinear, modified exponential curve describes the
relationship between SEL and threshold shift, there should be
an increase of approximately 2-dB threshold shift per dB of
sound exposure level, at noise levels moderately more in-
tense than those used in this study. This 2-dB relationship
appears to hold for all three subjects and may be tentatively

FIG. 8. Combined nonlinear regression plot of TTS vs normalized sound
exposure level �referred to individual thresholds; includes half-octave data�.
See the text for details.
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used to predict threshold shifts at much higher noise levels.
Second, there is a consistency in TTS onset, represented by
the second parameter of the fit equation, in sound exposure
level �SEL�. When the noise levels are referenced to each
subject’s hearing level, these numbers fall within ±4 dB of a
mean value of 132.5-dB SL�e�, while the combined data pro-
vide an overall onset level of 131.8-dB SL�e�. It is important
to note that the normalization procedure for sound exposure
level was conducted to show that the effects of increasing
duration appear to be the same for all subjects, regardless of
baseline hearing level, and not to make any inferences about
the relationship between an auditory threshold and the sound
energy resulting in TTS. In this case, auditory threshold is
simply a benchmark that equalizes exposures between sub-
jects with different hearing sensitivities. Testing at a number
of different sound pressure level/duration combinations will
help to determine whether these numbers can be used as
onset levels for TTS in pinnipeds.

In most respects, noise-induced threshold shifts in pin-
nipeds follow trends similar to those observed in other mam-
mals. The data are characterized by variable shifts at low
noise levels; increasing shifts with increasing exposure dura-
tion, sound levels, and sound exposure levels; and complete,
rapid recovery of sensitivity. In many cases, complete recov-
ery appeared to occur within 15 min of noise cessation, and
in no case was there an overall, long-term change in thresh-
olds �indicating permanent threshold shift or PTS�, despite
numerous, repetitive noise exposures �Southall et al., 2005�.
In the absence of better predictive models, the data included
here indicate that sound exposure levels resulting in TTS
onset range from about 183 to 206 dB re: 1 �Pa2 s, these
levels being dependent on absolute hearing sensitivity. Fu-
ture studies examining the effects of noise on pinniped hear-
ing will likely have to rely on longer duration or more in-
tense stimuli in order to adequately assess models that relate
sound energy or sound exposure level to TTS. Additionally,
because the pinniped auditory system functions amphibi-
ously, future studies should examine the effects of airborne
noise on pinniped hearing. Data generated by this and other
studies should be taken into account by regulatory agencies
attempting to mitigate the adverse effects of noise on these
marine mammals.
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Informational masking of speech in children: Effects
of ipsilateral and contralateral distracters
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Using a closed-set speech recognition paradigm thought to be heavily influenced by informational
masking, auditory selective attention was measured in 38 children �ages 4–16 years� and 8 adults
�ages 20–30 years�. The task required attention to a monaural target speech message that was
presented with a time-synchronized distracter message in the same ear. In some conditions a second
distracter message or a speech-shaped noise was presented to the other ear. Compared to adults,
children required higher target/distracter ratios to reach comparable performance levels, reflecting
more informational masking in these listeners. Informational masking in most conditions was
confirmed by the fact that a large proportion of the errors made by the listeners were contained in
the distracter message�s�. There was a monotonic age effect, such that even the children in the oldest
age group �13.6–16 years� demonstrated poorer performance than adults. For both children and
adults, presentation of an additional distracter in the contralateral ear significantly reduced
performance, even when the distracter messages were produced by a talker of different sex than the
target talker. The results are consistent with earlier reports from pure-tone masking studies that
informational masking effects are much larger in children than in adults. © 2005 Acoustical Society
of America. �DOI: 10.1121/1.2082567�

PACS number�s�: 43.66.Dc, 43.71.Ft �JHG� Pages: 3164–3176

I. INTRODUCTION

The ability to attend selectively to individual objects in
the auditory world is undeniably one of the most important
and complex skills possessed by hearing adults. In spite of
the fact that relevant and irrelevant auditory events are com-
mingled acoustically before arriving at the ears, the auditory
system and the brain can, in most instances, parse the audi-
tory “scene.” This auditory source segregation process re-
quires identification and segregation of the constituents of a
scene, attention to one target sound source, and suppression
of other distracting sources. For example, at a social gather-
ing, successful interaction requires that we listen to the indi-
vidual with whom we are talking while simultaneously dis-
regarding the clamor of other voices around us. Similarly, a
child must be able to attend to his or her teacher while dis-
regarding the various sources of noise in the classroom. The
mechanisms and processes that subserve source segregation
and selective attention in adults are not yet fully understood,
in spite of a substantial research effort over the last quarter
century. �See Bregman �1990� for a comprehensive introduc-
tion to auditory source segregation.� Relatively little research
has focused on the development of either auditory source
segregation or auditory selective attention in children.

Experiments that measure detection or discrimination of
tones in the presence of simple maskers or distracters �other
tones or noise� tap a very basic form of auditory source seg-
regation and selective attention. Even in these simple tasks,
children up to the ages of 6 to 7 years perform more poorly

than adults �Allen, 1991; Allen and Nelles, 1996; Allen and
Wightman, 1992, 1995; Allen et al., 1989; Bargones and
Werner, 1994; Bargones, Werner, and Marean, 1995;
Schneider et al., 1989; Stellmack et al., 1997; Wightman and
Allen, 1992; Willihnganz et al., 1997�. However, simple tone
detection paradigms do not present the kind of source segre-
gation challenge that we face in real life, primarily because
the “distraction” is typically relatively static and has a very
different quality than the target signal. It is now well docu-
mented that, if a detection paradigm is modified to introduce
uncertainty and signal-like quality in the distracter stimulus,
the segregation/attention problem becomes much more diffi-
cult. For example, when adult listeners are asked to detect a
tone masked by a complex of other tones, randomizing the
frequencies and levels of the masker tones produces a sig-
nificant decrement in performance, represented by as much
as a 40 dB threshold elevation in some conditions and some
listeners �Neff and Callaghan, 1988; Oh and Lutfi, 1998�.
This effect has been called “informational masking” to dis-
tinguish it from “energetic masking,” which is masking
thought to be caused by overlap of signal and masker spec-
tra. Large individual differences characterize informational
masking data. Some adult listeners show little or no informa-
tional masking, while others show a great deal �Oh and Lutfi,
1998�. Recent results from our laboratory �Oh, Wightman,
and Lutfi, 2001; Wightman et al., 2003� suggest that infor-
mational masking is much greater in young children. More-
over, the individual differences in the data from children of
the same age are also large. Even among teenagers, the data
from some are like preschoolers and from others are like
adults �Wightman et al., 2003�.a�Electronic mail: fred.wightman@louisville.edu
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The recent models of informational masking, developed
in the context of the pure-tone detection paradigms, suggest
that listeners base their detection decisions on the weighted
sum of outputs of a bank of auditory filters or channels
�Lutfi, 1989, 1993; Lutfi et al., 2003a; Oh and Lutfi, 1998;
Richards, Tang, and Kidd, 2002; Tang and Richards, 2003;
Wright and Saberi, 1999�. The large differences in informa-
tional masking between children and adults and the large
individual differences in thresholds are well predicted by the
version of the model proposed by Oh and Lutfi �1998�. In
this model individual differences are explained by changes in
channel weights and in “weighting efficiency,” a measure
that represents the difference between a listener’s weights
and those of an ideal observer in the same task. In most
cases, the ideal observer would place nearly all weight on the
signal channel and little or no weight on the channels passing
the masker components. Data from our laboratory suggest
that children display more informational masking because
they place much more weight than adults on the nonsignal
channels �Oh et al., 2001�. In other words, children appear to
listen less selectively than adults.

The hypothesis that children listen less selectively than
adults is generally consistent with the data from numerous
studies of the development of selective attention as assessed
in dichotic listening paradigms. In a typical dichotic listening
experiment, a listener is asked to attend to the message pre-
sented to one ear and to ignore a distracting message pre-
sented in the other ear. Two kinds of results emerge from
these studies. First, there is a consistent “right-ear advan-
tage” �REA� which is revealed by higher performance when
the target is presented to the right ear than when it is in the
left ear. Most of the evidence suggests that the magnitude of
the REA is the same in children as in adults �Bryden and
Allard, 1981; Geffen, 1976, 1978; Geffen and Sexton, 1978;
Hiscock and Kinsbourne, 1977, 1980; Sexton and Geffen,
1979�, but this is still a controversial issue �Hugdahl, Carls-
son, and Eichele, 2001; Morris et al., 1984; Pohl, Grub-
muller, and Grubmuller, 1984�. A second consistent finding
is that children do not perform as well as adults in dichotic
listening tasks. The poorer performance is a result of more
intrusions from the distracter message in the opposite ear,
thus suggesting poorer attentional selection in children. This
is taken as evidence that some of the brain processes that
mediate performance in an auditory selective attention task
are not mature in children �Doyle, 1973; Maccoby, 1969;
Maccoby and Konrad, 1966�. Data from recent studies of
event-related brain potentials evoked during a selective at-
tention task �Berman and Friedman, 1995; Coch, Sanders,
and Neville, 2005� are consistent with this view. These re-
sults suggest that the N1 attention effect first reported by
Hillyard et al. �1973� is not adult-like until after age 8 �Coch
et al., 2005�. However, it is not clear whether this develop-
mental effect originates in mechanisms of executive control,
sustained attention, stimulus selection, or some other process
that subserves selective attention �Gomes et al., 2000�.

A previous study of dichotic listening using pure tones
as targets and distracters �Wightman et al., 2003� reports
results that are qualitatively consistent with those from the
above-cited studies. When the target is presented to one ear

and the distracter to the other, children produce much higher
detection thresholds �poorer performance� than adults. These
results, as well as the results from studies in which a pure-
tone target and distracter are presented to the same ear �Lutfi
et al., 2003a, 2003b; Oh and Lutfi, 1998; Oh et al., 2001�,
offer a useful picture of the developmental course of pure-
tone informational masking. However, it is not clear how the
results from pure-tone detection experiments might general-
ize to a more realistic everyday selective attention task.

Attending to a target speech signal in the presence of
other speech distracters is a good example of an everyday
auditory selective attention task. Listening to speech is prob-
ably the primary vehicle for learning among young hearing
children, and speech is rarely heard in a quiet environment.
Given the pure-tone detection results one might predict that
children would have more difficulty than adults with this
task. Although there is some support for this prediction in the
literature, the details have yet to be revealed. The dichotic
listening literature �cited earlier� offers some clues, but only
for the unnatural case in which target and distracter are in
different ears. Data from two recent studies �Fallon, Trehub,
and Schneider, 2000; Hall et al., 2002� do suggest that chil-
dren have more difficulty than adults attending to speech that
is presented with a speech distracter in the same ear.

One complexity of the speech task is the fact that both
energetic and informational masking are likely to be in-
volved. Because interfering speech overlaps the target both
temporally and spectrally, energetic masking is to be ex-
pected. However, the focus here is on informational masking,
which in the speech task would be caused both by the simi-
larity of the target and distracter speech signals and by the
uncertainty of the distracter from trial to trial. It is difficult, if
not impossible, to disentangle energetic and informational
masking effects completely, but previous research offers
some useful techniques that may be applied to studies with
children.

A series of experiments recently reported by Brungart
and colleagues �Brungart, 2001a, 2001b; Brungart and Sim-
pson, 2002, 2004; Brungart et al., 2001; Kidd et al., 2003�
uses a novel speech intelligibility task that offers sensitive
measures of “purely” informational masking effects. The
“Coordinate Response Measure” �CRM� is a task in which
listeners are asked to attend to a spoken target message of the
form, “Ready call sign, go to color number now.” The target
“call sign” is fixed for a block of trials �or for the entire
experiment� and is chosen from a group of eight �e.g.,
“baron,” “ringo,” “arrow,” “tiger”�. The target “color” and
“number” are chosen randomly for each trial, from a set of
four colors �red, blue, green, and white� and eight numbers
�1–8�. One or more distracter messages is mixed with the
target message and has exactly the same form as the target
but different call sign�s�, color�s�, and number�s�. Target and
distracter messages are temporally aligned at the beginning,
and are roughly the same total duration. Typically the target
talker �one of eight, four males and four females� is fixed for
a block of trials �often the entire experiment�, and the dis-
tracter talker�s� is either the same as or different from the
target. If different, the distracter can be either the same or the
opposite sex. In the CRM task listeners are asked to report
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the target color and number on a computer screen. The ratio
�T/D, in dB� of overall target rms to overall ipsilateral dis-
tracter rms is varied, and percent correct is recorded at each
T/D. The articles describing the development and early ex-
periments with the CRM �Bolia et al., 2000; Brungart,
2001a� describe the task and stimulus materials in detail and
show how the results compare with other more traditional
measures of speech intelligibility.

The experiments described by Brungart �2001b� provide
convincing evidence that masking in the CRM task is domi-
nated by informational masking. The initial experiments in-
vestigated the masking effects of a single distracter presented
in the same ear as the target. When the distracter was a
speech-shaped noise with its envelope modulated by a CRM
message, performance was considerably better �near perfect
performance down to T/D of −6 dB� than with any of the
speech distracters. The noise presumably approximated the
energetic masking components of the speech distracter
stimuli. Since performance was much poorer with the speech
distracter, the assumption is that the overall masking effect
with the speech distracter was primarily informational. When
the distracter and target speakers were of opposite sexes,
there was a dramatic improvement in performance over the
condition in which both target and distracter speakers were
of the same sex. This was most likely a result of the fact that
male and female voices were perceptually very different,
thus reducing informational masking. There was a smaller
performance improvement when the target and distracter
talkers were different, but of the same sex. The same argu-
ments could be made in this case about reductions in target
and distracter similarity. Finally, indications of the domi-
nance of informational masking in the CRM task were found
in the shapes of the psychometric functions �% correct vs
T/D� in the various conditions. With a modulated noise dis-
tracter the psychometric functions were monotonic ogives,
from chance �3% correct� to perfect performance, typical of
detection or other speech intelligibility results. However,
when the distracter was speech, the psychometric function
displayed a prominent plateau from about 0 dB T/D to about
−10 dB T/D. In other words, over a 10 dB range in which
the target was progressively less intense than the distracter,
performance remained constant. Brungart explained this in
the context of informational masking. Especially in the con-
ditions in which the target and distracter talkers were the
same, intensity �loudness� could have provided information
that might have allowed the listener to segregate target and
distracter, since all other attributes of the two voices were the
same. Thus, when the target was less intense than the dis-
tracter, so long as it was audible, a listener might be able to
adopt the strategy of “listening to the softer voice.” This
strategy is clearly inconsistent with the principles of ener-
getic masking.

The assertion that the masking effects of a speech dis-
tracter in the CRM task are primarily informational is
strengthened by a detailed analysis of the listeners’ errors.
Brungart �2001b� shows that the color or number errors are
not random, as might be expected if the masking were pri-
marily energetic. Rather, the vast majority of errors come
from the distracter message. For example, in one condition

�same sex distracter� approximately 70% of the number re-
sponses were correct at a T/D of 0 dB. From the 30% num-
ber errors at this T/D ratio, approximately 28% �thus, nearly
all of them� were from the distracter message. This suggests
that listeners could hear both target and distracter messages
but made errors because of an inability either to segregate the
two messages or to remember which message was the target.

The experiment reported here explores informational
masking in children using the CRM task. The aim is to un-
derstand both the extent and character of informational
masking with speech stimuli and the development changes in
the effects that occur from preschool age to young adulthood.

II. METHODS

A. Listeners

Eight adults and 38 children served as participants in
this experiment. An additional 3 adults were recruited but did
not complete the experiment. Preschool children were re-
cruited from the University of Wisconsin’s Waisman Early
Childhood Program. Older children and adults were recruited
from the University of Wisconsin community. The adults
ranged in age from 20 to 30 years. For convenience in data
interpretation, the children were divided into five age groups:
8 children were in the age range 4.6–5.7 years; 6 in the
6.6–8.5 year group; 8 in the 9.6–11.5 year group; 8 in the
11.6–13.5 year group; 8 in the 13.6–16.0 group. All adults
and children passed a 20 dB HL screening for hearing loss.
The preschool �4.6–5.7 years� children were tested for
middle-ear problems �routine tympanometry� before each
session, and the other children were tested similarly before
the first session and irregularly thereafter. Sessions were can-
celed whenever there were indications of middle-ear prob-
lems. All children who were recruited completed the experi-
ment.

B. Stimuli

The target and distracter speech messages were drawn
from the corpus of CRM stimuli made available by Bolia et
al. �2000�. The corpus includes 2048 phrases of the form,
“Ready, call sign, go to color number now.” Eight talkers �4
male, 4 female� are recorded, each speaking 256 different
phrases �eight call signs, “baron,” “ringo,” “tango,” etc.;
eight numbers, 1–8; four colors, “red,” “white,” “green,”
“blue”�. For this experiment, the target phrase was always
spoken by talker 1 �male� from the corpus, using the call sign
“baron.” The distracter phrases always used a different
talker, call sign, color, and number. In some conditions the
sex of the distracter talker was male, and in other conditions
female. With the exception of the distracter talker’s sex, the
distracter phrases�s� used on each trial were chosen randomly
from the available, nontarget phrases.

All conditions involved trials in which a single target
and single distracter were presented to the listener’s right ear.
In some conditions an additional distracter phrase was pre-
sented to the left ear. Another condition involved presenta-
tion of a Gaussian noise with a speech-shaped spectrum to
the left ear. The overall level �rms� of the distracter in the
target ear was held constant for all conditions at approxi-
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mately 62 dB SPL. When a speech distracter was present in
the nontarget ear, it was presented at this same rms level.
When a noise distracter was present in the nontarget ear, its
rms level was 77 dB SPL. The rms level of the target was
varied from trial to trial. Depending on listener and condition
the target/distracter ratio �T/D� ranged from +24 to −24 dB.
Thus the highest rms level of the target was 86 dB SPL.

The stimulus materials were produced digitally �CRM
stimuli taken from the distribution CD, noise synthesized on
a PC�, converted to analog form �44.1 kHz sample rate� by
Tucker-Davis Technologies �TDT� DD1 D/A converters,
mixed, amplified and presented to listeners via calibrated
Beyer DT990-Pro headphones. Target and distracter levels
were controlled by programmable attenuators �TDT PA-4�
prior to mixing. The target and distracter phrases were time-
aligned on the distribution CD such that the word “ready” for
target and distracter phrases started at the same time.

C. Conditions

The experiment involved three distracter conditions. In
all conditions a target phrase and a simultaneous distracter
phrase �different talker, call sign, color, and number than the
target� were presented to the listener’s right ear. A monaural
condition involved no stimulus presented to the contralateral
ear. The second distracter condition added a speech-shaped
noise distracter to the contralateral ear. In the third distracter
condition a speech distracter �CRM phrase with different
talker, call sign, color, and number than either the target or
the ipsilateral distracter� was presented to the contralateral
ear. Each distracter condition was tested with both male and
female distracters. Thus, there were six total conditions in
the experiment. The youngest children were not tested with
male distracters since pilot testing suggested that, with a con-
tralateral distracter stimulus, target levels in excess of 90 dB
SPL would be required to obtain above-chance performance.

D. Procedure

Listeners sat in a sound-isolated room �IAC 1200� in
front of a computer display. The display showed a start but-
ton and 32 response buttons arranged in four colored matri-
ces of 8 buttons each, numbered 1–8. Individual trials were
initiated by the listener by a mouse-click on the start button,
except for sessions involving the youngest �preschool� chil-
dren, in which case the experimenter �seated beside the
child� initiated the trial once the listener was quiet and ap-
peared attentive. After hearing the phrases, the listener
moved the mouse cursor to the matrix of the heard color and
clicked on the number corresponding to the heard number.
The preschoolers pointed to the color-number of the heard
phrase and the experimenter entered the response. Visual
feedback was given �“smiley face” on computer screen� for a
correct response. The preschool children were also verbally
reinforced after each trial.

The level of the target was varied in an up-down stair-
case fashion �5 levels� from trial to trial so that an entire
psychometric function, from near perfect performance to
chance, could be estimated during each session. The highest
level was presented first. Then the level was decreased on

each of the next 4 trials, after which it was increased for 4
trials. This down-then-up sequence was then repeated for the
duration of the run. In this way the highest and lowest levels
were tested on half as many trials as the intermediate levels.
For the preschool children, the 5 levels were 4 dB apart, so a
16 dB range was covered. For the older children and adults,
the levels were 8 dB apart, and the total range of target levels
was 32 dB. The highest target level was chosen �based on
pilot testing with each listener� in order to assure near perfect
performance. Practice runs with no distracter were also
tested to assure perfect performance at each target level. In
any given run only 5 levels were presented, but for some
adults and children the starting levels were different on dif-
ferent runs to evaluate both perfect and near-chance perfor-
mance.

Both children and adults completed at least 1 practice
run in each of the six conditions �and one with no distracter�
before data were collected. Children were tested in an addi-
tional practice run if it appeared necessary. Most young chil-
dren were tested in two practice runs. Following practice,
runs from the six conditions were tested in a pseudorandom
order, such that for each run a random choice was made
among all the remaining runs across all conditions.

For children the total number of trials in each condition
ranged from 256 to 384. For adults, the total number of trials
in each condition ranged from 512 to 640. Testing was con-
ducted over the course of several sessions. The preschool
children were tested in 32-trial runs, and they would nor-
mally complete 2 such runs in a session. Older children and
adults were tested in 64 or 128 trial runs depending on the
listener. For the preschool children, the sessions were always
less than 30 min and were held once per week. Completion
of the experiment required as many as 12 sessions for these
children. The adult sessions were 1.5–2.0 h long and were
scheduled at the participant’s convenience, usually twice per
week. Most adults completed the experiment in 4–6 sessions.
For children at intermediate ages, sessions were 1–2 h, de-
pending on the participant, and the number of sessions re-
quired to complete the experiment ranged from 3 to 5. Fre-
quent breaks were encouraged for all participants.

Children in the youngest age group were given a small
toy at the end of each session. All other participants were
paid $7/h for their participation.

III. RESULTS AND DISCUSSION

A. Data analysis

Interpreting psychometric function data from children is
complicated by several factors. First, young children cannot
be tested as extensively as older children and adults, so com-
paring results across age groups is not always straightfor-
ward. Second, individual differences are often larger in the
younger age groups �Oh et al., 2001; Wightman and Allen,
1992; Wightman et al., 2003�. Third, the upper asymptote of
many psychometric functions obtained from children does
not reach 100% correct, even for very strong signals, imply-
ing a certain degree of inattention. Finally, in the current
paradigm, the same numbers of trials were not run at all T/D
ratios because of the nature of the staircase procedure. In

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Wightman and Kistler: Informational masking of speech in children 3167



previous studies �Wightman et al., 2003� these problems
were mitigated by fitting a smooth curve �logistic� to the
psychometric function data from each listener in each condi-
tion and extracting estimates �with confidence limits� of the
parameters of those fitted functions �Wichmann and Hill,
2001a, 2001b�. This allowed interpretation of the thresholds
�T/D ratio producing 75% correct� for each listener. In the
current study, complete psychometric functions were also ob-
tained from each listener in each condition. However, it is
not meaningful to compute the parameters of best fitting
functions from these data. Many of the functions are irregu-
lar in shape, either nonmonotonic or having a plateau, similar
to what has been reported before �Brungart et al., 2001;
Brungart and Simpson, 2002�. For these reasons, we will
show complete psychometric functions when discussing the
results.

In order to reduce the data set from the 38 children and
8 adults to a manageable size, the children were assigned to
age groups spanning roughly 2 years, as described earlier.
The psychometric functions from all the children in each of
the six age groups and each of the six conditions were plot-
ted �a total of 36 plots� and examined visually for homoge-
neity. Figure 1 shows four representative examples. The data
from individual listeners are plotted along with the means
�weighted according to the number of trials included for each
listener at each T/D�, for two conditions and two age groups.
Our conclusion from this informal analysis was that in spite
of large individual differences in percent correct at specific
T/D ratios, the shapes of the individual psychometric func-
tions in each age group are well represented by the mean.
Thus, all further analyses are based on the group mean psy-
chometric function in each condition.

Although the experimental design did not allow a sys-
tematic assessment of potential training effects, an informal
analysis suggested that, even for the youngest children
tested, performance was approximately constant for the du-
ration of the experiment.

B. Male distracter conditions

Figure 2 shows mean psychometric functions obtained
from five of the six age groups �the preschool children were

not tested in these conditions� in the three male distracter
conditions. To facilitate comparison across age groups, only
partial psychometric functions are shown. It is important to
note in this context that all listeners reached near 100% cor-
rect performance at high T/D ratios and approached chance
at low T/D ratios. The stimulus configurations represented in
this figure are nearly identical to those in the Brungart and
Simpson �2002� study of adults. The main differences are
that the Brungart and Simpson experiment used a contralat-
eral noise distracter 5 dB more intense than what was pre-
sented here. Consider first the current data from the adults.
These are entirely consistent with those shown in Fig. 2 of
Brungart and Simpson �2002�. With no distracter in the con-
tralateral ear, performance is nearly perfect at a T/D ratio of
+8 dB, decreases to about 70% correct at T/D of 0 dB, re-
mains at 70% until a T/D of about −8 dB, and falls for lower
T/D ratios. The plateau in performance between a T/D of 0
and −8 dB has been reported before �Dirks and Bower, 1969;
Egan, Carterette, and Thwing, 1954� and probably reflects
these listeners’ abilities to segregate target and distracter on
the basis of intensity. The addition of a noise distracter to the
contralateral ear has no effect, also as shown in the Brungart
and Simpson �2002� experiment, but the addition of a con-
tralateral speech distracter has a substantial negative effect,
reducing performance by as much as 30% at some T/D ra-
tios. Even though, as shown by Brungart and Simpson
�2002�, a contralateral speech distracter has no impact when
presented alone, its simultaneous presence with an ipsilateral
distracter apparently interferes with listeners’ abilities to seg-
regate the target and the ipsilateral distracter.

The mean data from the four groups of children �Fig. 2�
suggest increasing amounts of informational masking in all
conditions as age decreases. At a T/D ratio of +8 dB, perfor-
mance is quite good �over 80%� in all age groups, but the
youngest group �6.6–8.5 years� obtains less than 35% cor-
rect at the 0 dB T/D ratio. The performance plateau between
T/D ratios of 0 and −8 dB is not evident in the data from the
youngest group but is obvious in the data from the other
groups. Thus, from these data, we might conclude that only
listeners 9 years of age or older use the intensity-based
target-distracter segregation strategy. The lack of an effect

FIG. 1. Psychometric functions from individual listen-
ers in two age groups �adults—top panels; children
6.6–8.5 years—bottom panels� and two male distracter
conditions �monaural—left panels; contralateral—right
panels�. Functions plotted with different symbols repre-
sent data from the different listeners and the dashed line
represents the mean. Data are plotted as a function of
the target/distracter ratio in the target ear.
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caused by the additive contralateral noise appears in all age
groups. Finally, the substantial decrement in performance
caused by the addition of a contralateral speech distracter is
roughly constant across the age groups, but slightly smaller
for the youngest group tested �probably a floor effect�. The
constancy of the contralateral speech effect is somewhat sur-
prising. Even though the data from this and previous experi-
ments �Oh et al., 2001; Wightman et al., 2003� suggest that
informational masking decreases as the age of the listener
increases, the added component of informational masking
contributed by a contralateral distracter seems not to be age
dependent.

The age effects in each of the three male distracter con-
ditions are shown more clearly in Fig. 3. This figure shows
the same data as Fig. 2, but displayed differently. The three
panels represent the three distracter conditions and the dif-
ferent symbols represent the different age groups. Note that
with few exceptions, at each T/D ratio performance de-
creases monotonically with decreasing age, although there is
virtually no difference in performance between the two old-
est age groups of children. Note also that the plateau effect is
evident in both the monaural and contralateral noise condi-
tions in all age groups except the youngest tested.

The masking effects shown in Figs. 2 and 3 are almost
certainly dominated by informational, not energetic, mask-
ing. Brungart �2001b� offers several kinds of evidence sup-
porting this assertion. First, when the ipsilateral distracter in
his experiment was a speech-shaped noise modulated by the
envelope of a CRM phrase, adult listeners’ performance was
near perfect at a T/D ratio of 0 dB, only decreasing to about
60% at a T/D of −8 dB. It is reasonable to assume that the
masking produced by the modulated noise would represent
an upper bound on energetic masking in these conditions.
Thus, the masking effects observed in the Brungart �2001b�

experiment, at least down to T/D of −8 dB, would be prima-
rily informational. Brungart �2001b� also presented an analy-
sis of errors that strongly implicated informational masking.
The overwhelming majority of color and/or number errors
made by his adult listeners with an ipsilateral speech dis-
tracter consisted of colors and/or numbers that were present
in the distracter phrases. If energetic masking were at work,
one might expect the listener to choose a response randomly,
thus producing a chance distribution of errors. A similar
analysis of errors for the adult listeners in the current experi-
ment is shown in Fig. 4. Color and number errors are com-
bined, and the number of color and/or number errors ex-
pected to be present by chance �random errors� in the
distracter is shown by the dashed lines. Note that in both the
monaural and contralateral noise conditions �upper panels�,
for T/D ratios greater than −8 dB, more than 90% of the total
responses �both correct and incorrect� were contained in ei-
ther the target or distracter phrases. The same is true for the
contralateral speech condition �lower panels�. The data from
the contralateral speech condition are plotted twice in this
figure to clarify the number of errors expected by chance to
be contained in both the ipsilateral and contralateral distract-
ers. The contralateral plot �right panel� shows that for T/D
ratios between −8 and +8 dB most of the errors came from
the ipsilateral distracter, as represented by the fact that the
number of errors from the contralateral distracter at these
T/D ratios is less than would be expected by chance. The
ipsilateral plot �left panel� confirms this by showing that the
number of errors contained in the ipsilateral distracter is
greater than would be expected by chance. In summary, the
fact that at T/D ratios greater than −8 dB most of the errors
were contained in the distracter�s� is entirely consistent with

FIG. 2. Mean psychometric functions for listeners in
five age groups in the three conditions that used a male
distracter talker. The age ranges are indicated in each
panel and the conditions are indicated in the lower left
panel. Error bars represent 95% confidence intervals of
the mean.
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what was reported by Brungart �2001b� and argues that the
masking effects are primarily informational at these T/D ra-
tios.

The error analyses shown in Figs. 5 and 6 provide evi-
dence that the masking effects for the children are also domi-
nated by informational masking. Figure 5 shows the data
from the oldest age group �13.6–16 years�. Note that except
for a slightly lower performance level �as represented by
fewer correct responses� the distribution of responses is in-
distinguishable from that seen in the adult data �Fig. 4�. As
was the case in the adult data, for T/D ratios of −8 dB and
higher, most of the errors made by the children come from
the distracter�s�. In addition, most of the errors in the con-
tralateral speech condition come form the ipsilateral dis-
tracter. Thus it appears that both the adults and the older
children can effectively ignore the distracter in the nontarget
ear, since the number of errors contained in the contralateral
distracter never rises above that expected by chance. How-
ever, the pattern of errors also suggests that both adults and
older children can hear and understand both target and dis-
tracter messages at T/D ratios of greater than −8 dB, and that
the masking effects seen at these T/D ratios are thus infor-
mational.

Figure 6 shows the error analysis for the youngest group
of children tested in the male distracter conditions. Note that
this figure shows no data for T/D ratios below −8 dB; per-
formance for nearly all of these listeners was at chance be-
low this value. Although the pattern of errors is different for
these young children than for the adults �Fig. 4� and older
children �Fig. 5�, the conclusions to be drawn from the error
analyses are not fundamentally different. When performance
is substantially above chance �at T/D ratios of 0 dB and
above�, most of the errors are contained in the distracter�s�.
In the monaural and contralateral noise conditions �upper
panels of Fig. 6� the number of errors contained in the dis-
tracter is well above chance at T/D ratios of 0 dB and below.
In the contralateral speech condition �lower panels of Fig. 6�,
although performance was near chance at −8 dB T/D ratio,
the vast majority of errors at this T/D ratio and above came

FIG. 3. Mean psychometric functions from the three male distracter condi-
tions plotted with age group as the parameter in each panel. Error bars
represent 95% confidence intervals of the mean.

FIG. 4. Response analysis of the data from the adult
listeners in the three male masker conditions. The upper
panels show responses from the monaural condition
�left� and the contralateral noise condition �right�.
Lower panels show responses from the contralateral
speech distracter condition. Correct responses are indi-
cated by the lightest shading. Color and/or number er-
rors contained in the ipsilateral distracter, contralateral
distracter, or neither are indicated by darker shadings.
The light dashed lines indicate the number of color
and/or number errors expected if the listener were re-
sponding randomly. The same data are plotted in the
two lower panels to facilitate comparison of actual re-
sponses to expected random responses from the ipsilat-
eral �left� and contralateral �right� distracters.
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from the distracter�s�. As with the adults and older children
most of the errors came from the ipsilateral distracter. As
shown in Fig. 6 �lower panels�, at T/D ratios above 0 dB the
number of errors contained in the contralateral distracter was
no greater than would be expected by chance, and at lower
T/D ratios was much less than chance. Thus, even the young-
est children appear to focus attention on the target ear and
thus limit intrusions from the message in the nontarget ear.
This result may appear to contradict the findings of our pre-
vious study of pure-tone informational masking in children
�Wightman et al., 2003�, which suggested that children could
not ignore the stimulus in the contralateral ear. However,
there are many differences between the current experiment
and the previous one, not the least of which is the fact that in
the current experiment distracters were present in both ears.
Thus, the apparent contradiction is not viewed as serious.
Moreover, as will be shown in the results from the female
distracter conditions, there is evidence here that in some
cases children do attend to the contralateral ear when it is not
appropriate to do so.

Error analyses for the two intermediate age groups of
children are not shown here since the patterns of errors are
not substantially different than those shown for the other
groups. Performance in all conditions declines systematically
with age, as can be seen in Fig. 3, and the error analyses
reveal nothing inconsistent with the other error analyses. In
all conditions most of the errors for T/D ratios greater than
−8 dB are contained in the distracter presented to the target
ear.

The main result from the male distracter conditions, that
informational masking is greater in children than in adults,
agrees with the results of other developmental experiments
in the literature on speech recognition with same-sex speech
distracters. For example, Hall et al. �2002� reported higher
speech recognition thresholds in both adults and children
with a 2-talker speech distracter than with a noise distracter.
This is clear evidence of informational masking. The same
authors also reported that the effect is greater in their
5–10 year olds than in their adults. Fallon et al. �2000� ob-
tained higher speech recognition thresholds from children

FIG. 5. Same as Fig. 4, except that the response analy-
sis of the data from the children in the 13.6–16.0 year
age group is shown.

FIG. 6. Same as Fig. 4, except that the response analy-
sis of the data from the children in the 6.6–8.5 year age
group is shown.
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than from adults with a multitalker babble distracter, but no
control condition was run with a noise distracter to assess the
extent of informational masking in this experiment.

C. Female distracter conditions

In the female distracter conditions the ipsilateral and, if
present, the contralateral speech distracters were spoken by a
female, randomly selected on each trial from the four pos-
sible female talkers in the corpus. If there were two distract-
ers they were spoken by two different female talkers. The
target talker was the same male �Talker 1 from the corpus� in
all conditions. Thus, this condition was similar to the “dif-
ferent sex” condition in the experiment reported by Brungart
�2001b�, except that in the Brungart study, the sex of the
target talker was also allowed to vary from trial to trial.

The mean data from all six age groups �including the
preschoolers, who were not tested with male distracters� are
shown in Fig. 7. The format of this figure parallels that of
Fig. 2. Several features of these data are noteworthy. First,
comparing the data from Figs. 2 and 7, it can be seen that for
the adults in the monaural condition there is a substantial
release from informational masking when the target is male
and the distracter is female. At a T/D ratio of 0 dB for ex-
ample, performance is near perfect with the female distracter
and only 70% correct with a male distracter �Fig. 2�. More-
over, at a T/D ratio of −16 dB, adult performance with the
female distracter is about 75% correct and with a male dis-
tracter it was no more than 55%. At this low T/D ratio ener-
getic masking is almost certainly playing a significant role,
so a complete release from masking is not to be expected.
For the children there is also a substantial release from in-
formational masking when the target talker is male and the
distracter talker is female �compare Figs. 2 and 7�. At 0 dB
T/D ratio with the male distracter, children in the

6.6–8.5 year old group obtained about 30% correct, but with
the female distracter performance was above 70% correct.
This corresponds to approximately 9 dB of improvement in
the T/D ratio required for 50% correct. The release from
informational masking in the female distracter conditions
was similar in the other groups of children.

Consistent with the diminished contribution of informa-
tional masking at low T/D, there is no evidence of the pla-
teau effect that was observed with male distracters at T/D
ratios between 0 and −8 dB. The lack of a performance pla-
teau is similar to what was reported by Brungart �2001b� in
the “different sex” condition of his experiment. Those data
show a gradual decline in performance from 100% at a T/D
ratio of +12 dB to about 80% at a T/D of −12 dB, similar to
what is shown here for the adult listeners �Fig. 7�. It is rea-
sonable to suggest that for the adults and older children,
target-distracter segregation is facilitated so much by the dif-
ference in target and distracter sex that no further improve-
ment is to be had by the use of the level-segregation strategy.

The impact of the contralateral noise and the contralat-
eral speech distracters in the female distracter conditions was
very similar to what was observed with male distracters.
Adding noise to the contralateral ear had little or no effect,
except at the lowest T/D ratio �−16 dB� where it caused a
slight drop in performance in each age group. However, in
spite of the release from informational masking in the target
ear caused by the use of a different sex distracter, adding
female speech to the contralateral ear caused a substantial
drop in performance, about 20%, for all groups except the
youngest, at T/D ratios near the midpoint of the psychomet-
ric functions. The 20% drop was somewhat smaller in some
age groups than with male distracters, as might be expected.
However, in the 6.6–8.5 year old group the impact of the
contralateral female distracter �Fig. 7� appears to be some-

FIG. 7. Mean psychometric functions from listeners in
all age groups from the conditions that used the female
distracter talker. Labeling is the same as in Fig. 2. Error
bars represent 95% confidence intervals of the mean.
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what greater than the impact of the contralateral male dis-
tracter �Fig. 2�. Overall, the effect of adding a contralateral
female masker was largely age independent. The youngest
children �preschoolers�, who were the poorest performers
overall, showed a slightly larger effect of the added con-
tralateral female speech masker �30%–40% near the mid-
point of the psychometric function�.

The age effect in the female distracter conditions is
shown in Fig. 8. As in the male distracter conditions �Fig. 3�
performance in all conditions declines systematically and
monotonically as age decreases. At a T/D ratio of 0 dB for
example, the adults scored around 95% correct in the mon-
aural condition, while the children in the youngest age group
scored no higher than 30% in the same condition. As in the
male distracter conditions, there is almost no difference in
performance between the two oldest age groups of children.

An error analysis of the adult data from the female dis-
tracter conditions is shown in Fig. 9. These data suggest that
the masking effects produced by the ipsilateral distracters
were primarily energetic. Note that the number of errors con-
tained in the distracter�s� never exceeds that expected by
chance. Note also that at the lowest T/D ratios the number of
errors contained in the ipsilateral distracter was lower than
would be expected by chance. This suggests that at this T/D
ratio, although the target was probably inaudible, the listener
could hear and understand the ipsilateral distracter and thus
eliminate it from the set of possible responses. The same
strategy was apparently not used for the contralateral dis-
tracter, since the number of responses contained in this mes-
sage was never different from chance.

Figure 10 shows the error analysis of the data from the
oldest group of children �13.6–16�. There are only slight dif-
ferences between the error patterns shown here and those
from the adults �Fig. 9�. The same can be said of the error
patterns for the children whose errors are not shown �ages
6.6–13.5�. However, one minor difference emerges in the
error data from the 6.6 to 8.5 year group. This group does
not show a lower than chance frequency of errors contained
in the ipsilateral distracter at low T/D ratios. In the adults and

FIG. 8. Same as Fig. 3 except for the female distracter conditions. Error bars
represent 95% confidence intervals of the mean.

FIG. 9. Same as Fig. 4 except that the response analysis
of the data from the adults in the female distracter con-
ditions is shown.
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other groups of children this is interpreted as evidence of the
ability to eliminate the ipsilateral distracter message from the
set of response alternatives.

Figure 11 shows an error analysis for the 4.6–5.7 year
old age group in the female distracter conditions. Note that
for the monaural and contralateral noise distracter conditions
�upper panels�, the overwhelming majority of errors came
from the distracter phrases, suggestive of informational
masking. Since it is probably safe to assume that at the posi-
tive T/D ratios represented here both target and distracter
were audible and understandable, one must conclude that the
children simply could not determine or remember which was
the target phrase and which was the distracter or could not
disentangle the two. In the error analysis from the contralat-
eral female speech distracter condition �lower panels�, an
especially intriguing result can be seen. As in the monaural
condition, most of the errors in this condition were contained
in the distracter�s�. However, in contrast with the data from
adults and older children, a large number of errors were con-

tained in the contralateral distracter phrase. This could mean
that young children forgot or could not determine which was
the target voice, and, in addition, could not segregate the two
messages in the ipsilateral ear. Thus, their only remaining
choice was the contralateral distracter. This is qualitatively
consistent with previous results from our laboratory �Wight-
man et al., 2003� that indicated an inability of preschoolers
to focus their attention on a single ear. The Wightman et al.
�2003� experiments involved detection of a pure-tone signal
which was presented with a random multicomponent tonal
distracter. Children in the preschool age group demonstrated
large amounts of informational masking when the distracter
was in the target ear and only a modest release from masking
when the distracter was presented to the nontarget ear.

The results from the female distracter conditions agree
with those from other studies in the literature on speech-
speech masking in which different sex target and distracter
talkers were used. For example, in the experiment described
by Doyle �1973�, children �8, 11, and 14 years old� shad-

FIG. 10. Same as Fig. 4 except that the response analy-
sis of the data from the children in the 13.6–16.0 year
age group in the female distracter conditions is shown.

FIG. 11. Same as Fig. 4 except that the response analy-
sis of the data from the children in the 4.6–5.7 year age
group in the female distracter conditions is shown. Note
that the abscissa represents different T/D ratios than in
the other figures.
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owed a male target talker in the presence of a single female
distracter. Intrusions �errors� from the distracter talker were
much more frequent in the younger children than in the older
children, a result that appears consistent with ours. However,
our results do not appear consistent with those from the re-
cent study reported by Litovsky �2005�. In that experiment
children and adults identified target spondees produced by a
male talker with either sentences �female talker� or modu-
lated speech-spectrum noise used as distracters. Recognition
thresholds were higher with the noise distracter for both chil-
dren and adults, and there was no difference in amount of
masking between children and adults. Thus, for reasons that
are not obvious, it seems likely that informational masking
was not a factor in the Litovsky �2005� study. The T/D ratios
reported as thresholds in the Litovsky �2005� study are very
low �−16 dB or poorer� compared to most of those tested
here. Brungart �2001b� has shown that at such low T/D ra-
tios, energetic masking exceeds informational masking in the
case of different sex target and distracter talkers.

IV. CONCLUSIONS

Auditory selective attention was measured in 38 children
�ages 4–16 years� and 8 adults using a closed-set speech-
recognition task. The results suggested that listener perfor-
mance was dominated by informational masking when the
distracter was speech from a talker of the same sex as the
target talker, and they confirmed earlier findings that children
are much more influenced by informational masking than are
adults. For the youngest children informational masking with
the single ipsilateral distracter was more than 15 dB greater
than in adults. A clear and monotonic age effect was also
shown, with some children as old as 16 years still not per-
forming at adult levels. For older children and adults, the
added informational masking produced by a contralateral
distracter amounted to about a 5 dB shift in the psychometric
function toward poorer performance. For the youngest chil-
dren the effect was somewhat smaller. Using a male target
talker and female distracter�s� produced a considerable re-
lease from informational masking for all age groups tested.
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The interaction of glottal-pulse rate and vocal-tract length
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Glottal-pulse rate �GPR� and vocal-tract length �VTL� are related to the size, sex, and age of the
speaker but it is not clear how the two factors combine to influence our perception of speaker size,
sex, and age. This paper describes experiments designed to measure the effect of the interaction of
GPR and VTL upon judgements of speaker size, sex, and age. Vowels were scaled to represent
people with a wide range of GPRs and VTLs, including many well beyond the normal range of
the population, and listeners were asked to judge the size and sex/age of the speaker. The
judgements of speaker size show that VTL has a strong influence upon perceived speaker size.
The results for the sex and age categorization �man, woman, boy, or girl� show that, for vowels
with GPR and VTL values in the normal range, judgements of speaker sex and age are influenced
about equally by GPR and VTL. For vowels with abnormal combinations of low GPRs and short
VTLs, the VTL information appears to decide the sex/age judgement. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2047107�

PACS number�s�: 43.66.Lj, 43.71.Bp, 43.71.An �RLD� Pages: 3177–3186

I. INTRODUCTION

When the radio or the telephone presents us with a pre-
viously unknown speaker, we rapidly develop a distinct im-
pression of whether the speaker is an adult or a child, and if
an adult, whether it is a man or a woman. This paper is
concerned with the acoustic cues that people use to make
these judgements. One highly-salient cue is voice pitch; adult
men have low pitches, young children have high pitches, and
adult women lie in the middle. Pitch is determined by the
rate of opening and closing of the vocal folds �glottal-pulse
rate �GPR��. Another potent cue is vocal-tract length �VTL�;
large adult men have the longest VTLs, children have the
shortest VTLs, and women have intermediate VTLs �Fitch
and Giedd, 1999�. Differences in VTL lead to shifts in the
frequency of the prominent spectral peaks �formants� of
speech �Fant, 1970�. We have shown that changes in simu-
lated VTL of as little as 7% can be reliably discriminated
�Smith, Patterson, Turner, Kawahara, and Irino, 2005�. It is
unclear how the different effects of GPR and VTL are com-
bined to influence the perception of speaker size, sex, and
age. The purpose of this paper was to measure the interaction
of GPR and VTL in judgements of speaker size, and to the
categorization of speakers according to sex and age �man,
woman, boy, or girl�.

Recently, we have shown that when listeners are given
two sequences of four vowels, and the simulated VTL for
one sequence is longer than for the other, listeners are ca-
pable of discriminating VTL differences of 6–10%, over a
wide range of GPR and VTL values �Smith et al., 2005�. The

experiments used a 2AFC discrimination task which only
requires the listener to make a relative size judgement. A
second motivation for the present paper was to determine the
extent to which listeners can make consistent judgements
about speaker size, and consistent judgements about the sex
and age of the speaker �man, woman, boy, or girl�.

A. Background

Much of the variability between the voices of men,
women, and children is due to differences in the mass of the
vocal folds and the length of the vocal tract. For a given
vowel, these differences lead to significant differences in
both the GPR �perceived as voice pitch� and the frequencies
of the most prominent spectral peaks �formants�. The length
and shape1 of the vocal tract �VT� causes certain frequencies
to be reinforced and attenuated. The length of the supra-
laryngeal VT is highly-correlated with speaker height, in-
creasing with both age and sex �Fitch and Giedd, 1999�. The
longer the VT, the more the formant frequencies are shifted
towards lower frequencies �Fant, 1970�. As a child grows
between the ages of 4 and 12 �puberty�, there is a steady
increase in VTL with a concomitant decrease in the formant
frequencies. The formant frequencies of adult males decrease
by about 32% from their values at age 4, while the formant
frequencies of adult females decrease by about 20% �Huber,
Stathopoulos, Curione, Ash, and Johnson, 1999�. Within
groups of adult men and women, the correlation between
speaker height and formant frequency weakens �González,
2004�. Nevertheless, a quantitative analysis by Turner and
Patterson �2003� of the variability in the classic vowel data
of Peterson and Barney �1952� shows that, within a given
vowel cluster, speaker size is the largest source of variation.
There is also a strong correlation between body size and
formant-related parameters in rhesus monkeys �Fitch, 1997�,

a�Portions of this work were presented in “The perception of sex and size in
vowel sounds,” British Society of Audiology, UCL London, United King-
dom, 2004, and “Perception of speaker size and sex of vowel sounds,”
Acoustical Society of America, Vancouver, Canada, 2005.
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and in the vowel-like grunts of baboons, the formants of
adult males are about 25% lower in frequency than those of
the females �Rendall, Owren, Weerts, and Hienz, 2004�. In-
deed, the presence of size information has been demonstrated
in a diverse range of vertebrate species �e.g., frogs, Fairchild,
1981, Narins and Smith, 1986; birds, Fitch, 1999; lions,
Hast, 1989; dogs, Riede and Fitch, 1999�.

The relationship between GPR and speaker size is more
complex. Certainly, there is a strong link between speaker
sex and pitch �Darwin, 1871; Morton, 1977�. Adult males
have pitches about an octave lower than adult females pri-
marily because the vibrating segments of the male vocal
folds are about 60% longer than those of the female and,
thus, they are much more massive �Titze, 1989�. This sexu-
ally dimorphic difference in pitch is also present in the
vowel-like grunts of adult baboons �Rendall et al., 2004�. In
a statistical clustering analysis of human adult male and fe-
male speech sounds, both GPR and VTL were highly suc-
cessful as single-factors for classifying speaker sex. How-
ever, GPR was much less effective than VTL in correctly
classifying individual speakers �Bachorowski and Owren,
1999�. The sexual dimorphism in GPR is attributable to in-
creased testosterone at puberty in males which stimulates
growth in the laryngeal cartilages �Beckford, Rood, and
Schaid, 1985�. However, there is no direct correlation be-
tween body size and GPR within adult men and women �e.g.,
Lass and Brown, 1978; Künzel, 1989; Hollien, Green, and
Massey, 1994�. This is to be expected because VTL is dic-
tated by the size of the cranium whilst the vocal folds are not
constrained by any bony structure �Negus, 1949�. The corre-
lation between GPR and speaker size is also weakened by
our use of GPR variation to make prosodic distinctions, such
as the rising pitch contour of the interrogative sentence.
Thus, while GPR provides a strong cue to speaker sex in
adults �cf. Bachorowski and Owren, 1999�, it provides a
more variable cue to speaker size.

B. The interaction of GPR and VTL in judgements of
speaker size, sex, and age

We wished to determine how GPR and VTL interact in
the perception of speaker size. Given the strong correlation
of VTL with speaker size, we would expect that VTL has a
substantial effect on the perception of speaker size. There is
also a correlation between GPR and size, although it is not as
strong, and pitch is a highly salient property of a person’s
voice. With regard to the perception of speaker sex and age,
we wished to determine the combinations of GPR and VTL
that are associated with the categories used naturally by
people, that is, man, woman, boy, and girl. Specifically, we
wished to demonstrate that listeners would reliably assign
combinations of GPR and VTL found in the normal popula-
tion to the expected category, and we wished to investigate
how they would extend the use of the categories to combi-
nations of GPR and VTL well beyond the range normally
encountered. Finally, we wanted to compare the listener’s
speaker-size judgements with their use of the categories,
man, woman, boy, girl, particularly in the extended region of
GPR and VTL values.

II. METHOD

Listeners were presented isolated vowels scaled over a
large range of GPR and VTL values, and requested to make
two judgements about each vowel: the height of the speaker
�seven point descriptive rating� and their natural category
�man, woman, boy, or girl�.

A. Stimuli

The five English vowels �/a/, /e/, /i/, /o/, /u/� of an adult
male �author, R.P.� were recorded in natural /hVd/ sequences
�i.e., haad, hayed, heed, hoed, who’d�, using a high-quality
microphone �Shure SM58-LCE� and a 44.1 kHz sampling
rate. The vowels were sustained �e.g., haaaad� to allow iso-
lation of a stationary vowel component of relatively long
duration, which was free of co-articulation with the preced-
ing /h/ and the following /d/.

The speaker’s vocal-tract shape determines the vowel
type. The speaker’s VTL determines the scale of the reso-
nance and, thus, the position of the vowel pattern along the
frequency dimension. The scaling of the vowels was per-
formed by STRAIGHT �Kawahara, Masuda-Kasuse, and de
Cheveigne, 1999; Kawahara and Irino, 2004�. This sophisti-
cated speech processing software uses the classical source-
filter theory of speech �Dudley, 1939� to segregate GPR in-
formation from the spectral-envelope information associated
with the shape and length of the vocal tract. Liu and Kewley-
Port �2004� have reviewed STRAIGHT and commented fa-
vorably on its ability to manipulate formant-related informa-
tion. STRAIGHT produces a GPR-independent spectral
envelope that accurately tracks the motion of the vocal tract
throughout the utterance. Once STRAIGHT has segregated a
vowel into a GPR contour and a sequence of spectral-
envelope frames, the vowel can be resynthesized with the
spectral-envelope dimension �frequency� expanded or con-
tracted, and the GPR dimension �time� expanded or con-
tracted. Moreover, the operations are largely independent.
Utterances recorded from a man can be transformed to sound
like a women or a child; examples are provided on our web
page.2 The resynthesized utterances are of high quality even
when the speech is resynthesized with GPR and VTL values
well beyond the normal range of human speech �provided the
GPR is not much greater than the frequency of the first for-
mant, cf. Smith et al., 2005�. STRAIGHT is reviewed in
Kawahara and Irino �2004�.

The scaling of GPR consists of expanding or contracting
the time axis of the sequence of glottal events. The scaling of
VTL is accomplished by compressing or expanding the spec-
tral envelope of the speech linearly along a linear frequency
axis. On a logarithmic frequency axis, the spectral envelope
shifts along the axis as a unit. The change in VTL is de-
scribed by the spectral envelope ratio �SER�, that is, the ratio
of the unit on the new frequency axis to that of the axis
associated with the original recording. Values of SER less
than unity indicate lengthening of the vocal tract to simulate
larger men, and SERs greater than unity indicate shortening
of the vocal tract to simulate smaller men, women, and chil-
dren. The SER values of STRAIGHT can be converted to
VTL values by noting that �a� the speaker of our original
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vowels was of normal height, �b� that the VTL of the
average-sized adult male is 15.5 cm �cf. Fitch and Giedd,
1999�, and �c� assuming that formant frequencies scale lin-
early with VTL �Fant, 1970�. The data in this study are re-
ported in GPR and VTL units.

Following the scaling of GPR and VTL by STRAIGHT,
a cosine-squared gating function �10-ms onset, 30-ms offset,
465-ms plateau� was used to select a stationary part of the
vowel. The RMS level was set to 0.025 �relative to maxi-
mum ±1�. The stimuli were played by a 24-bit sound card
�Audigy 2, Sound Blaster�, through a TDT anti-aliasing filter
with a sharp cutoff at 10 kHz and a final attenuator, and
presented binaurally to the listener over AKG K240DF head-
phones. Listeners were seated in a double-walled, IAC,
sound-attenuating booth. The sound level of the vowels was
66 dB SPL.

B. Procedures

The experiments were performed using a single-interval,
two-response paradigm. The listener heard a scaled version
of one of five stationary English vowels �/a/, /e/, /i/, /o/, /u/�,
and had to make one judgement about the size of the speaker
�very short, short, quite short, average, quite tall, tall, very
tall�3 and a second judgement about the sex/age of the
speaker �man, woman, boy, girl�. The order in which the
judgements were made was left to the listener. Size and sex/
age judgements were made by selecting the appropriate but-
ton on a response box displayed on a monitor in the booth.
The level of the vowel was roved in intensity over a 10 dB
range. Since the judgements are subjective there was no
feedback.

The experiment was performed for two ranges of GPR
and VTL values as shown in Fig. 1. The narrower range �Fig.

1�a�� was chosen to encompass the range of GPR and VTL
values encountered in the normal population; GPR varied
from 80 to 400 Hz in six logarithmic steps �seven sample
points�, and VTL ranged from 22.2 to 7.8 cm in six logarith-
mic steps �seven sample points�. The four ellipses show es-
timates of the normal range of GPR and VTL values in
speech for men, women, boys, and girls, derived from the
Peterson and Barney �1952� vowel database. In each case,
the ellipse encompasses 99% of the individuals in the Peter-
son and Barney data for that category of speaker.4 The wider
range �Fig. 1�b�� was chosen to extend the judgements well
beyond the values encountered in everyday speech; GPR var-
ied from 61 to 523 Hz in six logarithmic steps, and VTL
ranged from 26.8 to 6.5 cm in six logarithmic steps. These
VTLs simulate speakers ranging from a small child 0.6-m
high �VTL=6.5 cm� to a giant 3.7-m high �VTL=26.8 cm�.5

A run of judgements consisted of one presentation of
each GPR-VTL combination for all five vowels, presented in
a pseudo-random order �a total of 7 GPRs �7 VTLs �5
vowels, or 245 trials�. Each run took approximately 30 min
to complete. Each listener contributed a block of five runs to
the database for the narrower range of judgements about
speaker size and sex/age, and a block of five runs to the
database for the wider range of judgements about speaker
size and sex/age. The starting range �cf. Fig. 1�a� or Fig.
1�b�� was counterbalanced across listeners. The overlap in
GPR and VTL values in the two ranges allows an across-
condition test of the consistency of size and sex/age judge-
ments. This helps us to see how different ranges of input
sounds are stretched to the available seven point response,
and how that mapping is influenced by the frames of refer-
ence provided by the two different ranges of GPR and VTL
of the vowel sounds.

Eight listeners participated in the experiments, three
male and five female. They ranged in age from 21 to 39
years. All had normal absolute thresholds at 0.5, 1, 2, 4, and
8 kHz.

III. RESULTS

Broadly speaking, the results from the two stimulus
ranges show the same effects �Fig. 2�, and they show that
judgements of speaker size �Fig. 3� and sex/age �Fig. 4� are
affected both by GPR and VTL. Listeners reliably reported
that vowels spoken with a very low GPR and a very long
VTL came from a very tall person �Fig. 3�, and increasing
the GPR or shortening the VTL reliably reduced the reported
size of the speaker �Fig. 3�. The influence of VTL upon these
size judgements was very strong, as shown by the marked
fall-off in reported speaker size as VTL shortened. Examina-
tion of the speaker size judgements over the course of the
experiment showed little evidence of learning; listeners can
do the task at near asymptotic levels almost straightaway. In
the perception of sex and age �man, woman, boy, or girl�,
GPR and VTL had about the same influence in the narrower
range about the normal ellipses �Fig. 4�, but in the wider
range, for the more unusual combinations of GPR and VTL,
it is VTL information which appears to decide the sex/age
judgement �Fig. 4�.

FIG. 1. The open circles show the GPR and VTL combinations of the
stimuli used in the speaker size and sex/age categorization experiments. The
circles in the top panel show the “narrower” range of �7�7� sample points
�GPRs of 80, 105, 137, 179, 234, 306, and 400 Hz; VTLs of 7.8, 9.3, 11.0,
13.2, 15.7, 18.7, and 22.2 cm�. The bottom panel shows the “wider” range
�GPRs of 61, 87, 125, 179, 256, 366, and 523 Hz; VTLs of 6.5, 8.2, 10.4,
13.2, 16.7, 21.3, and 26.8 cm�. The four ellipses show the normal range of
GPR and VTL values in speech for men �M�, women �W�, boys �B�, and
girls �G�, derived from the data of Peterson and Barney �1952�. Each ellipse
contains 99% of the individuals from the respective category.
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A. The effect of stimulus range on speaker size
judgements

We will begin by comparing the size judgements ob-
tained from the two ranges of GPR and VTL values �cf. Fig.
1�a� and 1�b�� because the results show that they are essen-
tially sampling the same size surface, and so the data from
the two ranges can be combined for subsequent analyzes.
Figure 2 shows the column and row averages for both the
narrower and the wider ranges; specifically, the upper panel
shows the data for the two ranges collapsed across VTL �col-
umn averages�, and the lower panel shows the data collapsed
across GPR �row averages�, as indicated by the inset sche-
matic. In both panels, the data from the two ranges are seen
to fall along similar lines �dashed and dotted for the narrower
and wider ranges, respectively�. For the GPR column aver-
ages in the upper panel, the slope of the line fitted to the data
from the narrower range is slightly shallower than the slope
of the line fitted to the data from the wider range. For the
VTL row averages in the lower panel, the reverse is true; the
slope for the wider range is slightly shallower than that for
the narrower range. In both cases, when a single line �solid�
was fitted to the combined data from the two ranges, it was
found to provide an excellent fit to the full data set. Accord-
ingly, the data from the two ranges were combined for sub-
sequent analyzes.

B. The interaction of GPR and VTL in judgements of
speaker size

The size judgements for both the wider and narrower
ranges are presented in Fig. 3 as a 2D surface plot, averaged
over the five vowels and eight listeners. The abscissa is GPR

and the ordinate is VTL, both on logarithmic axes; color
shows perceived speaker size. The GPR-VTL points where
speaker size ratings were measured are shown by the open
circles; between the data points, the surface was derived by
interpolation.6 The consistency of the size ratings across the
two ranges �cf. Fig. 1� is shown by the similarity of the
ratings for adjacent stimuli from the two data sets. The seven
categories of the size rating scale, from “very short” to “very
tall,” were assigned ordinal values from 1 to 7, and they are
represented by the spectrum of colors from dark-blue �1� to
brown-red �7�. The surface shows, as expected, that the com-
bination of a long vocal tract with a low pitch is consistently
heard as a large or very large person, and the combination of
a short vocal tract with a high pitch is consistently heard as a
small or very small person. The four ellipses show the nor-
mal range of GPR and VTL in speech for men, women, boys,
and girls �Peterson and Barney, 1952�. In each case, the el-
lipse encompasses 99% of the individuals in the Peterson and
Barney data for that category of speaker �man, woman, boy,
or girl�. The figure shows that, although the perception of
speaker size is affected both by VTL and GPR, the effect of
VTL is stronger than that of GPR, at least in this coordinate
system. For instance, for a constant GPR of 61 Hz, as we
move vertically from a long VTL of 26.8 cm to a short VTL
of 6.5 cm, the size rating goes from 6.2 �“tall”� to 1.7
�“short”�. The greatest change in perceived size as a function
of change in GPR is for a VTL of 26.8 cm, where the size
rating goes from 6.2 �“tall”� at 61 Hz to 4.0 �“average”� at
523 Hz.

The change in the perception of speaker size as a func-
tion of GPR and VTL was quantified in terms of the slopes
of lines across the size surface in Fig. 3 parallel to the GPR
and VTL axes. Perceived speaker size is shown as a function
of GPR for three values of VTL in Fig. 5, namely, the two
extreme VTLs �6.5 and 26.8 cm� associated with very short
and very tall people, and a central value �13.2 cm� associated
with an average-sized woman. Regression lines were fitted to
the speaker size ratings as a function of the natural logarithm
of GPR �solid lines in Fig. 5�. They show that changes in
GPR have the most effect when VTL is at its longest
�26.8 cm; slope of −1.04�. As VTL decreases to 13.2 cm, the
slope decreases by about 60% �slope of −0.40�, and as it
decreases further to 6.5 cm, the slope becomes flat �0.01�,
indicating no change in speaker size whatsoever. The nega-
tive correlation between GPR and perceived speaker size is
highly significant at the longer VTLs of 13.2 and 26.8 cm
���0.001 and ��0.001, respectively, based on a one-tailed
Spearman’s rank order correlation test for nonparametric
variables�; the correlation is obviously not significant when
VTL is 6.5 cm.

Similarly, perceived speaker size is shown as a function
of VTL, for three GPR values in Fig. 6; namely, 61, 179, and
523 Hz. Again, they are the extreme values from the wider
range �61 and 523 Hz�, and the central value associated with
an average-sized woman �179 Hz�. Regression lines were fit-
ted to the speaker size ratings as a function of the natural
logarithm of VTL �solid lines in Fig. 6�. The slopes of these
VTL lines are all steeper than those of the GPR lines in Fig.
5. The slopes of these VTL lines become steeper as GPR

FIG. 2. Speaker size judgements collapsed across VTL �upper panel� and
GPR �lower panel�, separately for the narrower and the wider ranges �cf.
Fig. 1�. The arrows on the inset show the dimension over which the data
were collapsed. The open circles show the data from the narrower range and
the solid circles from the wider range. The dotted line is the best fitting line
for the wider range; the dashed line is the best fitting line for the narrower
range, and the solid thick line is the best fitting line for the combined data.
The error bars are ± one standard error of the mean �calculated from the
average of the eight listeners, where each listener’s average is based on the
seven values per point over which the data were collapsed�. Each datum
point is based on 1400 trials.
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FIG. 3. Perceived size �in color� as a
function of GPR and VTL on logarith-
mic axes. The size scale from “very
short” to “very tall,” is represented by
the spectrum of colors from dark-blue
�1� to brown-red �7�. The points where
speaker size ratings were measured are
shown by the open circles; between
the data points, the surface was de-
rived by interpolation. The data were
averaged across all five vowels and
eight listeners, so each point is based
on 200 trials. The four ellipses show
the range of GPR and VTL in speech
for men �M�, women �W�, boys �B�,
and girls �G�, as derived from the data
set of Peterson and Barney �1952�.

FIG. 4. Sex and age categorizations.
The data are presented as 2D surface
plots with color showing probability
of assigning a given GPR-VTL combi-
nation to one of four categories �man,
woman, boy, or girl�. The points where
sex/age judgements were collected are
shown by the open circles; between
the data points the surface was derived
by interpolation. At each GPR-VTL
point, the probabilities from the four
panels sum to 1 �imagine the four
separate 2D maps stacked vertically
and aligned over each other�. The data
is averaged across all five vowels and
eight listeners �each sample point
probability based on 200 trials�. The
dotted black contour line marks the
classification threshold, that is, a prob-
ability �0.50 of consistently choosing
one category out of the four available.
The region of GPR-VTL values en-
closed by this line defines a region cat-
egorized as one particular sex or age.
The four ellipses show the range of
GPR and VTL in speech for men �M�,
women �W�, boys �B�, and girls �G�,
as derived from the data set of Peter-
son and Barney �1952�.
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decreases; the gradient is 1.50, 3.06, and 3.57 for GPRs of
523, 179, and 61 Hz, respectively. The correlation between
VTL and perceived speaker size is highly significant for all
three lines ���0.001 based on a one-tailed Spearman’s rank
order correlation test for nonparametric variables�.

Figures 5 and 6 show an interaction between GPR and
VTL in the perception of speaker size, especially at extreme
GPR or VTL values. Simulated speakers that would only
stand two feet tall, with very short VTLs �Fig. 5, VTL
=6.5 cm�, are always judged as short regardless of their
GPR. Simulated giants of 12 feet �Fig. 5, VTL=26.8 cm� are
always heard as above average height, but their estimated
height declines as GPR increases. Figure 6 shows that the
perception of speaker size is strongly affected by VTL, but
that the effect weakens as GPR increases �cf. the decrease in
slope for GPRs of 61, 179, and 523 Hz�.

C. The interaction of GPR and VTL in judgements of
sex and age

The speaker sex and age judgements from both the nar-
rower and wider ranges of GPR-VTL values �cf. Fig. 1� are
presented as 2D surface plots in Fig. 4; the results have been
averaged over the five vowels and eight listeners. The results
from the two ranges are entirely compatible, just as they
were in the size rating experiments. The four panels show the
probability of classifying a vowel with a specific GPR-VTL
combination as a man, woman, boy, or girl. The probability
of classification is shown by color, ranging from 0 �dark-
blue� to 1 �brown-red�. For each combination of GPR and
VTL, the probabilities from the four panels sum to 1.0. The
abscissa is GPR and the ordinate is VTL, both on logarithmic
axes. The open circles show the combinations of GPR and
VTL presented to the listeners; between these data points, the
surfaces have been generated by interpolation. The dotted

black lines bound regions of GPR-VTL where listeners con-
sistently choose one category out of the four available to
them. Within these regions, the probability of choosing the
given combination of sex and age is greater than 0.5. The
four ellipses show estimates of the normal range of GPR and
VTL in speech for men, women, boys, and girls �Peterson
and Barney, 1952�. The ellipse for men does not intersect
with the ellipses for girls and boys, whereas the ellipse for
women intersects with the ellipses of all of the other groups.
The ellipse for boys lies almost entirely within that for girls,
and the overlap of the ellipses for boys and women is about
50%. Figure 4 shows that both GPR and VTL affect the
perception of a speaker’s sex and age, as expected, and that
they interact, producing consistent responses in different re-
gions across the GPR-VTL plane.

In the two quadrants of the GPR-VTL plane that repre-
sent the majority of normal human voices �lower left and
upper right�, the relationship between the sex/age category
that the listener perceives and the combination of GPR and
VTL in the vowel is straightforward. Vowels with low GPRs
and long VTLs, in the lower left-hand quadrant of the GPR-
VTL plane, are overwhelmingly categorized as men �lower
left-hand panel of Fig. 4�, and this quadrant contains the
ellipse for men. This quadrant also contains vowels with
lower than normal GPRs and longer than normal VTLs, and
listeners consistently adopt the nearest category which is
“man,” as would be expected. Outside the p�0.5 contour
�dashed line�, the probability of responding “man” drops rap-
idly, and only a small proportion of the “man” responses
occur in the region above the negative diagonal.

Vowels with high GPRs and short VTLs, in the upper
right-hand quadrant of the GPR-VTL plane, are predomi-
nately categorized as girls �upper right-hand panel of Fig. 4�;
this quadrant contains the ellipse for girls and the ellipse for
boys, but the ellipse for girls extends to higher GPRs and
shorter VTLs, so it is arguably the more natural category to
adopt. This quadrant also contains vowels with higher than

FIG. 5. Perceived speaker size as a function of GPR, for VTLs of 6.5, 13.2,
and 26.8 cm. The open and solid circles show data from the narrower and
wider stimulus ranges, respectively. The solid lines show the best-fitting
regression lines for perceived speaker size rating as a function of the natural
logarithm of GPR. The error bars are ± one standard error of the mean
�calculated from the average of the eight listeners�. Each datum point is
based on 200 trials.

FIG. 6. Perceived speaker size as a function of VTL, for GPRs of 61, 179,
and 523 Hz. The solid lines show the best-fitting regression lines for speaker
size rating as a function of the natural logarithm of VTL. For all other
details see Fig. 5.
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normal GPRs and shorter than normal VTLs, and once again,
listeners consistently adopt the nearest category which in this
case is “girl.” Outside the p�0.5 contour, the probability of
responding “girl” drops rapidly and the response “girl” is
almost never used in the region below the negative diagonal.
So, the categories “man” and “girl” are used consistently,
and the combinations of GPR and VTL associated with these
sex/age categories are mutually exclusive.

In the two remaining quadrants of the GPR-VTL plane
�upper left and lower right�, the majority of the vowels have
combinations of GPR and VTL that are not typical of the
normal population of voices; this is a consequence of the
experimental design in which two related responses �size and
sex/age� are obtained on each trial. It means that, as the GPR
and VTL values become more extreme, the listener has to
make a projection from normal experience, and decide which
of the four categories of speaker would be most likely to
produce the sound presented. As a result, the relationship
between the sex/age category perceived and the combination
of GPR and VTL in the vowel is not as straightforward as for
the other two quadrants. Nevertheless, the use of the cat-
egory names is consistent and seems entirely reasonable.
Vowels with low GPRs but short VTLs, in the upper left-
hand quadrant of the plane, are predominantly categorized as
boys �upper left-hand panel of Fig. 4�; the probability of
“boy” is greater than 0.5 throughout most of this quadrant
�although the ellipse for boys in the normal population does
not even fall in this quadrant�. In retrospect, the reason is not
difficult to deduce; these voices with their short VTLs and
low GPRs sound like males who, for some reason, are un-
usually short. This condition exists for male dwarves who are
quite uncommon, but not unknown. Their pitch drops signifi-
cantly at puberty but their vocal tract does not increase pro-
portionately in length because their bodies do not grow in the
usual way. There is no corresponding vocal category for fe-
male dwarves; they continue to sound like girls because they
do not grow to the normal height and, although their pitch
may decrease in the normal way, this decrease is relatively
small, and the drop in pitch would rarely be so great as to
shift the voice into the left-hand section of the GPR-VTL
plane. The listeners rarely use the categories “woman” or
“girl” for vowels in this quadrant; on the border where the
pitch is 179 Hz, the response “boy” is far more likely than
“woman” or “girl.”

In the final quadrant of the GPR-VTL plane �lower
right-hand�, where the vowels have high GPRs in combina-
tion with long VTLs, the most common responses are “man,”
when the GRP is relatively low and the VTL is long �lower
left-hand panel of Fig. 4�, and “boy” when the GRP is rela-
tively high and the VTL is long �upper left-hand panel of
Fig. 4�. The “man” responses are just the natural extension of
the large “man” region in the lower, left-hand quadrant of the
GPR-VTL plane. “Boy” responses seem reasonable for
voices that have a high pitch and are perceived to come from
tall people.

The response “woman” is predominant only in one small
region near the center of the GPR-VTL plane as shown in the
lower right-hand panel of Fig. 4. In this region, the probabil-
ity of the response exceeds the criterion value of 0.5. More-

over, the peak of the region is close to the center of the
ellipse for women �although the listeners had no knowledge
of these distributions other than their personal experience�.
The response “woman” is also used for a proportion of the
vowels produced with GPRs that are greater than those for
normal women, provided the VTL is the same, or longer,
than that for normal women; these responses appear in the
lower, right-hand quadrant of the lower, right-hand panel. If
the VTL becomes shorter, listeners consistently use “girl”
instead of “woman,” and if it becomes longer, they consis-
tently use “boy” instead of “woman.” Nevertheless, the rela-
tionship between the response category, “woman,” and the
combination of GPR and VTL in the vowel seems reason-
able.

The four panels of Fig. 4 also make it clear that the
distribution of responses across the four sex/age categories is
not uniform; the overall probabilities for man, woman, boy,
and girl, are 0.36, 0.11, 0.36, and 0.17, respectively. The
relatively low probability of responding “woman” in the
women’s ellipse is consistent with the large degree of over-
lap of the woman’s ellipse with the boy and girl ellipses. The
nonuniform distribution of response is largely attributable to
the fact that the GPR and VTL values span a rectangular
plane of combinations, whereas the normal population of
voices is concentrated on combinations that cluster the cen-
tral section of the positive diagonal in the GPR-VTL plane.
The listener has to extend the use of the normal categories to
the novel stimuli and, in general, they do this reasonably and
consistently, but it does lead to a nonuniform distribution of
responses across the four categories.

All of the vowels in these experiments were synthesized
from the vowels of one adult male speaker, and so the for-
mant ratios for a given vowel are the same for all combina-
tions of GPR and VTL in the experiment. This has the ad-
vantage of minimizing one source of variability in the
experiment; however, it is not typical of the human popula-
tion �Diehl, Lindbolm, Hoemeke, and Fahey, 1996�. For a
given vowel, the formant ratio F2/F1 increases slowly as
height increases because throat length grows relatively more
than mouth length as we grow up. The effect is illustrated in
Turner, Walters, and Patterson �2004� using MRI measure-
ments of mouth and throat length from Fitch and Giedd
�1999�. It is not entirely clear what effect this might have on
judgements of size and sex/age like those in this paper. How-
ever, we might expect that, if the experiment were rerun
using vowels from an adult female speaker, listeners would
hear a difference and the proportion of “woman” responses
would be higher over much of the range of our measure-
ments. In the end, however, although the effects of the sex
and size of the original speaker on these judgements are in-
teresting, they are beyond the scope of this paper.

IV. DISCUSSION

The size rating experiments show that listeners make
consistent judgements about speaker size given a sequence
of vowel sounds �Fig. 3�. Both GPR and VTL affect judge-
ments of speaker size �Figs. 5 and 6�, and the effect of VTL
is strong enough to change speaker size estimates from tall to
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short. The sex and age judgements are also affected both by
the GPR and the VTL of the vowels �Fig. 4�. The data show
that sex and age are not dictated solely by GPR or VTL;
rather, there is an interaction between these variables that
means that specific combinations of GPR and VTL act as
robust indicators of sex and age.

A. Speaker size - interaction of GPR and VTL

Previous studies on the perception of speaker size were
limited by the restricted range of heights of the speakers. For
instance, listeners were asked to judge the height of speaker
of recordings made from adult men only �Lass and Davis,
1976; van Dommelen and Moxness, 1995; Collins, 2000�.
Although listeners made consistent judgements about the
size of these adult speakers, these estimates were not very
accurate �van Dommelen and Moxness, 1995; Collins,
2000�, though Lass and Davis �1976� did report better than
chance correct categorization. These studies only used
normal-range adult voices which have recently been reported
to show a significant but weak correlation between speaker
size and formant frequency within same sex adults
�González, 2004�. Given the weak correlation between
speaker size and formant frequency in same sex adults, the
task of accurately judging the physical height of same sex
adults might prove difficult �Rendall, Vokey, Nemeth, and
Ney, 2005�. Nevertheless, listeners make consistent percep-
tual decisions as if they were receiving strong valid acoustic
cues to speaker size �e.g., Collins, 2000�. One way to recon-
cile this apparent conflict is to hypothesize that the correla-
tion between speaker height, VTL and formant frequency,
observed in close hominoid species such as rhesus monkeys
�Fitch, 1997�, has become disassociated in adult humans,
possibly because of human-specific vocal-tract changes such
as the descent of the larynx in adult men �Fitch, 1997; Fitch,
2000�.

A better mapping between perceptual judgements of
speaker size and physical speaker size might arise if a wider
range of speaker heights were used, say from very small
children to very large men. However, for all natural recorded
voices there will always be the problem that GPR and VTL
cues are confounded. To tease out the separate effects of each
of the cues, and to simultaneously provide listeners with a
suitably wide range of potential heights, it is necessary to use
synthetic speech. Fitch �1994, Ph.D. thesis� used a rating
scale to gather listeners’ judgements of speaker size using
computerized vowels. Even though the vowels were re-
stricted to the middle to upper normal range for men only, he
found main effects of both GPR and VTL on listeners’ size
ratings. Our study uses a much greater range of GPR and
VTL values, simulating tiny children, giants, castrati, and
dwarves, as well as everyday speech combinations. It was
made possible by the recent development of the high-quality
vocoder, STRAIGHT �Kawahara et al., 1999; Kawahara and
Irino, 2004�.

GPR can be used to distinguish between male and fe-
male speakers �Bachorowski and Owren, 1999� but not to
draw reliable intra-sex inferences about speaker size. Unlike
the vocal tract, which is related to the size of the cranium and

hence body size, the vocal folds are not constrained by any
hard bony structure �Negus, 1949; discussed in Fitch, 1997�.
Prosody is also routinely used to make sentence distinctions,
e.g., “The baby is happy” with constant pitch is a statement,
but the same sentence with rising pitch is a question. The
advantage of vocal-tract information is clear. Measurements
made with magnetic resonance imaging show that VTL is
highly correlated with speaker height �Fitch and Giedd,
1999�. There is a highly significant correlation between age
and formant frequency in humans �Huber et al., 1999�, and a
strong relationship between body size and formant-related
parameters in rhesus monkeys �Fitch, 1997�. The reliability
of VTL for speaker size �as signalled by perceptually salient
shifts in formant frequency� may have weakened within hu-
man adults of the same sex �González, 2004�, but it is still
strong between groups of children, women, and men. Within
group, the correlation between GPR and speaker size is sur-
prisingly weak, both in humans, and close hominoid species
�Fitch, 1997; Rendall et al., 2004�.

The strong effect of VTL on the perception of speaker
size may reflect the extremely wide range of VTL values
used in our study. In normal speech, pitch is more salient
than vocal tract length, perhaps because the just noticeable
difference for voice pitch is about 2%, whereas the just no-
ticeable difference for a change in VTL is 6–10% �Smith et
al., 2005�. STRAIGHT enabled us to simulate the vowels of
very small children and giants. This could have the effect of
encouraging listeners to lend additional weight to VTL, es-
pecially if VTL has more natural relevance to speaker size
than GPR.

Our earlier size discrimination experiments showed that
listeners were capable of discriminating changes in speaker
size of 6–10% when the sounds were presented in two tem-
poral intervals of a forced choice experiment �Smith, Patter-
son, and Jefferis, 2003; Smith and Patterson, 2004a; Smith et
al., 2005�. The size perception experiments reported in this
paper show that listeners can also make consistent and sen-
sible size judgements about vowels which are presented in a
single temporal interval. The listener in this rating task can-
not discriminate speaker size relative to another vowel sound
presented immediately after the first vowel sound; rather,
they have to make a judgement about speaker size relative to
the frame of reference provided by all the other vowel
sounds in the set �and presumably all the vowel sounds they
have experienced over their lives�. That our listeners can do
this task as well as they do, supports our belief that size
information can be extracted from individual voiced sounds
to inform perceptual decisions.

B. Speaker sex and age: the interaction of GPR and
VTL

Previous research attempting to identify those acoustic
properties of male and female voices responsible for our per-
ception of sex type, have used either statistical clustering
methods �e.g., Childers and Wu, 1991; Wu and Childers,
1991; Bachorowski and Owren, 1999� or perceptual catego-
rization experiments �e.g., Schwartz, 1968; Schwartz and
Rine, 1968; Ingemann, 1968; Lass et al.., 1976�. The statis-
tical clustering studies have consistently highlighted GPR
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and vocal tract related variables as explaining most of the
variance between the speech sounds of adult males and fe-
males �Childers and Wu, 1991; Bachorowski and Owren,
1999�. Some studies have shown that vocal tract information
alone can be used to identify speaker sex �Schwartz, 1968;
Ingemann, 1968; Schwartz and Rine, 1968�. Other studies
have reported that GPR is a much stronger cue to speaker sex
than VTL �Lass et al., 1976�. Statistical clustering studies
suggest that GPR and VTL are highly correlated �Childers
and Wu, 1991; Wu and Childers, 1991�. Other studies sug-
gest that formant information can be important in discrimi-
nating speaker sex �Coleman, 1976; Whiteside, 1998� but
generally pitch is dominant �Whiteside, 1998�. Recently, Ba-
chorowski and Owren �1999� have shown that sex classifi-
cation accuracy is excellent using only GPR or only VTL,
but best using both.

Our reasons for wishing to measure the interaction of
GPR and VTL in sex/age judgements were based on two
main factors. First, we believe that the auditory system em-
ploys a scale invariant neural transform to normalize natural
sounds for size prior to more central processes like speaker
identification �e.g., Irino and Patterson, 2002; Turner, Al-
Hames, Smith, Kawahara, Irino, and Patterson, 2005�. We
have recently reported evidence that human listeners are able
to discriminate and use size information in speech sounds
�vowels�, suggesting that size information is actively used in
auditory perception �Smith, Patterson, and Jefferis, 2003;
Smith and Patterson, 2004a; Smith et al., 2005�. We were
thus interested in how speaker size information, as mediated
by VTL and GPR cues, influenced decisions in natural sex/
age categorization �man, woman, boy, or girl�. Second, both
statistical and perceptual classification studies are limited to
databases of sounds that are from normal groups, i.e., re-
corded from largely homogeneous �usually adult� males and
females. Thus the range over which the independent vari-
ables could be manipulated was necessarily limited. The vo-
coder STRAIGHT �Kawahara et al., 1999; Kawahara and
Irino, 2004� enabled us to manipulate the GPR and VTL of
vowels independently of each other over a huge range. These
speech sounds are of high quality even when pushed well
beyond the normal range of speech. This allows unprec-
edented control over our main experimental variables, across
a much wider range of GPRs and VTLs than has been used
previously.

We found that both GPR and VTL contribute to listen-
ers’ perception of the sex and age of a speaker �Fig. 4�. If
GPR was the sole perceptual determinant of the sex and age
of the speaker �man, woman, boy, or girl�, then listeners
would only be able to reliably classify most men �GPR
�155 Hz� and the higher-pitched girls �GPR�330 Hz�. If
VTL was the only perceptual marker to sex and age then
listeners would only be able to reliably classify taller men
�with VTL�16 cm� and shorter girls �with VTL�10 cm�.
The sex classification performance of our listeners is much
better than this.

V. SUMMARY AND CONCLUSIONS

Listeners were presented with vowels in a single-
interval, two-response paradigm. The listener heard a vowel

scaled in GPR and VTL, and had to make one judgement
about the size of the speaker �on a seven-point ordinal scale
ranging from “very short” to “very tall”� and a second judge-
ment about the sex/age of the speaker �man, woman, boy, or
girl�. The results from the speaker size judgement experi-
ment show that VTL has a strong influence upon perceived
speaker size �Figs. 3, 5, 6�. The strength of this effect pre-
sumably reflects the high correlation of VTL with speaker
size. The results of the sex/age categorization experiments
show that judgements of speaker sex/age are influenced by
the interaction of GPR and VTL �Fig. 4�. In the normal range
of GPR and VTL values, judgements of sex/age are consis-
tent with listeners combining both GPR and VTL informa-
tion about equally to give a robust indicator of sex and age.
When listeners are presented with unusual GPR and VTL
combinations, where low GPRs are combined with short
VTLs, the VTL information appears to decide the sex/age
judgement.
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Listening experience with iterated rippled noise alters the
perception of ‘pitch’ strength of complex sounds in the chinchilla
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Behavioral responses obtained from chinchillas trained to discriminate a cosine-phase harmonic
tone complex from wideband noise indicate that the perception of ‘pitch’ strength in chinchillas is
largely influenced by periodicity information in the stimulus envelope. The perception of ‘pitch’
strength was examined in chinchillas in a stimulus generalization paradigm after animals had been
retrained to discriminate infinitely iterated rippled noise from wideband noise. Retrained chinchillas
gave larger behavioral responses to test stimuli having strong fine structure periodicity, but weak
envelope periodicity. That is, chinchillas learn to use the information in the fine structure and
consequently, their perception of ‘pitch’ strength is altered. Behavioral responses to rippled noises
having similar periodicity strengths, but large spectral differences were also tested. Responses to
these rippled noises were similar, suggesting a temporal analysis can be used to account for the
behavior. Animals were then retested using the cosine-phase harmonic tone complex as the expected
signal stimulus. Generalization gradients returned to those obtained originally in the naïve
condition, suggesting that chinchillas do not remain “fine structure listeners,” but rather revert back
to being “envelope listeners” when the periodicity strength in the envelope of the expected stimulus
is high. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2049107�

PACS number�s�: 43.66.Gf, 43.66.Hg, 43.66.Lj, 43.80.Lb �RAL� Pages: 3187–3197

I. INTRODUCTION

Pitch is the perceptual dimension in human listeners that
is related to the periodicity of a sound, whereas the pitch
strength is the perceptual dimension that is related to the
periodicity strength of a sound. Periodicity strength is a mea-
sure of the degree of temporal periodicity and can be quan-
tified as the normalized correlation at the appropriate time
lag in the autocorrelation function �e.g., Shofner and Selas,
2002�. The pitch strength is how strong or salient a listener
perceives the sensation of pitch to be, and in human listeners,
pitch strength can be quantified using scaling techniques
such as magnitude estimation �Fastl and Stoll, 1979; Yost,
1996; Shofner and Selas, 2002�.

Rippled noises are a class of stimuli that have become
important test stimuli for understanding pitch perception. A
rippled noise is generated when wideband noise �WBN� is
delayed, attenuated, and the delayed noise is added to the
original, undelayed version of the noise. Each successive de-
lay and add operation is referred to as an iteration, and a
rippled noise having infinite iterations is generated by adding
the delayed noise to the original noise through a positive
feedback loop. With one exception, the rippled noises used in
the present study are generated using the positive feedback
loop. For convenience, these infinitely iterated rippled noises
�IIRNs� will be referred to using the following notation:
IIRN��, T, dB atten�, where � indicates the delayed noise is
added to the undelayed version, T is the time delay in ms,
and dB atten is the attenuation in dB of the delayed noise.

More negative values of dB attenuation indicate greater at-
tenuation. The one exception is a rippled noise generated
using one iteration of the delay-and-add operation. This type
of rippled noise has also been called cosine noise �CN�, be-
cause the shape of the power spectrum can be described by a
cosine function, and therefore it will be referred to as CN��,
T, dB atten� in order to distinguish it from IIRN��, T, dB
atten�. Increasing the number of iterations or decreasing the
amount of the delayed noise attenuation results in an increase
in the periodicity strength of the rippled noise as measured
using autocorrelation, and a related increase in the strength
of the rippled noise pitch as measured in human listeners by
magnitude estimation �Yost, 1996; Shofner and Selas, 2002�.
These studies concluded that the temporal information in the
waveform fine structure largely influences the perception of
pitch strength.

In animals, questions regarding perceptual dimensions,
such as pitch strength, can be addressed using stimulus gen-
eralization paradigms. In stimulus generalization paradigms,
an animal is trained to respond to a specific stimulus, and
then responses are measured to test stimuli that vary system-
atically along some stimulus dimension �Malott and Malott,
1970�. A systematic change in behavioral response along the
physical dimension of the stimulus is known as a generali-
zation gradient and implies that the animal possesses a per-
ceptual dimension related to the physical dimension �Gutt-
man, 1963�. A generalization gradient is often interpreted to
indicate perceptual similarities between test and training
stimuli. Test stimuli that evoke similar behavioral responses
as the training stimulus indicate a perceptual equivalence or
perceptual invariance �see Hulse, 1995� among these stimuli.
In other words, stimuli that are perceptually equivalent con-
tain a stimulus feature that is perceived to be functionally
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equal among the stimuli �Hulse, 1995�. Thus, data from
stimulus generalization paradigms can be used to indicate
what stimulus features control the behavioral response of the
animal and can give insights into what features of the stimu-
lus are being attended to or analyzed during testing. Com-
paring and contrasting the stimulus features that influence
animal perceptions with those that influence human percep-
tions can then give insights into the similarities and differ-
ences in the mechanisms underlying the perceptual dimen-
sions. In this paper, pitch strength �i.e., no quotes� will be
used when referring to the human perception, and ‘pitch’
strength �i.e., single quotes� will be used when referring to
the animal perception.

The stimulus generalization paradigm used in the
present study is a modification of our previous discrimina-
tion task �Shofner and Yost, 1995; 1997� and is similar to a
procedure used by Ohlemiller et al. �1999� to study categori-
cal perception of consonant-vowel syllables in chinchillas.
The procedure is based on positive reinforcement in an op-
erant conditioning paradigm. Chinchillas first learn to dis-
criminate a signal stimulus from a standard stimulus. In the
generalization paradigm, animals are presented the signal
stimulus on most trials and receive rewards for correct re-
sponses. Thus, it is likely that the animal expects to hear the
signal stimulus and receive a reward during a testing session.
The standard stimulus is presented on a fixed number of
trials in order to estimate false alarms. On an infrequent
number of trials, the test stimuli are presented to the animal.
The infrequent presentation of test stimuli is similar to the
probe-signal method of Greenberg and Larkin �1968�. Be-
havioral responses to the test stimuli are not rewarded, be-
cause they are considered to be neither correct nor incorrect
�i.e., they are subjective responses�.

Shofner �2002� studied ‘pitch’ strength in chinchillas us-
ing this stimulus generalization paradigm in which animals
were trained initially to discriminate a cosine-phase har-
monic tone complex from WBN. Chinchillas were then
tested with random-phase tone complexes and IIRNs as test
stimuli. The generalization gradients obtained from most ani-
mals were consistent with the hypothesis that the temporal
information in the stimulus envelope had a large influence on
‘pitch’ strength. In contrast, information in the fine structure
appears to dominate pitch strength in human listeners as de-
termined from scaling studies using the identical stimuli
�Shofner and Selas, 2002�. Thus, it would appear that chin-
chillas and human listeners have different listening strategies
for these stimuli. Chinchillas seem to rely more heavily on
high-frequency auditory filters where periodicity information
about the stimulus envelope is dominant, whereas human
listeners seem to rely more heavily on low-frequency audi-
tory filters where periodicity information about the fine
structure is dominant. It is interesting to note that one of the
chinchillas �C7� used in the stimulus generalization experi-
ment described above also had been used in earlier experi-
ments in which chinchillas discriminated IIRNs from WBN
�Shofner and Yost, 1995; 1997�. C7 was the only animal in
the generalization study to have had previous listening expe-
rience with IIRN stimuli of various delays and delayed noise
attenuations. The generalization gradients obtained from this

animal were clearly different from those obtained from the
other animals �see Figs. 5 and 6 of Shofner, 2002� and were
consistent with the hypothesis that the temporal information
in the waveform fine structure had a large influence on
‘pitch’ strength. The difference in the generalization gradi-
ents from C7 and those obtained from the other chinchillas
suggests that there may be a difference in listening strategy
between animals with and without previous experience lis-
tening to stimuli like IIRNs. The present study examined the
effect of listening experience on the ‘pitch’ strength percep-
tion in chinchillas. The results suggest that for broadband
stimuli, chinchillas may normally analyze periodicity infor-
mation in the stimulus envelope, but can learn to analyze
information in the fine structure when trained with a stimulus
having weak periodicity strength in the envelope, but strong
periodicity strength in the fine structure.

II. GENERAL METHODS

A. Subjects

Adult chinchillas �Chinchilla laniger� were generally
maintained at 80%–90% of their normal body weight and
received food pellet rewards during behavioral testing. Their
diets were supplemented with chinchilla chow to maintain
their body weights. All animals had served as subjects in
previous generalization studies in which they had been
trained to discriminate a cosine-phase harmonic tone com-
plex from WBN �Shofner, 2002; Shofner and Whitmer,
2005�. The care and use of the chinchillas and the procedures
employed were approved by the Institutional Animal Care
and Use Committee of Loyola University Chicago.

B. Stimuli

Wideband noise �WBN� was generated �Model 132
Wavetek VCG/Noise generator� and then divided into two
channels. The parameters of the noise generator were set to
produce a pseudorandom noise that repeated itself every
6.55 s and had a bandwidth of 10 kHz. The two channels
were then fed into a digital delay line �Model PD 860 Even-
tide Precision Delay Line�where channel B was delayed rela-
tive to channel A; the sampling rate was 62.5 kHz. The out-
puts of the two channels were each low-passed filtered �FT5
Tucker-Davis Technologies� at a cutoff frequency of 15 kHz.
The attenuation of the delayed noise �channel B� was varied
using a programmable attenuator �PA4 Tucker-Davis Tech-
nologies�, and the two channels were added together �SM3
Tucker-Davis Technologies� to produce CN��, T, dB atten�.
For generating IIRN��, T, dB atten�, the delayed version
was added to the WBN through a positive feedback circuit.
For WBN, IIRN��, T, dB atten� and CN��, T, dB atten�, 5 s
of the waveforms were resampled at 50 kHz and stored on
disk as stimulus files. Harmonic tone complexes were gener-
ated on a digital array processor at a sampling rate of 50 kHz
and stored on disk. Harmonic tone complexes were com-
prised of the fundamental frequency �F0� and all higher har-
monics up to and including 10 kHz, and thus had the same
bandwidth as the noises described above. Individual compo-
nents were of equal amplitude and either added in cosine-
starting phase or random-starting phase. For random-phase
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stimulus conditions, a new tone complex was generated for
each block of trials �see below�. The root-mean-squared am-
plitudes of the WBN, IIRN��, T, dB atten�, CN��, T, dB
atten�, and harmonic tone complexes were scaled to be equal
in order to eliminate the use of overall level as a cue during
testing.

Stimulus periodicity strength was measured from auto-
correlation functions of the waveform and envelope. Stimu-
lus envelopes were extracted by using a Hilbert transform.
The height of the first peak in the autocorrelation function
�AC1� is the normalized correlation at the appropriate time
lag and was used as an estimate of periodicity strength of the
waveform and envelope. Examples of autocorrelation func-
tions and the height of AC1 for the stimuli used in the
present study have been previously published �see Figs. 1
and 2 of Shofner, 2002�.

C. Behavioral testing

Stimulus presentation and data acquisition were con-
trolled by a Gateway computer system with Tucker-Davis
Technologies System II modules. Stimuli were played
through a D/A converter at a conversion rate of 50 kHz,
low-pass filtered at 15 kHz, attenuated, amplified �Rotel or
Bryston Power Amplifier� and played through a loudspeaker
�Realistic Optimus Pro X7 or RCA Pro-X880AV from Radio
Shack�. Sound level was monitored by placing a condenser
microphone �Ivie 1133� in the approximate position of an
animal’s head and measuring the A-weighted sound pressure
level with a sound level meter �Ivie IE-30-A Audio Spectrum
Analyzer�. Overall sound level was fixed at 73 dB SPL for
all stimuli.

Chinchillas were placed inside a cage �16 in.�12 in.
�10 in.� in a single-walled, sound-attenuating animal test
chamber lined with acoustic foam during a testing session.
Animals were not restrained and were free to roam around
the cage. At one end of the cage was a pellet dispenser with
a reward chute attached to a response lever. A loudspeaker
was placed near the pellet dispenser approximately 6 inches
in the front of the animal at approximately 30 degrees to the
right of center. Transfer functions of the acoustic system
have been previously published �see Fig. 3 of Shofner,
2002�.

The stimulus generalization paradigm is a modification
of our previous discrimination task �Shofner and Yost, 1995;
1997� and is based on positive reinforcement in an operant
conditioning paradigm. Chinchillas first learned to discrimi-
nate a training or signal stimulus from a WBN-standard
stimulus. Bursts of the WBN �500 ms with 10 ms rise/fall
times� were presented continually once per second through-
out the testing session regardless of whether the animal ini-
tiated a trial. The animal initiated a trial by pressing down on
the response lever and holding the lever down for a specified
duration of time. This duration of time is referred to as the
hold time. After a trial was initiated, the WBN was presented
continually for an additional 1–8 bursts resulting in a hold
time of 1150–8150 ms for each trial. The number of WBN
bursts presented after a trial was initiated varied randomly
for each trial and was determined from a rectangular prob-

ability distribution. If the animal released the lever before the
random hold time, the countdown for the hold time was
halted; that trial began again with the next press of the lever
using the same hold time. If the animal held the response
lever down for the duration of the hold time, then either a
signal interval or a blank interval �i.e., nonsignal interval�
occurred. A signal interval consisted of two bursts of the
signal stimulus, while a blank interval consisted of two ad-
ditional bursts of the WBN stimulus. The response window
was coincident with the duration of the signal/blank interval,
but began 150 ms after the onset of the first burst and lasted
until the onset of the next WBN burst. Consequently, the
duration of the response window was 1850 ms. Whenever
the animal released the lever during the response window,
the release was scored as a positive response; that is, a lever
release was the animal’s way of saying “there was a signal
presented.”

In an experimental block of 40 trials, the signal stimulus
was presented on 24 trials �60% of the trials� and the WBN-
standard stimulus was presented on eight trials �20% of the
trials�. If the animal released the lever during a signal inter-
val, then the positive response was treated as a hit, while a
lever release during a nonsignal interval when the two addi-
tional bursts of WBN were presented was treated as a false
alarm. If the animal continued to hold the lever down for the
duration of the response window during a nonsignal interval,
then this nonresponse was treated as a correct rejection.
Chinchillas were rewarded with food pellets for hits and cor-
rect rejections. On each of two sets of four trials �10% of the
trials each� two different test stimuli were presented in the
block during the test interval. Animals received no food pel-
let rewards for behavioral responses to test stimuli, regard-
less of whether the response was a release of the lever or
continuing to press the lever down. Thus, animals could re-
ceive food pellet rewards for 32/40 trials �24 signal stimuli
+8 nonsignal stimuli� or 80% of the total trials. Generaliza-
tion data were collected for a minimum of 50 blocks; this
resulted in at least 200 trials for each test stimulus.

III. EXPERIMENT 1: ‘PITCH’ STRENGTH FOLLOWING
TRAINING WITH INFINITELY ITERATED RIPPLED
NOISE

A. Methods

In the previous study �Shofner, 2002�, stimulus generali-
zation gradients were obtained from chinchillas that were
trained to discriminate a cosine-phase harmonic tone com-
plex from WBN. The purpose of Experiment 1 was to deter-
mine the effect that listening experience with IIRN stimuli
may have on the perception of ‘pitch’ strength in chinchillas.
In this experiment, animals that had been trained originally
to discriminate a cosine-phase harmonic tone complex from
WBN were retrained to discriminate IIRN��, T, −1 dB�
from WBN. In the generalization paradigm, the standard
stimulus was the WBN, the signal stimulus was IIRN��, T,
−1 dB� and the test stimuli consisted of cosine-phase and
random-phase harmonic complex tones as well as other
IIRN��, T, dB atten� with delayed noise attenuations be-
tween −8 dB and −2 dB. In this experiment, chinchillas re-
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ceived food pellet rewards for responses to IIRN��, T,
−1 dB�, but no reinforcement for responses to either har-
monic tone complexes or other IIRNs. Generalization gradi-
ents were obtained for three conditions in which the delays
of the IIRNs and periods of the complex tones were fixed at
2 ms, 4 ms, and 8 ms.

B. Results

Figure 1�a� illustrates the stimulus generalization gradi-
ent obtained from animal C27 for the 4 ms periodicity con-
dition. The signal stimulus was IIRN��, 4 ms, −1 dB� and
the standard stimulus was WBN. The test stimuli consisted
of cosine-phase and random-phase harmonic tone complexes
each having a period of 4 ms �i.e., F0 of 250 Hz� and other
IIRN��, 4 ms, dB atten� of varying delayed noise attenua-
tions. The different symbols indicate the stimuli that were
presented together during a testing session. For example, the
filled squares indicate the responses that were obtained when
the standard stimulus was WBN, the signal stimulus was
IIRN��, 4 ms, −1 dB�, and the two test stimuli were
IIRN��, 4 ms, −3 dB� and IIRN��, 4 ms, −6 dB�. The x

axis indicates each stimulus presented and is a nominal scale;
the solid line is merely used in order to facilitate the group-
ing of data points and does not imply any functional relation-
ship. Behavioral responses to the stimuli are shown as per-
cent generalization which is defined as the percentage of
trials the animal released the lever during the response win-
dow for each stimulus presented. For stimuli that were re-
peated �i.e., WBN and IIRN��, 4 ms, −1 dB��, the line goes
through the average values of percent generalization. For ex-
ample, the squares in Fig. 1�a� indicate that WBN, IIRN��,
4 ms, −6 dB�, IIRN��, 4 ms, −3 dB�, and IIRN��, 4 ms,
−1 dB� were presented together in one set of stimuli,
whereas the inverted triangles indicate that WBN, IIRN��,
4 ms, −3 dB�, IIRN��, 4 ms, −1 dB�, and random-phase
tone complex were presented as another set of stimuli. Note
that in these examples, WBN, IIRN��, 4 ms, −3 dB� and
IIRN��, 4 ms, −1 dB� were repeated.

Figure 1�a� illustrates the generalization gradient ob-
tained for C27 after the animal was trained using IIRN��,
4 ms, −1 dB�. For the condition of 4 ms periodicity strength,
the percent generalization is 87.3%, 85.8%, and 88.5% for
IIRN��, 4 ms, −1 dB�, random-phase harmonic complex
tones, and the cosine-phase harmonic complex tone, respec-
tively. Thus, only small differences in percent generalization
are observed among IIRN��, 4 ms, −1 dB�, the cosine-phase
harmonic complex tone and the random-phase harmonic
complex tones after training with IIRN��, 4 ms, −1 dB�.
Also note that the percent generalization for IIRN��, 4 ms,
−2 dB� is relatively high with a value of 77.8%. Percent
generalization decreases as the amount of delayed noise at-
tenuation changes from −2 dB to −6 dB with values above
those for WBN. For comparison, Fig. 1�b� shows the period-
icity strength as measured by the height of the peak at a time
lag of 4 ms for the waveform and envelope of each stimulus.
Note that the height of AC1 for IIRN��, 4 ms, −1 dB� is
high and that there is a systematic decrease as the amount of
delayed noise attenuation changes from −2 dB to −8 dB.
The generalization gradient shown in Fig. 1�a� is more simi-
lar in shape to the waveform AC1 gradient shown in Fig.
1�b� than the envelope AC1 gradient.

Figure 2 compares the generalization gradients obtained
from each of six animals after retraining with IIRN��, 4 ms,
−1 dB� with those obtained initially after training with the
cosine-phase harmonic complex tone. For each animal, the
behavioral responses to the IIRN test stimuli are larger after
retraining with IIRN��, 4 ms, −1 dB�. That is, the generali-
zation gradients are shifted horizontally to the left. Similar
shifts in the generalization gradients were obtained after re-
training with IIRN for periods of 2 ms �Fig. 3� and 8 ms
�Fig. 4�. These behavioral data indicate that chinchillas order
complex sounds along the physical dimension of periodicity
strength, and thus, possess a perceptual dimension similar to
pitch strength in human listeners. It should be noted in Figs.
2–4, that some animals gave behavioral responses to the
cosine-phase tone complex that were below those of the
IIRN��� signal stimulus �e.g., C28 in Fig. 2, C29 in Fig. 3,
C29 and C35 in Fig. 4�. These responses can be interpreted
to indicate that the cosine-phase tone complex was not per-
ceived to be similar to the IIRN signal stimulus.

FIG. 1. �a� The behavioral responses obtained for animal C27 for stimuli
having a period or delay of 4 ms. Behavioral responses are shown as percent
generalization �see text�. Symbols indicate the stimuli that were presented
together during a testing session. The vertical dashed line at −1 indicates
that the signal stimulus was IIRN��, 4 ms, −1 dB�. The solid line through
the data points is used to group the data together and is not meant to imply
a continuous function, since the x axis is a nominal scale. For stimuli that
were repeated, the solid line goes through the average percent generaliza-
tion. �b� The height of the peak at a time lag of 4 ms �AC1� from the
autocorrelation functions of the stimuli. Filled-squares show AC1 for the
waveform fine structure; open circles show AC1 for the envelope as defined
by the Hilbert transform. In this and subsequent figures, stimuli are labeled
along the x axis, wideband noise �WBN�, infinitely iterated rippled noises
having delayed noise attenuations of −8,−6,−5,−4,−3,−2,−1 dB, and
random-phase �RND� and cosine-phase �COS� harmonic tone complexes.
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IV. EXPERIMENT 2: ‘PITCH’ STRENGTH OF COSINE
NOISE

A. Methods

The purpose of Experiment 2 was to obtain an estimate
of ‘pitch’ strength in chinchillas for CN��, 4 ms, 0 dB� rela-
tive to that of IIRN��, 4 ms, −1 dB�. The standard stimulus
was WBN and the signal stimulus was IIRN��, 4 ms,
−1 dB�; the two test stimuli were CN��, 4 ms, 0 dB� and
IIRN��, 4 ms, −5 dB�. In this experiment, chinchillas re-

ceived food pellet rewards for responses to IIRN��, T,
−1 dB�, but no reinforcement for responses to CN��, 4 ms,
0 dB� or IIRN��, 4 ms, −5 dB�.

Figure 5 compares the spectra for the signal and test
stimuli and shows that there are large spectral differences
between the two test stimuli. The spectrum for CN��, 4 ms,
0 dB� is characterized by broad peaks at frequencies corre-
sponding to integer multiples of 1 /T with a large peak-to-
valley ratio, whereas the spectrum for IIRN��, 4 ms, −5 dB�

FIG. 2. Percent generalizations obtained from six chinchillas studied using stimuli having a period or delay of 4 ms. Filled symbols and solid lines indicate
data obtained when IIRN��, 4 ms, −1 dB� was used as the signal stimulus; open symbols and dashed lines indicate data obtained when the cosine-phase
harmonic tone complex was used as the signal stimulus.

FIG. 3. Percent generalizations ob-
tained from four chinchillas studied
using stimuli having a period or delay
of 2 ms. Filled symbols and solid lines
indicate data obtained when IIRN��,
2 ms, −1 dB� was used as the signal
stimulus; open symbols and dashed
lines indicate data obtained when the
cosine-phase harmonic tone complex
was used as the signal stimulus.
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shows sharp peaks at frequencies corresponding to integer
multiples of 1 /T with a smaller peak-to-valley ratio. Com-
paring these test stimuli to the signal stimulus, it can be
noted that the peak-to-valley ratios of CN��, 4 ms, 0 dB�
and IIRN��, 4 ms, −1 dB� are similar, although they do dif-
fer in their spectral shapes. However, IIRN��, 4 ms, −5 dB�
and IIRN��, 4 ms, −1 dB� have similar spectral shapes �i.e.,
sharp peaks, broad valleys�, but differ in their peak-to-valley
ratios. Figure 5 also compares autocorrelation functions for
the signal and test stimuli. The autocorrelation function of
CN��, 4 ms, 0 dB� has a single peak at a time lag of 4 ms,
whereas the autocorrelation function of IIRN��, 4 ms,
−5 dB� has several peaks at integer multiples of 4 ms. How-

ever, the heights of the peaks at a 4 ms lag time are similar
for the test stimuli. The average peak height at 4 ms is 0.495
for IIRN��, 4 ms, −5 dB� and is 0.493 for CN��, 4 ms,
0 dB�. Thus, the two test stimuli differ greatly in terms of
their spectra, but show similarities in terms of the 4 ms pe-
riodicity strength.

B. Results

Figure 6 compares the percent generalization for CN��,
4 ms, 0 dB� and IIRN��, 4 ms, −5 dB� obtained from five
chinchillas. First, it can be observed that the responses of
CN��, 4 ms, 0 dB� are much less than the responses to the

FIG. 4. Percent generalization ob-
tained from four chinchillas studied
using stimuli having a period or delay
of 8 ms. Filled symbols and solid lines
indicate data obtained when IIRN��,
8 ms, −1 dB� was used as the signal
stimulus; open symbols and dashed
lines indicate data obtained when the
cosine-phase harmonic tone complex
was used as the signal stimulus.

FIG. 5. Spectra �top row� and waveform autocorrelation functions �bottom row� for CN��, 4 ms, 0 dB�, IIRN��, 4 ms, −5 dB�, and IIRN��, 4 ms, −1 dB�.
Note that the spectra of IIRN��, 4 ms, −5 dB� and CN��, 4 ms, 0 dB� differ, but that the height of AC1 is similar for these stimuli. The arrows indicate AC1.
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IIRN��, 4 ms, −1 dB� signal stimulus for each animal. Sec-
ond, the responses of the CN��, 4 ms, 0 dB� and IIRN��,
4 ms, −5 dB� test stimuli are similar for each animal. Note
also that the responses to CN��, 4 ms, 0 dB� and IIRN��,
4 ms, −5 dB� are greater than those to WBN. The lower-
right-hand panel in Fig. 6 shows the average and 95% con-
fidence intervals determined using the Tukey’s standard er-
ror. A repeated-measures analysis of variance showed a
significant effect of stimuli �F=373.5; p�0.0005�. Pairwise
comparisons based on Tukey’s test showed a significant dif-
ference �q=34.01; p�0.001� between the IIRN test stimulus
and the IIRN signal stimulus �i.e., IIRN��, 4 ms, −5 dB� vs
IIRN��, 4 ms, −1 dB��. There was also a significant differ-
ence �q=32.84; p�0.001� between the CN test stimulus and
the IIRN signal stimulus �i.e., CN��, 4 ms, 0 dB� vs
IIRN��, 4 ms, −1 dB��. However, there was no significant
difference �q=1.17; p�0.5� in percent generalization be-
tween the two test stimuli �i.e., CN��, 4 ms, 0 dB� vs
IIRN��, 4 ms, −5 dB��.

V. EXPERIMENT 3: RETESTING ‘PITCH’ STRENGTH
USING COSINE-PHASE HARMONIC TONE
COMPLEX AS THE SIGNAL

A. Methods

In the previous study �Shofner, 2002�, chinchillas were
trained to discriminate the cosine-phase harmonic tone com-
plex from WBN and then tested in the generalization para-
digm using the cosine-phase tone complex as the signal
stimulus. In Experiment 1 above, chinchillas were retrained
to discriminate IIRN��, 4 ms, −1 dB� from WBN and tested
in the generalization paradigm using IIRN��, 4 ms, −1 dB�
as the signal stimulus. In both of these experiments, the
training stimulus and the signal stimulus were identical. In
Experiment 3, chinchillas that had been retrained with
IIRN��, 4 ms, −1 dB� were then tested in the generalization
paradigm using the cosine-phase harmonic tone complex as

the signal stimulus. Thus, in Experiment 3, the training
stimulus and the signal stimulus were not the same. In this
experiment, chinchillas now received food pellet rewards for
responses to the cosine-phase tone complex, but no rein-
forcement for responses to either random-phase tone com-
plexes or other IIRNs, including IIRN��, T, −1 dB�. Experi-
ment 3 examined how animals with listening experience with
IIRNs would respond when the testing conditions were iden-
tical to those used in the previous study �Shofner, 2002� in
which animals had no prior listening experience with IIRNs.

B. Results

Figure 7 shows the stimulus generalization data for ani-
mal C27 for responses obtained during the first 6 week pe-
riod of data collection in Experiment 3. The filled symbols
indicate the responses obtained in Experiment 3, whereas the
solid line indicates the generalization gradient obtained from
Experiment 1 using IIRN��, 4 ms, −1 dB� as the signal
stimulus and the dashed line indicates the generalization gra-
dient from the previous study �Shofner, 2002� in which the
cosine-phase tone complex was used as the signal stimulus.
Note that the responses obtained during this time period are
scattered around the gradient obtained in Experiment 1 when
IIRN��, 4 ms, −1 dB� was the signal stimulus. In particular,
the responses are high when the test stimuli are either
random-phase harmonic tone complexes or IIRN��, 4 ms� at
delayed noise attenuations of −1 dB and −2 dB. Figure 7
also shows the generalization data obtained from C27 in Ex-
periment 3 over the next 8 week period. Again, the symbols
show the responses obtained in Experiment 3, whereas the
solid and dashed lines indicate the generalization gradients
obtained from Experiment 1 and the previous study �Shofner,
2002�, respectively. Now it can be observed that the re-
sponses are scattered around or fall below the generalization
gradient obtained in the previous study when the cosine-
phase tone complex was used as the signal stimulus

FIG. 6. Percent generalization obtained from five chinchillas for the stimuli shown in Fig. 5. Responses from individual animals are represented by the filled
bars; the average responses are shown by the open bars in the lower right-hand panel. Error bars indicate the 95% confidence intervals based on Tukey’s
standard error.

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Shofner, Whitmer, and Yost: Listening experience and chinchilla ‘pitch’ strength 3193



�Shofner, 2002�. In particular, the behavioral responses are
small when the test stimuli are either the random-phase tone
complexes or IIRN��, 4 ms� at delayed noise attenuations of
−1 dB and −2 dB.

Figure 8 shows the average percent generalization ob-
tained from four chinchillas for the IIRN��, 4 ms, −1 dB�,

random-phase and cosine-phase harmonic tone complexes
under three different training/signal conditions. The purpose
of Experiment 3 was to determine if the change in listening
strategy that occurred after training with IIRN was a perma-
nent change in listening strategy or whether animals return
over time to their previous strategy when the IIRN is re-
placed with cosine-phase tone complex. As such, the most
relevant behavioral responses are those to IIRN��, 4 ms,
−1 dB�, random-phase and cosine-phase tone complexes. In
order to simplify the data presentation, only the responses to
those specific stimuli are shown in bar graph format. Error
bars indicate ±1 standard deviation. The open bars show be-
havioral responses from the initial condition in which ani-
mals were trained with the cosine-phase harmonic tone com-
plex and tested in the generalization procedure with the same
cosine-phase tone complex used as the signal. For this con-
dition, it can be seen that the behavioral responses to the
random-phase tone complex and IIRN��, 4 ms, −1 dB�
were smaller than those to the cosine-phase tone complex.
The black-filled bars show behavioral responses from the
condition in which animals were retrained with IIRN��,
4 ms, −1 dB� and tested in the generalization procedure with
IIRN��, 4 ms, −1 dB� as the signal. For this condition, it
can be clearly seen that the behavioral responses were high
when animals were tested using this IIRN as the signal
stimulus, and that the behavioral responses were also high to
the cosine-phase and random-phase test stimuli. Finally, the
gray-filled bars show the behavioral responses from animals
which had been retrained using the IIRN��, 4 ms, −1 dB�,
but were then tested using the cosine-phase tone complex as
the signal stimulus in the generalization paradigm. For this
condition, the training and signal stimuli are not the same.
The data shown are the average of four chinchillas for the
final values of percent generalization obtained. For example,
for C27, these final values correspond to the filled circles
shown in Fig. 7�b�. Figure 8 �gray-filled bars� shows that
when the animals that had been retrained with the IIRN
stimulus were then tested using the cosine-phase tone com-
plex as the signal stimulus �rather than IIRN�, the behavioral
responses remain high only for the cosine-phase tone com-
plex �signal stimulus�; the responses to the random-phase
tone complex and IIRN��, 4 ms, −1 dB� �i.e., the test
stimuli� decrease dramatically.

VI. DISCUSSION

Behavioral responses to complex sounds that varied in
periodicity strength were measured from chinchillas using a
stimulus generalization paradigm. In a stimulus generaliza-
tion paradigm, an animal is first trained to respond to a signal
stimulus, and then behavioral responses to test stimuli are
measured �Malott and Malott, 1970; Hulse, 1995�. The
stimuli that are presented typically vary systematically along
some physical dimension, and a systematic gradient in be-
havioral responses suggests that the animal possesses a per-
ceptual dimension related to the stimulus dimension �Gutt-
man, 1963�. The gradient in behavioral response is often
interpreted to imply how closely test stimuli are perceived to
be similar to the signal stimulus. In the present experiment,

FIG. 7. Percent generalization determined for C27 over two different peri-
ods of time. The dashed lines indicate the general gradient obtained when
the animal was trained with the cosine-phase harmonic tone complex and
tested with the cosine-phase tone complex as the signal. The solid lines
indicate the generalization gradients obtained when the animal was retrained
with IIRN��, 4 ms, −1 dB� and tested using IIRN��, 4 ms, −1 dB� as the
signal stimulus. The symbols indicate the behavioral data obtained following
retraining with IIRN��, 4 ms, −1 dB�, but using the cosine-phase tone com-
plex as the signal stimulus. �a� The percent generalization obtained over an
initial 6 week period; �b� data obtained during the next 8 weeks.

FIG. 8. Average percent generalization from four chinchillas for IIRN��,
4 ms, −1 dB� and random-phase and cosine-phase harmonic tone com-
plexes. Error bars indicate ±1 standard deviation. Open bars show responses
when chinchillas were trained with the cosine-phase tone complex and
tested in the generalization procedure using the cosine-phase tone complex
as the signal stimulus. Black-filled bars show responses when chinchillas
were retrained with IIRN��, 4 ms, −1 dB� and tested in the generalization
procedure IIRN��, 4 ms, −1 dB� as the signal stimulus. Gray-filled bars
show responses when chinchillas were retrained with IIRN��, 4 ms, −1 dB�
and tested in the generalization procedure using the cosine-phase tone com-
plex as the signal stimulus.
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the physical dimension that was varied systematically is the
periodicity strength of the stimulus. Stimulus periodicity
strength is measured as the height of the first peak in the
autocorrelation function for both the waveform fine structure
and the stimulus envelope.

In the present study, chinchillas were trained to discrimi-
nate IIRN with −1 dB of delayed noise attenuation from
WBN. IIRN��, 4 ms, −1 dB� has a relatively large period-
icity strength in the waveform fine structure, but a relatively
small periodicity strength in the envelope �see Fig. 1�. The
results of Experiment 1 of the present study indicate that
chinchillas order complex sounds along the physical dimen-
sion of periodicity strength, and thus, possess a perceptual
dimension similar to pitch strength in human listeners. That
is, there is an increase in behavioral response as the period-
icity strength of the stimulus increases. More importantly,
there are generally small differences in behavioral responses
between IIRN��, 4 ms, −1 dB� and random-phase tone
complexes and between IIRN��, 4 ms, −1 dB� and cosine-
phase tone complexes. The behavioral responses among
these three stimuli are typically large for most animals. That
is, most animals perceive random-phase and cosine-phase
harmonic tone complexes to be functionally similar to
IIRN��, −1 dB� suggesting that there is a perceptual equiva-
lence �Hulse, 1995� among these three stimuli. In this case,
the perceptual equivalence is presumably related to the simi-
larity in periodicity strength in the waveform fine structure
among these three stimuli �see Fig. 1�.

The generalization gradients obtained in Experiment 1
of the present study clearly differ from those obtained when
the chinchillas were first trained to discriminate a cosine-
phase harmonic tone complex from WBN �Shofner, 2002�.
Among all the stimuli, the cosine-phase tone complex has
the largest periodicity strength in both the fine structure and
the envelope �see Fig. 1�b��, whereas WBN noise has a pe-
riodicity strength of 0 as measured by autocorrelation. The
previous results �Shofner, 2002� showed that for most chin-
chillas, IIRN��, T, −1 dB� and random-phase harmonic tone
complexes were not perceived to be similar to the ‘pitch’
strength of cosine-phase tone complexes, and the behavioral
data suggested that the stimulus envelope had a greater in-
fluence than waveform fine structure on the perception of
‘pitch’ strength in chinchillas. In contrast, however, the gen-
eralization gradients obtained from Experiment 1 of the
present study suggest that periodicity information in the
waveform fine structure now has a greater influence than
envelope on the perception of ‘pitch’ strength in chinchillas.

In order to gain some insight into the question regarding
the dominance of information in the fine structure following
listening experience with IIRN��, T, −1 dB�, generalization
gradients were analyzed using the auditory image model
�AIM� of Patterson et al. �1995� as previously described �see
Shofner, 2002 for details�. The filter functions of AIM are
based on the bandwidths described by Glasberg and Moore
�1990� obtained using simultaneous masking with notched
noise �see Patterson et al., 1995�. Because the auditory filter
functions for chinchillas and human listeners are similar un-
der conditions of simultaneous masking with notched noise
�Niemiec et al., 1992�, no attempt was made to change the

bandwidth of the simulated auditory filters in AIM. Briefly,
10 ms summary autocorrelograms were obtained at the out-
put of AIM for auditory filters with center frequencies be-
tween 0.1–1.0 kHz and for auditory filters between
1.0–10.0 kHz. These two summary autocorrelograms were
assumed to represent the processed temporal information in
the waveform fine structure and envelope, respectively. Fine
structure and envelope summary autocorrelograms were ob-
tained for WBN and all stimuli for the 4 ms periodicity
strength condition. The similarity index �SI� is defined as

SI = �
0

10 ms

�Y�t,stimulus� − Y�t,WBN��2,

where Y�t,stimulus� and Y�t,WBN� are the normalized ampli-
tudes of the summary autocorrelograms at times, t, be-
tween 0 and 10 ms for any given stimulus and WBN, re-
spectively. Relative similarity in terms of percent is then
defined as

S�%� =
SI

SI�cos�
� 100

where SI�COS� is the similarity index of the cosine-phase
harmonic tone complex. Similarity will be 100% if the
stimulus is the cosine-phase tone complex and will be 0%
if the stimulus is WBN. Figure 9 shows average percent
generalization obtained from the six chinchillas for the
4 ms periodicity condition when animals were initially
trained with the cosine-phase tone complex �open circles,
dashed line� and then retrained with the IIRN �open in-
verted triangles, dashed line�. Also shown in Fig. 9 are the
best fitting model predictions based on a simple weighted
average of the relative similarities of the low-frequency
�0.1–1.0 kHz� and high-frequency �1.0–10.0 kHz� audi-
tory channels. These model predictions were obtained by
first fixing the weight for the low-frequency channels at 0
and the weight for the high-frequency channels at 1. A
sum of squares difference between the behavioral data and
model predictions based on those weights were obtained.
The weights were varied in steps of 0.01 until the mini-

FIG. 9. Percent similarity �as defined in the text for the auditory image
model� computed for stimuli having a period or delay of 4 ms. Open circles
indicate data obtained when animals were trained with the cosine-phase
harmonic tone complex; open inverted triangles indicate data obtained when
animals were retrained with IIRN��, 4 ms, −1 dB�. The behavioral data are
the average percent generalization from the six chinchillas in Fig. 2. Filled
symbols show the best fitting model predictions under the corresponding
training conditions. The weights for low frequencies �0.1–1.0 kHz� and
high frequencies �1.0–10.0 kHz� are indicated on the right-hand panel for
the two training conditions.
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mum sum of squares difference between the model pre-
dictions and behavioral data was obtained. For animals
trained with the cosine-phase tone complex, the relative
weight given to the low-frequency channels is 0.39 and
the weight given to the high-frequency channels is 0.61.
The listening strategy in this case is to combine informa-
tion across auditory channels, but to weigh more heavily
the information in high-frequency channels where tempo-
ral information about the stimulus envelope is dominant.
In contrast, for animals retrained with IIRN, the relative
weight given to the low-frequency channels is now 0.91
and the weight given to the high-frequency channels is
only 0.09. The listening strategy in this case is to combine
information across auditory channels, but to weigh more
heavily the information in low-frequency channels where
temporal information about the waveform fine structure is
dominant. Thus, the behavioral results indicate that listen-
ing experience can alter the perception of ‘pitch’ strength
in chinchillas, and the simulation results indicate that
chinchillas can become “fine structure” listeners when
trained using a broadband stimulus like IIRN, which has a
large periodicity strength in the fine structure, but not in
the envelope.

The results of Experiment 1 of the present study suggest
that the listening strategy of chinchillas following training
with IIRN is more like the listening strategy used by human
listeners. Shofner and Selas �2002� had human listeners
judge the pitch strength of the same complex sounds pre-
sented in the present study using a magnitude estimation
procedure. A modified version of Stevens’ power law based
on temporal information in both the waveform fine structure
and envelope was used to model the judgments of pitch
strength. These results suggested that the perception of pitch
strength in human listeners is also largely influenced by the
temporal information in the waveform fine structure. The
results of Experiment 2 are consistent with this conclusion.
The average percent generalization to CN��, 4 ms, 0 dB� is
identical to IIRN��, 4 ms, −5 dB� when animals discrimi-
nate IIRN��, 4 ms, −1 dB� from WBN and suggests that
CN��, 4 ms, 0 dB� and IIRN��, 4 ms, −5 dB� evoke equal
‘pitch’ strength relative to IIRN��, 4 ms, −1 dB�. The simi-
larity in ‘pitch’ strength is predicted based on the similarity
in the magnitude of AC1 for these two stimuli. However, the
similarity in ‘pitch’ strength is not as clearly predicted based
on the spectral differences for the stimuli. This conclusion
that the perception of ‘pitch’ strength in chinchillas can be
accounted for based on temporal processing is similar to that
described for human listeners �Yost et al., 1996; Yost, 1996�.

Although when trained using IIRN stimuli, chinchillas
develop a listening strategy that does appear to be similar to
that of human listeners, this is not necessarily a permanent
change in listening strategy. The results of Experiment 3 of
the present study show that when retested in the generaliza-
tion paradigm using the cosine-phase harmonic tone complex
as a signal following retraining with IIRN, the responses to
random-phase complex tones and IIRN eventually become
lower than those previously obtained when tested using IIRN
as the signal. That is, the generalization gradients become
more like those obtained originally from naive animals

trained with the cosine-phase tone complex, suggesting that
“fine structure listening” has reverted back to “envelope lis-
tening.” Thus, it would appear that the periodicity strength of
the stimulus envelope is a very salient cue for the perception
of ‘pitch’ strength in chinchillas.

The audiograms of chinchillas and humans are similar,
indicating that chinchillas have good low frequency hearing
abilities �Heffner and Heffner, 1991�. Also, the bandwidths
of chinchilla auditory filters are similar to those of human
listeners as measured using simultaneous masking methods
�Niemiec et al., 1992�. Given these similarities between hu-
man and chinchilla auditory systems, why is there such a
difference in the perceptions between humans and chinchil-
las. That is, why is the envelope such a salient cue in chin-
chillas whereas the fine structure is more important in hu-
mans?

Recently, the similarities in auditory filter functions
among human listeners and nonhuman mammals have been
questioned. As previously described, filter bandwidths are
similar between chinchillas and human listeners when mea-
sured using simultaneous masking procedures �Niemiec et
al., 1992�. However, based on data from otoacoustic emis-
sions, it has been suggested that the filter functions of human
listeners are narrower than previously thought and that the
auditory filters of nonhuman mammals are wider than those
of human listeners �Shera et al., 2002�. Wider auditory filters
in chinchillas would suggest that for a given harmonic stimu-
lus, there would be more unresolved components along the
chinchilla cochlea than a long the human cochlea. Because
temporal information about the envelope is dominated by the
unresolved components, more unresolved components in
chinchillas than in humans could explain the predisposition
of chinchillas to weigh more heavily on the temporal infor-
mation in the stimulus envelope. However, the results from a
recent experiment in which chinchillas and human listeners
discriminated a cosine-phase tone complex from random-
phase tone complexes argue that spectral resolvability for
these types of broadband stimuli is similar for the two groups
�Shofner et al., 2005�.

There is an interesting difference between the human
and chinchilla cochleae that could potentially account in part
for the differences in human and chinchilla perceptions of
pitch strength. Namely, there are differences in the innerva-
tion densities of the chinchilla and human cochleae. There
are approximately 10 myelinated nerve fibers per inner hair
cell along the entire length of the human cochlea �Nadol,
1988�. However, the chinchilla cochlea has an average of 9.4
fibers per inner hair cell in the apex, which increases system-
atically to 18.8 fibers per inner hair cell in the basal regions
�Bohne et al., 1982�. Thus, in the chinchilla cochlea, there
may be a greater number of auditory nerve fibers carrying
information about the envelope than about the fine structure,
since envelope periodicity processing is dominated by high
frequency auditory channels.

Does the predisposition of chinchillas to use envelope
cues compared to the use of fine structure cues by human
listeners reflect species differences in central neural mecha-
nisms? Behavioral studies from the chinchilla suggest that
that the neural mechanisms underlying the discrimination of
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IIRNs from WBN are not fundamentally different between
chinchillas and human listeners �Shofner and Yost, 1995;
1997�. The ability of the chinchilla to adopt a different lis-
tening strategy after training with rippled noise stimuli pre-
sumably reflects experience-dependent plasticity in the cen-
tral auditory system, and this presumed experience-
dependent plasticity appears to occur in humans as well.
Normal-hearing human listeners are exposed constantly to
speech and music from the time of birth, and Terhardt �1974�
has argued that virtual pitch is acquired through learning
processes related to speech. Unlike human listeners, the chin-
chillas used in laboratory studies are raised in acoustically
impoverished environments. Perhaps the listening experience
with rippled noise stimuli derived by chinchillas reflects
experience-dependent plasticity that is similar to that which
occurs in human infants through exposure to speech and mu-
sic. The loci of any experience-dependent plasticity related
to ‘pitch’ strength in the chinchilla will require future physi-
ological studies. It seems likely that some plasticity will oc-
cur in the auditory cortex �e.g., Weinberger, 2004�, but could
also occur at the level of the cochlear nucleus �e.g., Woody et
al., 1992; 1994�. It is unclear as to why it might be more
adaptive for the chinchilla to use information in the envelope
rather than fine structure as in human listeners. Chinchillas
are good low frequency hearing animals as shown by their
audiograms, and one might predict that they would attend to
the fine structure more than the envelope. Perhaps the pre-
disposition for chinchillas to weigh envelope information
over fine structure reflects the importance of high frequency
listening for sound localization. Heffner et al. �1995� have
shown that high frequencies are necessary for front/back and
vertical sound localization in chinchillas.

In summary, the generalization gradients obtained from
chinchillas are dependent on the type of training stimulus
employed. When animals are trained to discriminate a stimu-
lus in which the fine structure and envelope both contain
strong periodicities �i.e., cosine-phase tone complex� from an
aperiodic stimulus �i.e., WBN�, the gradients obtained sug-
gest that animals are largely processing information about
the stimulus envelope. That is, when periodicities are strong
in both the fine structure and envelope, chinchillas seem to
have a predisposition for using envelope information. How-
ever, when animals are trained to discriminate a stimulus
with strong fine structure periodicity, but weak envelope pe-
riodicity �i.e., IIRN� from an aperiodic stimulus �i.e., WBN�,
the gradients obtained suggest that animals are largely pro-
cessing information about the fine structure. That is, chin-
chillas can learn to use the information in the fine structure to
do the discrimination and consequently, their perception of
‘pitch’ strength is altered.
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characteristicsa)
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In this study we demonstrate an effect for amplitude modulation �AM� that is analogous to forward
making of audio frequencies, i.e., the modulation threshold for detection of AM �signal� is raised by
preceding AM �masker�. In the study we focused on the basic characteristics of the forward-masking
effect. Functions representing recovery from AM forward masking measured with a 150-ms
40-Hz masker AM and a 50-ms signal AM of the same rate imposed on the same broadband-noise
carrier, showed an exponential decay of forward masking with increasing delay from masker offset.
Thresholds remained elevated by more than 2 dB over an interval of at least 150 ms following the
masker. Masked-threshold patterns, measured with a fixed signal rate �20, 40, and 80 Hz� and a
variable masker rate, showed tuning of the AM forward-masking effect. The tuning was
approximately constant across signal modulation rates used and consistent with the idea of
modulation-rate selective channels. Combining two equally effective forward maskers of different
frequencies did not lead to an increase in forward masking relative to that produced by either
component alone. Overall, the results are consistent with modulation-rate selective neural channels
that adapt and recover from the adaptation relatively quickly. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2042970�

PACS number�s�: 43.66.Mk, 43.66.Dc �GDK� Pages: 3198–3210

I. INTRODUCTION

Envelope fluctuations provide important cues in the per-
ception of auditory stimuli. Envelopes that differ in their
temporal structure may help perceptually segregate sounds
with overlapping spectra �Grimault et al., 2002; Roberts et
al., 2002�, and thus extract the target sound from the back-
ground. On the other hand, interference between concurrent
temporal envelope fluctuations may adversely affect speech
intelligibility, especially in listeners with reduced spectral
resolution, such as hearing-impaired listeners �Hedrick and
Jesteadt, 1996� or cochlear-implant users �Hedrick and Car-
ney, 1997; Kwon and Turner, 2001�.

Most sounds have envelopes that are complex wave-
forms and can be represented by a combination of sinusoidal
amplitude modulations. An important question is whether the
auditory system performs a spectral analysis on envelopes by
processing different modulation components in modulation-
rate selective channels or whether processing of envelopes is
based on a purely temporal code.

Studies of modulation masking have demonstrated that
the auditory system exhibits modulation-rate selectivity
�Houtgast, 1989; Bacon and Grantham, 1989�, albeit limited,
as indicated by relatively broad masking patterns. This find-
ing has inspired models of auditory processing that imple-
ment a bank of modulation filters at the output of individual
peripheral channels �Dau et al., 1997a, b; Ewert and Dau,
2000�. Modulation-rate selective channels could be realized

by neurons that have bandpass modulation transfer charac-
teristics. Such neurons have been found in the cochlear
nucleus �Frisina et al., 1990; Rhode and Greenberg, 1994�, in
the inferior colliculus �Rees and Møller, 1983; Langner and
Schreiner, 1988�, and in the auditory cortex �Schulze and
Langner, 1999; Liang et al., 2002�. Langner and Schreiner
�1988� reported systematic mapping of best modulation fre-
quencies �BMFs� in the inferior colliculus �IC� of the cat.
That mapping, however, is not robust to changes in carrier
level. Krishna and Semple �2000� observed that the BMF in
the IC varies substantially across carrier levels, even over a
relatively small �20-dB� range. Interpretation of the physi-
ological data is further complicated by the fact that neural
representations at all processing stages above the auditory
nerve are nonhomogeneous and that different cell types ex-
hibit different characteristics in their response to AM stimuli
�for a review see Joris et al., 2004�. It is also unclear which
characteristics of the response to AM are important for the
perception of envelope fluctuations. Comparisons between
psychophysical data from a variety of tasks involving modu-
lation detection and discrimination and different response
characteristics measured physiologically are, therefore, cru-
cial for elucidating the mechanisms that underlie AM pro-
cessing.

In this study we demonstrate a forward-masking effect
in which a highly detectable AM raises the threshold for the
detection of subsequently presented AM. The effect is analo-
gous to forward masking in the domain of audio frequencies.
Nonsimultaneous interference in modulation detection has
been observed in numerous studies of adaptation to AM �Kay
and Matthews, 1972; Regan and Tansley, 1979; Tansley and
Suffield, 1983�. Experiments in those studies were designed
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Meeting of the ARO �M. Wojtczak and N. F. Viemeister, Abstract No. 838�.
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to produce the maximum amount of adaptation and thus,
very long durations of adapting modulations were used
�20–30 min�. It was found that such long exposures to a
sinusoidal AM decreased sensitivity to an ensuing modula-
tion of the same rate. It is not clear whether the observed
effect of adaptation plays any role in the perceptual process-
ing of envelopes, since only negligible threshold elevation
was observed after just a few minutes of exposure �Tansley
and Suffield, 1983�. More recently, Sheft �2000� observed
significant threshold elevation �up to 7 dB� using a 3-min
adapting AM before trials began and then interspersing the
adaptor for 16 s between trials. However, long durations of
uninterrupted exposure to a constant pattern of a temporal
envelope are not commonly encountered. In addition, it has
been questioned whether or not the adaptation paradigm is
valid for elucidating the mechanisms responsible for encod-
ing and processing AM. It has been demonstrated that for
FM and frequency sweeps, the loss of sensitivity due to long
prior exposure to these features, considered initially as re-
flecting neural adaptation, disappears with training �Moody
et al., 1984�, or is small enough to be explained in terms of
nonsensory factors �Wakefield and Viemeister, 1984�. Re-
cently, Lorenzi et al. �2004� measured adaptation to AM and
found that a post-exposure impairment of AM detection, al-
though initially in agreement with the data reported in earlier
studies of adaptation, also disappears after extensive training.

Early studies that measured adaptation to AM have used
the same modulation rate for the adapting AM and the signal
to be detected. Thus, modulation-rate selectivity of the adap-
tation effect was not investigated. There is a hint in the study
by Richards et al. �1997� that the effect of adaptation in AM
detection is modulation-rate selective. They used only two
modulation rates of the adapting AM: one that was equal to
the modulation rate of the test AM �16 Hz�, and the other
that was substantially different from the test AM �56 Hz�,
and found that only the 16-Hz adaptor significantly de-
creased sensitivity to the 16-Hz test AM. However, their
data do not allow for an inference about the sharpness of
tuning. More recently, rate selectivity of adaptation to AM
was shown by Sheft �2000� for AM detection �thresholds
were elevated when the rate separation between the adapting
and test AM was within one to two octaves� and by Wojtczak
and Viemeister �2003� for the effect of an adapting AM on
the perception of suprathreshold modulation depth. The tun-
ing they observed was sharper than that observed in simul-
taneous modulation masking.

Forward masking of AM newly demonstrated in this
study may be potentially very relevant to the processing of
real-world auditory stimuli since the effect can be observed
for relatively short durations of masking modulations �e.g.,
150 ms�, durations comparable to those observed in speech
sounds. Our main focus in this study was to determine the
basic characteristics of the effect, primarily the temporal and
spectral region over which prior exposure to AM affects sen-
sitivity to ensuing AM.

II. EXPERIMENT 1: RECOVERY FROM AM FORWARD
MASKING

Our purpose in this experiment was to measure the
shape of the recovery function for AM forward masking.
Figure 1 schematically illustrates the envelope of a stimulus
containing both the masker AM �MAM� and signal AM
�SAM�. The detection of SAM was measured as a function of
the delay between the offset of MAM and the onset of SAM. To
ensure that strong envelope fluctuations associated with gat-
ing the carrier off and on did not affect detection of the
signal AM, both the masker and signal AM were sequentially
imposed on the same uninterrupted carrier.

When attempting to measure the recovery function, it is
desirable to use a very short signal so that the function can
be measured with good resolution. This requires using a high
modulation rate, since at least one cycle of modulation needs
to be presented. However, the detection of modulation dete-
riorates with a decreasing number of modulation cycles
�Sheft and Yost, 1990� and, for noise carriers, it also deterio-
rates with an increasing modulation rate above about 30 Hz
�Viemeister, 1979�. Thus, using just one cycle of a very high
modulation rate could impose an artificial limit on the ob-
served size of AM forward masking because it would limit
the available range of modulation depths above the un-
masked AM detection threshold. For these reasons, very low
and very high modulation rates could not be used in the
experiment.

A. Stimuli and procedure

The detection of a 40-Hz sinusoidal AM �SAM� was
measured using an adaptive three-interval forced-choice
�3IFC� procedure that estimated the 79.4% point on the psy-
chometric function �Levitt, 1971�. Feedback indicating the
correct response was provided on each trial. The signal
modulation SAM was presented alone in one condition, and
after a 40-Hz MAM in another condition. In the signal inter-
val, the modulations were imposed sequentially on an unin-
terrupted noise carrier whose bandwidth extended from
0.1 to 10 kHz. The noise carrier had a spectrum level of
25 dB SPL measured at 1 kHz. For delays between SAM and
MAM up to 210 ms, a carrier duration of 500-ms was used. A
longer duration of the carrier �750 ms� had to be used when
it was observed that the AM masked threshold was still el-
evated when SAM was separated from MAM by the longest
delay permissible with the 500-ms carrier duration. The
stimulus envelope shown in Fig. 1 was described by

FIG. 1. Schematic illustration of the stimulus envelope in the signal interval.
The envelope contains the masker AM �MAM� and signal AM �SAM� imposed
on the same uninterrupted carrier.
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e�t� = 1 + m sin�2�fmt + �� during the modulated

portions of the carrier, and

e�t� = 1 during the unmodulated portions, �1�

where m, fm, and � are the modulation depth, modulation
rate, and the modulation starting phase, respectively. MAM

occupied the initial 150 ms of the carrier and its modulation
depth was 1 �20 log m=0 dB�. SAM had a duration of 50 ms
and its modulation depth was varied adaptively to find the
threshold. Both MAM and SAM started at phase �=0 rad.
Thresholds were measured for delays between the offset of
MAM and the onset of SAM, ranging from 0 to 510 ms. When
MAM was not present, the unmasked detection of SAM was
measured with SAM starting 150 ms after the carrier onset.
The adaptive tracking procedure used a 2-dB step �20 log m�
until the first four reversals were obtained. The step size was
reduced to 1 dB afterward. A total of 12 reversals were ob-
tained and the threshold estimate was computed as the mean
of the last eight reversals. Six to nine threshold estimates
were averaged to compute the final threshold for each
masker-signal delay. The run was aborted when the adaptive
procedure called for a modulation depth greater than 0 dB, to
avoid overmodulation. For delays at which more than three
runs were aborted, thresholds were deemed immeasurable.
When three or fewer runs were aborted, the threshold was
computed as the mean of the remaining three to six runs.
Those thresholds are distinguished by using gray symbols.

For delays up to 210 ms, the forward-masking functions
were also measured with two types of a cue that was used to
help perceptually segregate SAM from MAM. This was done to
evaluate a potential role of temporal confusion that has been
shown to affect the amount of forward masking in the audio-
frequency domain �Moore and Glasberg, 1982; Neff, 1985,
1986�. In one case a 4-kHz tone was presented ipsilaterally
at 75 dB SPL and gated �with 5-ms ramps� for the duration

of MAM. In another case, an independent sample of the noise
carrier modulated by MAM was presented to the contralateral
ear in each observation interval.

The stimuli were generated digitally on a PC using a
24-bit soundcard �Echo-Gina 24/96� and a sampling rate of
44.1 kHz. The noise carrier was generated in the frequency
domain, with the components outside the passband set to
zero. The amplitude and phase of the components inside the
passband were randomly selected from the Rayleigh and
rectangular distributions, respectively. The real part of the
inverse FFT was then multiplied by the modulating wave-
forms. A different sample of noise was presented in each
observation interval. The stimuli were presented monaurally
to the left ear via Sony MDR-V6 earphones, except the con-
dition where the noise carrier modulated by MAM was pre-
sented to the opposite ear to eliminate possible temporal con-
fusion.

B. Subjects

Six listeners with normal hearing participated in experi-
ment 1. Four listeners were used to measure the recovery
functions and two additional listeners were used to compare
recovery for delays up to 210 ms with versus without a cuing
stimulus. The listeners had audiometric thresholds to within
10 dB of laboratory norms at octave frequencies between
250 and 8000 Hz �thresholds better than 15 dB HL�. Subject
S3 �the first author� was highly trained in psychoacoustic
tasks. The other subjects were naïve and were given at least
10 h training on selected conditions before data collection
commenced.

C. Results

Modulation thresholds for detecting the unmasked
40-Hz SAM were subtracted from thresholds measured for
SAM presented after MAM to compute the amount of AM
forward masking. Figure 2 shows the amount of AM forward

FIG. 2. AM forward masking �symbols� measured as a
function of the delay between the offset of MAM and the
onset of SAM. Gray lines represent the best fitting func-
tion described by Eq. �2�. The amount of masking
above the residual at the delay of 0 ms, the residual
amount of masking, and the time constant describing
recovery are provided in each panel. Also, the threshold
for detecting unmasked SAM is shown for each subject.
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masking �symbols� as a function of the delay between the
offset of MAM and the onset of SAM. Standard deviations for
the masked thresholds �not shown� estimated from six to
nine runs were less than 1 dB in 94% of all cases �all delays
and subjects�. The maximum standard deviation did not ex-
ceed 1.2 dB. The unmasked thresholds are shown in the in-
sert of each panel �SAM thr�. The mean unmasked threshold
of −12.7 dB obtained by averaging thresholds from the four
listeners is about 2 dB higher than the mean threshold for
two listeners measured by Sheft and Yost �1990� using two
cycles of 40-Hz AM imposed on a noise carrier. The differ-
ence could reflect the effect of a longer fringe �500 ms ver-
sus 150 ms used in this study� or slightly worse average
sensitivity of our listeners.

For the 0-ms delay, a valid estimate of the masked
threshold could not be obtained from any of the subjects.
Subject S1 was the only one who successfully completed
three out of six runs, but three other runs were aborted due to
the adaptive procedure calling for a modulation depth greater
than 0 dB. Since the duration of SAM was 50 ms, this result
indicates that over a period of 50 ms listeners could not re-
liably detect a 40-Hz AM when it followed AM of the same
rate. Similarly, some runs were aborted at other short delays
for subjects S2 �for a 10, 15, and 20-ms delay�, and S3, S4
�for a 10-ms delay�, indicated by gray symbols. Generally,
the masking effect decays rapidly within the first
100–150 ms �offset to onset� and then gradually asymptotes.
Subjects S1 and S2 exhibited a small residual amount of
masking at the longest delay �510 ms�.

To determine the time constant characterizing recovery
from AM forward masking, the data in Fig. 2 were fitted with
an exponential function given by the following equation:

M�d� = M0 · e−d/� + Mres, �2�

where M�d� is the amount of masking in dB at a delay d,
Mres is the residual masking, M0 is the amount of masking
at a 0-ms delay relative to the residual masking, and � is
the time constant describing the rate of recovery. The pa-
rameters yielding the best fit are given in the insert of
each panel. The proportion of variance accounted for by
the exponential fit �r2� was 0.98 for S1, 0.96 for S2, 0.95
for S3, and 0.97 for S4.

Since the rates of MAM and SAM were identical, the
masked thresholds measured at the shortest delays might
have been artificially raised by the listeners’ inability to de-
termine when the masker ended and the signal began.

Thresholds affected by temporal confusion are expected to
decrease when a stimulus cuing the temporal end of the
masker is used �Moore and Glasberg, 1982�. Figure 3 shows
recovery functions measured in two subjects with two types
of cuing stimuli added to investigate a potential role of tem-
poral confusion. Neither subject could detect the signal with-
out a cuing stimulus for the 0-ms delay and both showed
improvement in this condition when the 4-kHz cue was pre-
sented during the masker modulation. Subject S6, however,
still required a modulation depth greater than 0 dB in two
out of six runs. S5 also showed a slight �less than 2 dB�
decrease in threshold for a 15-ms delay, and S6 showed a
less than 1-dB improvement for 10- and 15-ms delays when
the cuing tone was present. The cuing tone led to an im-
provement in performance in no other condition. The con-
tralateral noise �open squares� did not reduce the threshold at
any delay. For shorter delays, it may have provided distrac-
tion, causing a slight increase in forward masking compared
with that observed without the noise. Overall, the data sug-
gest that the observed AM forward masking is not affected
by temporal confusion, at least for delays greater than 15 ms.
It is possible, however, that the cues were not effective
enough in eliminating temporal confusion �this issue is ad-
dressed in Sec. IV�.

After data collection was completed, at least 30 addi-
tional blocks were run in selected conditions to make sure
that the amount of masking could not be eliminated or sub-
stantially reduced by training. The data showed that the train-
ing given prior to data collection was sufficient and the
amounts of masking presented in Fig. 2 likely reflect the
asymptotic performance.

III. EXPERIMENT 2: RATE SELECTIVITY IN AM
FORWARD MASKING

Masking patterns obtained for the simultaneously pre-
sented masker and signal AM show a clear peak for signal
modulation rates that are similar to the masker modulation
rates �Bacon and Grantham, 1989; Houtgast, 1989; Taka-
hashi and Bacon, 1992; Dau et al., 1997a, b; Ewert and Dau,
2000; Ewert et al., 2002�. This tuning of masking may reflect
the processing of AM by rate-selective neural channels.
However, some aspects of modulation masking cannot be
explained by spectral models of masking. For example, when
the rate of the masker AM is low and the rate of the signal
AM is much higher, the presence of the masker facilitates

FIG. 3. Thresholds for the detection of SAM plotted as a
function of the delay between the offset of MAM and the
onset of SAM measured without a cuing stimulus �filled
circles�, with a 4-kHz tone gated for the duration of
MAM �open circles�, and with a contralateral noise
modulated by MAM �open squares�. The error bars in
this and all subsequent figures indicate one standard
deviation. Data from two subjects.
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signal detection and thus leads to thresholds that are lower
than the unmasked thresholds. The “negative masking,” seen
in the data of Bacon and Grantham �1989� and Strickland
and Viemeister �1996�, was explained in terms of detecting
“local temporal features.” This strategy for detecting the sig-
nal would require that listeners are able to evaluate their
decision variable over short temporal intervals �“looks”� and
improve their performance by detecting the signal in the
troughs of the masker modulation, where the effective modu-
lation depth of the signal is the greatest. The same explana-
tion could account for the fact that for a masker rate much
lower than the signal rate, detection improves as the modu-
lation depth of the masker increases, which is also seen in the
two studies. Another aspect of AM masking that cannot be
explained in terms of spectral models is that simultaneous
AM masking depends strongly on the relative starting phases
of the signal AM and the masker AM when the signal and
masker rates differ by a factor of 2 �Strickland and Viemeis-
ter, 1996�. Moreover, in simultaneous AM masking, listeners
can improve their performance by detecting beats between
the masker and signal AM component �Strickland and Vi-
emeister, 1996; Ewert et al., 2002�. The beat rate, although
not represented in the modulation spectrum, can be intro-
duced in the internal representation of the envelope as a re-
sult of compressive nonlinearity and possibly other nonlin-
earities in the auditory system �Shofner et al., 1996; Moore
et al., 1999; Füllgrabe et al., 2005�.

Using a forward-masking paradigm to measure tuning
prevents listeners from detecting the signal AM in local dips
of the masker AM and from using any other local temporal
cues, because the two modulations do not overlap in time. In
addition, modulation distortion products are unavailable as
cues when the masker and signal AM are temporally sepa-
rated. Thus, forward masking may potentially provide a valid
assessment of tuning in AM processing, if it is assumed that
the mechanism underlying the forward masking does not de-
pend on the modulation rate of the masker �an assumption
that has not been verified for AM�.

In this experiment, the detection of SAM was measured
as a function of the modulation rate of MAM for a short
�fixed� temporal delay between SAM and MAM.

A. Stimuli and procedure

Masked-threshold patterns �with the signal rate fixed and
the masker rate varied� were measured for SAM rates of 20,
40, and 80 Hz. In all cases, SAM had a duration of 50 ms so
the number of cycles in the signal increased from 1 to 4 as
the modulation rate increased. The noise carrier had the same
bandwidth as that used in experiment 1, and was gated for
600 ms. The masker AM had a duration of 500 ms and a
modulation depth of 0 dB �100% modulation�. A masker du-
ration of 500 ms was necessary so that at least one cycle of
MAM could be presented for each masker modulation rate.
The detection of SAM was measured for modulation rates of
MAM selected from the range between 2 and 256 Hz in one-
octave steps. The delay between the offset of MAM and the
onset of SAM was fixed for a given SAM rate but was not
always the same across subjects or SAM rates. In each case,

the shortest delay was used for which a subject was able to
perform the task for the MAM rate that produced most mask-
ing �which happened sometimes for unequal rates of MAM

and SAM�. All delays were in the range between 20 and
40 ms.

The experimental procedure, generation, and presenta-
tion of the stimuli were the same as in experiment 1.

B. Subjects

The four subjects for whom recovery functions were
measured in experiment 1 participated in this experiment.

C. Results

Figure 4 shows forward-masked AM thresholds, for all
three modulation rates of SAM, plotted as a function of the
modulation rate of MAM. The horizontal lines indicate the
unmasked thresholds. The data reveal tuning of the forward-
masking effect. The masker-signal delays at which the
masked-threshold patterns were measured are given in the
caption of Fig. 4. In some cases, the peak of the masking
function is shifted toward lower rates relative to the rate of
SAM �S1 for the 20- and 80-Hz SAM, and S2 and S3 for the
80-Hz SAM�. The peaks of the masking patterns are generally
similar across the three modulation rates of SAM, with the
exception of S2 and S3, who showed a slightly lower peak
threshold for the 80-Hz rate. There is a slight trend for the
amount of masking, computed as a difference between the
masked and unmasked threshold, to decrease with the in-
creasing modulation rate of SAM.

Not surprisingly, negative masking is not observed when
the masker rate is much lower than the signal rate. Since the
masker and the signal were not presented simultaneously,

FIG. 4. Thresholds for the detection of SAM plotted as a function of the rate
of MAM, for SAM rates of 20-Hz �circles�, 40 Hz �triangles�, and 80 Hz
�squares�. Also shown are unmasked thresholds for the SAM of 20 Hz �solid
line�, 40 Hz �dashed line�, and 80 Hz �dotted-dashed line�. In most cases the
delay between MAM and SAM was fixed at 20 ms, except the 20-Hz data
were collected at a 30-ms delay for S2 and S4, and the 80-Hz data were
collected at a 40-ms delay for S2, and a 30-ms delay for S4.
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listeners could not take advantage of the larger local effective
modulation depth of SAM in the troughs of MAM. No other
local temporal features could be used to improve perfor-
mance for MAM differing in rate from SAM relative to the
performance observed for equal rates. Thus, the tuning of the
forward-masking effect suggests that envelope processing is
performed by rate-selective channels.

Figure 5 shows attenuation functions derived from the
masked-threshold patterns. The functions were derived as-
suming that a masked threshold is obtained when the ratio of
the SAM amplitude to the MAM amplitude at the output of the
channel processing the signal reaches a constant criterion
value. It was also assumed that the masker that produces the
most masking is not attenuated by the channel processing the
signal �0-dB attenuation�. As mentioned above, the maxi-
mally effective masker was not always the on-frequency
masker. Under these assumptions, the attenuation functions
approximate the shape of hypothetical modulation filters, for
the three modulation rates used in this study. To facilitate a
comparison of the sharpness of tuning at the three modula-
tion rates, the attenuation functions shown in Fig. 5, for the
20- and 80-Hz rates, are shifted upward and downward, re-
spectively, to have their peak at the 40-Hz rate. The three
functions would overlap if the filters had a constant Q value.

Since the tails of the functions are limited by the unmasked
threshold, the sharpness of tuning should be compared only
around the peak, i.e., for the adjusted masker rates between 8
and 128 Hz. The data in Fig. 5 indicate that there is no sys-
tematic dependence of the relative bandwidth of a hypotheti-
cal modulation filter on the center frequency of the filter,
over the range of the rates tested.

To quantify tuning, a second-order bandpass Butter-
worth filter, symmetric on the log frequency scale, was fitted
to the adjusted attenuation functions in the range between 8
and 128 Hz. MATLAB’s fminbnd function was used to find a
ratio of the filters’ cutoff frequencies that produced the small-
est rms error between the data and the fitted filter. The Q
values of the filters fitted to the individual data and the rms
errors of the fits are given in Table I.

Figure 6 shows attenuation functions obtained by aver-
aging the amounts of attenuation across the four listeners
separately for each of the three signal modulation rates. The
gray lines show the attenuation characteristics of the second-
order Butterworth filters fitted to the averaged data. The fit-
ted filters are clearly too broad near the peak, which results
from fixing the order of the fitted filters at 2. This was done
in order to compare the Q values of the fitted filters with
those used to fit AM masking data in studies that measured
simultaneous masking �Ewert and Dau, 2000�. A higher or-
der of the filter would produce a better fit to the data. As in
studies of AM simultaneous masking, the filters were as-

FIG. 5. Attenuation functions derived from data in Fig. 4. Functions for the
20-and 80-Hz SAM are shifted to have their peak correspond to 40 Hz for
the purpose of comparison.

TABLE I. Q values of second-order bandpass filters and the rms errors of the fits to the individual and mean
data for SAM rates of 20, 40, and 80 Hz.

20 Hz 40 Hz 80 Hz

Q rms�err Q rms�err Q rms�err

S1 0.35 1.45 0.36 1.40 0.41 1.12
S2 0.62 1.30 0.71 2.12 0.50 0.71
S3 0.47 1.31 0.55 1.28 0.41 0.76
S4 0.35 2.10 0.42 2.02 0.53 2.06

Mean 0.36 1.21 0.44 1.56 0.41 1.06

FIG. 6. Attenuation functions averaged across listeners for SAM rates of 20,
40, and 80 Hz. The gray lines show the shapes of second-order bandpass
filters fit to the data.
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sumed to be symmetrical in log frequency. This assumption
also contributed to the fitting error, since the measured at-
tenuation functions for the 40- and 80-Hz SAM appear to
have a slightly steeper slope on the high-frequency side than
on the low-frequency side, when plotted against log fre-
quency. The Q values and the rms errors for the filters fitted
to the averaged functions are shown in the bottom row of
Table I. The Q values indicate very broad tuning. Data from
tasks measuring simultaneous masking of AM suggest Q val-
ues between 1 and 2 �Dau et al., 1997a; Ewert et al., 2002�.
The much sharper tuning in simultaneous masking may re-
sult from listeners’ ability to use local temporal features or
distortion modulation components to enhance their perfor-
mance in cases where MAM and SAM have different rates.

Caution is necessary in speculating about the mechanism
underlying forward masking of AM, since the exact mecha-
nism involved in coding AM in the auditory system has not
been yet elucidated. One possibility is that it reflects ringing
of the channels processing AM. Although broad tuning ob-
served in modulation masking implies very short ringing
times, a control condition was run to evaluate a potential
effect of the modulation starting phase on the detection of
SAM �Sek and Moore 2002�. Thresholds were measured at a
fixed delay between MAM and SAM of 30 ms, with the SAM

starting phase set to −� /2, 0, � /2, and � rad. The 0-rad
condition �the data point for the 30-ms delay in experiment
1� was rerun to assess a potential training effect. Data from
three listeners �S4 was unavailable for testing� are shown in
Table II. Although thresholds appear consistently lower for
−� /2 and � /2 than for the 0 and � phases, a one-way
ANOVA showed that the effect of the starting phase was not
significant �F=0.08, p=0.97�. This result suggests that the

forward-masking effect does not result from a simultaneous
interaction between the masker and signal AM due to ring-
ing, in which information about the modulation phase is pre-
served.

IV. EXPERIMENT 3: MASKING BY COMBINED AM
FORWARD MASKERS

This experiment compares the amount of masking pro-
duced by an on-frequency masker �40-Hz MAM� with the
amount of masking produced by that same masker paired
with a masker having a different modulation rate. The aims
of this experiment are �1� to test the hypothesis that the size
of the forward-masking effect is determined by the total
power of the modulation masker at the output of the channel
tuned to the signal modulation rate; �2� to further test to what
extent the perceptual similarity between MAM and SAM af-
fects tuning observed in AM forward masking.

Regarding the first aim, results from previous experi-
ments suggest that modulations with different rates are pro-
cessed in modulation-rate selective channels. In this experi-
ment, additivity of forward masking is tested by comparing
the amounts of masking produced by simultaneously present
similarly effective maskers with the amount of masking pro-
duced by either masker presented separately. If the size of
forward masking is determined by the total power of the
modulation masker at the output of the channel tuned to the
signal modulation rate, then combining two maskers that
separately produce similar amounts of masking should result
in an increased masked threshold compared with that pro-
duced by either masker alone.

Regarding the second aim, combining a 40-Hz AM with
a distinctly different rate may facilitate the perceptual segre-
gation between the masker and signal AM. In the second part
of experiment 1, a 4-kHz tone was presented during MAM to
mark the temporal end of the masker. Such a cue was ex-
pected to reduce a potential effect of temporal confusion be-
tween MAM and SAM, when the two modulations are similar
perceptually. It is possible that the tonal cue was not suffi-
cient to help listeners distinguish between the masker and the
signal. In that case, tuning of the masking effect could reflect

FIG. 7. Thresholds for detecting 40-Hz SAM presented
after a single-component MAM �open symbols� and after
a two-component MAM. Data for the 40-Hz masker
alone are shown by open circles, data for an off-
frequency masker alone are shown by open triangles,
and data for the two sinusoidal maskers combined are
shown by filled triangles. Data for S1.

TABLE II. Thresholds and standard deviations for detecting SAM for differ-
ent starting phases.

−� /2 0 � /2 �

S1 −6.6 �0.8� −6.1 �0.8� −6.2 �0.4� −6.0 �0.4�
S2 −2.5 �0.7� −2.2 �1.3� −2.3 �0.9� −2.1 �1.2�
S3 −6.6 �0.9� −5.9 �0.6� −6.2 �1.0� −6.0 �0.5�
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a decreasing perceptual similarity between MAM and SAM as
the difference between their rates increases. Adding a modu-
lation that has a different modulation rate from SAM �one that
does not produce any forward masking of SAM on its own� to
an on-frequency MAM �with the same rate as that of SAM�
may provide a more efficient cue for perceptual segregation
between MAM and SAM. If that were the case, and if forward
masking reflected perceptual confusion, then the threshold
would be expected to decrease in the presence of the modu-
lation added to the on-frequency masker. Thus, measuring
masking by two combined maskers could provide an insight
into the nature of the forward-masking effect.

A. Stimuli and procedure

The experimental procedure, the carrier, and the dura-
tions of the masker and signal modulations were the same as
in experiment 2. The masker modulation was either sinu-
soidal AM or a combination of two sinusoidal AMs. The
combined masker AM consisted of a 40-Hz sinusoid paired
with one of the following modulation rates: 4, 16, 32, 64,
128, and 256 Hz. In all conditions, each sinusoidal AM had a
modulation depth of −6 dB �20 log m�. All signal and masker

modulations started with a phase of 0 rad. Thresholds for
detecting SAM were measured for four delays between the
masker and signal, 0, 10, 20, and 30 ms. The method for the
generation and presentation of the stimuli was the same as in
the previous experiments.

B. Subjects

Three listeners completed the task. All of them partici-
pated in the first two experiments. Subject S2 was not avail-
able for testing at the time of the experiment.

C. Results

Data from the three listeners are shown in Figs. 7–9.
Open symbols show data for individual maskers presented
alone and filled symbols show thresholds obtained for two
maskers combined. For the 40-Hz masker, the amount of
masking is less than that measured in experiment 1. This is
not surprising because the modulation depth of MAM used
here was 6 dB lower than that used in the previous experi-
ments. Since the 32-Hz AM produced an amount of masking
most similar to that observed for the 40-Hz masker, the ad-

FIG. 8. The same as in Fig. 7, but for listener S3.

FIG. 9. The same as in Fig. 7, but for listener S4.
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ditivity of masking would be expected to be revealed when
these two masker rates are combined. A two-way ANOVA
was performed separately on each listener’s data with the
masker modulation rate and the masker-signal delay as the
main factors. For the 32- versus 40-Hz masker presented
separately, the ANOVA revealed no significant effect of the
masker rate for S1 �F=0, p=0.96� and S3 �F=0.02, p
=0.90�, but listener S4 showed significantly more masking
produced by the 40-Hz rate �F=17, p=0.001�. For equally
effective maskers, a simple additivity of envelope power
would predict a 3 dB increase in the masked threshold. The
data do not show an increase of forward masking when the
32- and 40-Hz maskers were presented together, in compari-
son with the forward masking produced by the 40-Hz
masker alone. A two-way ANOVA with the type of masker �
40 Hz alone versus 32+40 Hz�, and the delay as the main
factors revealed no significant effect of the masker type for
listener S1 �F=0.47, p=0.50� and S3 �F=2.5, p=0.13� and
only a marginally significant increase in forward masking for
S4
�F=10.11, p=0.006�. There was no significant interaction
between the delay and the masker type for any of the three
listeners. The lack of a significant increase in masking pro-
duced by two equally effective maskers compared with either
masker alone argues against the possibility that forward
masking depends on the total power of the forward masker at
the output of the modulation channel processing the signal
rate.

For MAM other than 32 and 40 Hz presented alone,
masked thresholds were substantially lower than the thresh-
olds for the 40-Hz masker presented alone, reflecting tuning
in AM forward masking. Thus, pairing an off-frequency
masker with the 40-Hz masker should result in masked
thresholds that are similar to those produced by the more
effective masker. This was generally the case, except for
some conditions where combining the 40-Hz masker with
maskers of higher rates �128 and 256 Hz� led to some im-
provement in performance relative to that for the 40-Hz
masker alone. This effect was the strongest for listener S1
�Fig. 7� at the three shortest delays, 0, 10, and 20 ms, but S4
�Fig. 9� also showed a slight decrease in threshold for the
same delays when the off-frequency rate was 256 Hz, and
for the 10- and 20-ms delays when the off-frequency rate
was 128 Hz. The possible reasons for this improvement in
signal detection will be discussed in the following section. In
contrast, S3 �Fig. 8� showed a slight elevation in threshold
when the off-frequency masker was added, but the change in
threshold was only marginally significant �F=12.5, p
=0.003�.

V. DISCUSSION

There is ample evidence demonstrating masking be-
tween concurrent sinusoidal modulations of similar rates
�Houtgast, 1989; Bacon and Grantham, 1989; Dau et al.,
1997a, b; Ewert and Dau, 2000; Ewert et al., 2002�. This
interference between spectral components within a temporal
envelope determines the amount of temporal information that
is available to the listener. In a dynamically changing enve-

lope, that information might be further limited by interfer-
ence between modulations that occur nonsimultaneously.
Data presented in this study convincingly demonstrate an
effect that is analogous to forward masking of audio frequen-
cies. A highly detectable modulation raises the threshold for
detection of 50-ms modulation with the same or a similar
rate when the latter follows it immediately after delays less
than about 150 ms. The effect is referred to here as AM
forward masking because of the apparent analogy and be-
cause the exact mechanism underlying the effect is presently
unknown �thus, the term “adaptation” has been avoided
here�.

A. The temporal extent of AM forward masking

Data from the first experiment show that listeners could
not consistently detect a 50-ms 100% modulation that im-
mediately followed a 150-ms modulation of the same rate.
Thresholds decreased with an increasing delay between MAM

and SAM but in all listeners, thresholds remained elevated by
more than 2 dB over at least a 150-ms interval. It is unclear
to what extent this forward-masking effect plays a role in the
processing of real-world auditory stimuli. The function rep-
resenting recovery from AM forward masking was measured
for a modulation rate of 40 Hz and the tuning of the effect
was measured for rates between 20 and 80 Hz. Although
such high rates are not the most prevalent in speech, they
have been shown to contribute to speech recognition, espe-
cially when all spectral cues are removed and listeners have
to rely on information contained in the temporal envelope
�van Tasell et al., 1987�. Durations of the masker and signal
AM used in this study fall within the range of durations for
speech tokens �e.g., vowels�. For modulation rates that are
dominant in speech �below 16 Hz�, one cycle of modulation
approaches the time interval over which the auditory system
recovers from forward masking, and thus the AM forward
masking may not appreciably affect their perception.

The recovery times estimated from an exponential fit to
the data in experiment 1 were remarkably consistent across
three listeners �111 ms�. One subject showed a faster recov-
ery �56 ms�. The time constants characterizing recovery
from AM forward masking in all four listeners are very simi-
lar to those describing recovery from forward masking of
audiofrequencies for listeners with sensorineural hearing
losses �Nelson and Freyman, 1987� and recovery from for-
ward masking in electrical stimulation for cochlear-implant
users �Nelson and Donaldson, 2002�. Since the two groups of
listeners have reduced or nonexistent peripheral compres-
sion, the time constants reported in those studies are not
affected by the effect of peripheral compression on the slope
of the forward-masking curve measured behaviorally �Plack
and Oxenham, 1998�. Thus, those time constants may accu-
rately describe the recovery of the mechanism underlying
forward masking. Under this assumption, it is tempting to
speculate that the similarity between the time constants de-
scribing recovery from AM forward masking and those char-
acterizing forward masking of audio frequencies in the audi-
tory system without peripheral compression may suggest that
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the two effects have the same type of underlying mechanism,
e.g., they both may be mediated by neural adaptation.

The relatively fast recovery from the forward-masking
effect explains why Tansley and Suffield �1983� did not see a
substantial change in threshold after a few minutes of unin-
terrupted exposure to AM, since they used a 7 s test AM.
When the signal is substantially longer than the time that the
system needs to recover from forward masking, no threshold
elevation is observed because a large portion of the signal is
unaffected by the masker. Thus, even if the amount of mask-
ing depends on masker duration, the signal was likely long
enough to be detected at its unmasked threshold level.

B. Tuning of AM forward masking

When sinusoidal modulations with different rates are si-
multaneously present in an envelope, listeners apparently can
use local temporal features to detect the signal modulation in
the presence of a masker. There is evidence that listeners can
take advantage of troughs in the masker modulation to detect
higher-rate modulations that are effectively magnified during
low-level portions of a fluctuating stimulus envelope �Strick-
land and Viemeister, 1996�. The availability of such local
temporal cues affects the shape of masked-threshold patterns,
and thus the bandwidth of a modulation filter derived from
the masking data. One might argue that a more accurate es-
timate of the filter shape and bandwidth could be obtained
from forward-masking data. This would require an assump-
tion that the rate of recovery does not depend on the fre-
quency of the masker modulation. While this assumption has
not been specifically tested, our limited data at masker-signal
delays shorter than those used in experiment 2 suggest that it
might be justified.1 Functions relating the masked threshold
to the modulation rate of the masker AM have a distinct peak
around the rate of the signal AM. The second-order Butter-
worth filters fitted to the data in Fig. 6 reveal very broad
tuning. The Q values of the filters fitted to the attenuation
functions averaged across listeners were less than 0.5 at all
three signal modulation rates. Although such low Q values
have been reported in some studies that used noise carriers
�Ewert and Dau, 2000�, most data from simultaneous
modulation-masking experiments imply sharper tuning of
AM, described by Q values between 1 and 2 �Dau et al.,
1997a, b; Ewert et al., 2002�. The sharper tuning in simulta-
neous masking may reflect the availability of local temporal
cues that may lead to an improvement in performance as the
signal and masker rates become more dissimilar and avail-
ability of modulation distortion components that could lead
to a sharper peak of the measured filter.

As shown in Fig. 6, the data that presumably approxi-
mate the modulation-filter shapes are slightly asymmetric on
a log frequency scale, with a steeper high-frequency side.
Such asymmetry was also revealed in the data of Ewert and
Dau �2000�. To model the asymmetry of attenuation func-
tions obtained from their simultaneous-masking data, Ewert
and Dau applied a low-pass filter with a cutoff frequency of
150 Hz to the output of a bandpass modulation filter that was
symmetric on a log-frequency scale. The choice of the cutoff
frequency was dictated by modulation-detection data ob-

tained for high-frequency tonal carriers that suggest “slug-
gishness” in envelope processing for modulation rates above
150 Hz �Kohlrausch et al., 2000�. The attenuation functions
measured in experiment 2 may reflect the combined symmet-
ric bandpass processing of modulation rates and lowpass fil-
tering due to the sluggishness of temporal processing, but to
predict the asymmetry at the 40-Hz rate seen in Fig. 6, a
cutoff frequency lower than 150 Hz would have to be used.

C. Ringing in modulation channels

An implication of processing AM by modulation-rate
selective channels is that those channels have a finite impulse
response �ringing� of the modulation channels. One reason
for forward masking could be an overlap of MAM and SAM

due to ringing in the filter processing both modulations. If
the modulation phase was preserved in ringing and if ringing
mediated the forward-masking effect, then the detection of
SAM would be expected to depend on its starting phase. Data
shown in Table II demonstrate that was not the case; at a
30-ms delay, at which substantial forward masking was ob-
served, threshold was independent of the SAM starting phase.
The interpretation of this result is not straightforward given
that the mechanism for coding AM is still unknown. Physi-
ological data suggest that the coding mechanism changes as
the stimulus moves from peripheral processing stages to
more central sites. At the auditory periphery, responses to
AM exhibit a high degree of synchronization to the phase of
the stimulating AM �Cooper et al., 1993; Wang and Sachs,
1993�, but at the level of the Inferior Colliculus �IC� that
code becomes partially converted to one based on the aver-
age firing rate �Langner and Schreiner, 1988; Krishna and
Semple, 2000�. Subsequently, the rate-based code becomes
dominant at the level of the Primary Auditory Cortex �e.g.,
Liang et al., 2002�. Although the synchrony-to-rate conver-
sion in AM coding may not occur in some species �e.g.,
guinea pig, Middlebrooks �2005��, it is possible that such
conversion occurs in the human auditory system. The tuning
of rate-based responses may imply a more complicated form
of ringing that would be insensitive to the phase of modula-
tion. Thus, the lack of phase effects in forward masking does
not allow for unequivocal rejection of a role of persistence of
the response to MAM beyond the physical offset of that
modulation.

D. “Additivity” of AM forward masking

It is sometimes useful to use a simple model of channel
processing such as the envelope power spectrum model
�EPSM� proposed by Ewert and Dau �2000�. When applied
to simultaneous-masking data, the model does not produce
accurate predictions when temporal cues �such as beats be-
tween modulation components or enhanced local modulation
depth in the troughs of the masker AM� can be used to im-
prove detection. Those temporal cues are not available in
forward masking, and thus one might expect that a spectral
model of AM processing could be more successful in ac-
counting for forward-masking data.

The envelope power spectrum model assumes that the
detection of a certain signal AM rate is determined by the
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total power of envelope components that are processed by
the modulation filter tuned to the signal rate. Comparing the
amount of forward masking produced by the 100% �0-dB�
40-Hz AM in experiment 1 with that produced by the 50%
�−6 dB� AM of the same rate in experiment 3 suggests a
decrease in the amount of forward masking with decreasing
power of the masker. The EPSM would predict such a de-
crease. If the system were linear, then combining two equally
effective maskers should produce a 3-dB increase in the
masked threshold. This was not observed in experiment 3,
where thresholds for the 32- and 40-Hz masker presented
separately did not differ significantly, and, yet, combining
the two maskers did not lead to an increase in the masked
threshold. Thus, a model assuming the integration of enve-
lope power within a modulation filter cannot predict the data
from experiment 3.

Two listeners showed a decrease in the amount of for-
ward masking when an off-frequency modulation producing
very little or no masking on its own was added to the
40-Hz masker modulation. One explanation for this effect is
in terms of temporal confusion. As mentioned in the intro-
duction to experiment 1, forward masking at short delays
may be elevated due to the listener’s inability to temporally
separate the masker from the signal. A pure tone presented
during the masker modulation in experiment 1 produced only
a slight improvement �1–2 dB� in performance at the short-
est delays. It is likely that in the case of two modulation
maskers combined, the high-frequency modulation also pro-
vides a cue by changing the percept of the masker AM and
making it less similar to the signal AM. One might argue that
modulations with very low rates should provide a similar cue
that would lead to an improvement in signal detection, but
this is not seen in the data in Figs. 7–9. In that case, however,
listeners reported being able to hear the low-frequency
modulation and the 40-Hz modulation as separate. This may
result from the fact that the two modulations produce per-
cepts that fall into separate categories, temporal following
for the low rate, and roughness for the higher rate �Wright
and Dai, 1998�. Consequently, the low-frequency AM does
not change the percept of the 40-Hz AM enough to eliminate
confusion between the masker and the signal. In contrast,
high off-frequency rates produce a percept that falls into the
same category as that produced by the 40-Hz rate. Listeners
reported that when the 128 or 256 Hz are combined with the
40-Hz AM, the 40-Hz modulation component could not be
heard out separately, and thus the combined masker led to a
percept that was dissimilar from the signal AM. The expla-
nation based on a reduction of temporal confusion is sup-
ported by the fact that listener S3, whose performance for the
40-Hz masker alone was the best, did not show an improve-
ment when a modulation that could help distinguish between
the signal and masker AM was presented with the 40-Hz
AM. For the other two listeners, no improvement was ob-
served when the masker-signal delay was increased to 30 ms.

Another explanation is in terms of inhibition of the re-
sponse to the 40-Hz AM by a higher-rate AM. Physiological
measurements show that neurons at more central processing
sites can respond strongly to a relatively narrow range of
modulation rates, but the response of the same neurons

shows strong inhibition when they are stimulated by other
rates �Krishna and Semple, 2000�. Although Krishna and
Semple did not stimulate their neurons by two modulation
rates simultaneously, it is plausible that in the case of simul-
taneous stimulation by a rate that produces a strong response
and by an inhibitory rate, the resulting response would be
reduced. Since the decrease in threshold for S1 and S2 de-
pended on the masker-signal delay, the explanation based on
inhibition is less likely.

E. Final remarks

The mechanisms underlying AM forward masking are
uncertain, especially since the mechanisms involved in AM
coding have not been determined. One possible explanation
could be in terms of the adaptation of neurons responding to
AM. A recent physiological study by Bartlett and Wang
�2005� found an effect of prior exposure to AM on subse-
quently presented AM of the same and different rates in cor-
tical responses of marmoset monkeys. Although AM dura-
tions they used were longer than those in the experiments
conducted within this study �from 500 to 2500 ms�, the data
are consistent with the adaptation as a mechanism underlying
forward masking in modulation processing. Bartlett and
Wang found that for equal masker and signal rates, cortical
responses to the ensuing AM were strongly suppressed, with
the strength of that suppression decreasing as the temporal
separation between the two modulations increased. They also
observed the tuning of that effect. The apparent similarity
between their and our data has to be treated with caution
since the parameters of the stimuli were very different, and
in their study the carrier was gated with each modulation,
which was not the case in our experiments. No other physi-
ological studies that would allow more elaborate specula-
tions are available at present.

VI. SUMMARY

The observed results can be summarized as follows.

�1� Data from our experiments demonstrate an effect analo-
gous to forward masking observed for auditory frequen-
cies. The sensitivity to AM is substantially decreased
following even a relatively brief exposure to AM of the
same �or similar� rate.

�2� The function fitted to the signal modulation depth at
threshold plotted against a linear delay between the
masker and signal AM reveals exponential recovery
from forward masking with the time constants falling in
the range between 56 and 111 ms, for the four subjects
used in the study.

�3� The AM forward masking effect shows tuning. The tun-
ing appears to be broader than that observed in the si-
multaneous masking of AM. The broader tuning might
result from the unavailability of cues based on local tem-
poral features and modulation distortion products that
may facilitate the detection of signal AM in simulta-
neous masking. The tuning does not depend on the signal
modulation rate over a range of rates studied
�20–80 Hz�.
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�4� The tuning is consistent with processing AM by rate-
selective modulation channels and with a notion that
neural activity in such channels adapts or persists after
the offset of the AM that has stimulated the channel.

�5� For a single-rate AM, a 50% AM produces less forward
masking of the same rate than a 100% AM, suggesting a
monotonic relationship between the power of the masker
and the amount of masking. Surprisingly, combining two
equally effective masker AMs does not produce an in-
crease in the amount of forward masking relative to that
observed for either of the component maskers alone.
This result is inconsistent with predictions by an enve-
lope power spectrum model.
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This study examines the relationship between a temporal masking effect and cochlear hearing
impairment. The threshold level of a long-duration broadband masker needed to mask a
short-duration tonal signal was measured for signals presented 2 ms �short-delay� or 202 ms
�long-delay condition� after masker onset. The difference between these thresholds is the temporal
effect. In two previous studies with normal-hearing listeners, estimates of gain of the cochlear active
process derived from such data suggested a decrease in gain during the course of the masker. This
hypothesis was further examined in the present study by testing listeners with mild to moderate
cochlear hearing impairment. Results are consistent with a decrease in gain in the short-delay
condition with increasing hearing impairment, and also less change in gain with increasing hearing
impairment. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2074787�
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I. INTRODUCTION

Under certain conditions, a brief tone may be more dif-
ficult to detect when it is presented at the onset of a masker
than when it is delayed from the onset of the masker. This
has been referred to as “overshoot” �Zwicker, 1965; Elliott,
1965� or the temporal effect �Wright, 1995�. The term tem-
poral effect will be used here. Although the temporal effect
may well be due to processes at several levels of the auditory
system, it has been of particular interest of late because of
evidence that it may be partially due to a decrease in the gain
of the cochlear active process during acoustic stimulation.

Evidence for this hypothesis comes from studies show-
ing reductions in the temporal effect subsequent to temporary
hearing loss induced by noise exposure �Champlin and Mc-
Fadden, 1989� and aspirin use �McFadden and Champlin,
1990; Bacon and Hicks, 2000�. McFadden and Champlin
�1990� also tested the effect of shifting thresholds with a
background noise; however, this did not affect the temporal
effect as did the use of aspirin or the induced temporary
threshold shift, suggesting that the cochlear amplifier had to
be altered.

Further evidence for the role of cochlear gain in the
temporal effect comes from studies of listeners with perma-
nent cochlear hearing loss. In general, studies with hearing-
impaired listeners have shown a reduced temporal effect with
pure-tone maskers �Bacon et al., 1988; Kimberly and Nel-
son, 1989� and broadband maskers �Bacon and Takahashi,
1992�. In contrast to the preceding studies, Carlyon and
Sloan �1987� evaluated the temporal effect in six listeners
with unilateral or asymmetric hearing impairment and re-
ported that the temporal effect was not influenced signifi-
cantly by the hearing impairment. However, they used a

single high masker level. Since the temporal effect varies
with signal and masker level �e.g., Bacon, 1990�, the high
level used may not have shown the maximum amount of
temporal effect. In addition, while two of their six listeners
had normal hearing in one ear, the other four listeners had
bilateral hearing loss. Examination of their data reveals that
three of their six listeners did indeed demonstrate a reduced
temporal effect in the poorer ear; while all of their listeners
�including those with normal hearing� demonstrated a very
small temporal effect, possibly due to the choice of masker
level.

The relationship between the temporal effect and the
active process was examined in a different way by von Kl-
itzing and Kohlrausch �1994�, by measuring the temporal
effect across a range of signal and masker levels. They noted
that the change in threshold signal-to-masker ratio with
masker level in the short-delay condition could reflect the
input-output characteristics of the basilar membrane �BM�.
For a tone presented at the characteristic frequency of a
given place on the BM, this input-output function can be
divided into three regions: at low levels, up to about 40 dB
SPL, the response has a slope near one; at intermediate levels
from about 40 to 80 dB SPL, the response is strongly com-
pressive; and at high levels above 80 dB SPL, the response
may become steeper again. They noted that the temporal
effect tends to be seen for short-duration signals, when the
signal level at threshold is considerably higher than the
masker level. Suppose a signal at less than 40 dB SPL can be
detected at a certain signal-plus-masker to masker ratio. If
the signal level is increased, it will be on the compressive
part of the function, and so the output level will increase at a
slower rate than the output level of the masker, which is still
on the lower part of the function. Therefore the signal-plus-
masker to masker ratio should increase at mid levels. In the
long-delay condition, this hypothesis would suggest that the
input-output function becomes more linear, because the

a�Portions of this paper were presented at the Twenty-Third Midwinter Meet-
ing of the Association for Research in Otolaryngology, February 2003.

b�Electronic mail: estrick@purdue.edu
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signal-to-noise ratio at threshold becomes more constant.
Strickland �2001, 2004� tested this idea quantitatively for
normal-hearing listeners, by fitting input-output functions to
data measured at a range of signal and masker levels, assum-
ing a constant signal-plus-masker to masker ratio at the out-
put. Input-output functions fit to the data had lower gain in
the long-delay condition than in the short-delay condition.

The purpose of the present study was to evaluate the
temporal effect in listeners with cochlear hearing impairment
using this same technique. In the above-reported studies,
when the masker was a broadband noise, temporary and per-
manent cochlear hearing loss caused a decrease in the signal-
to-noise ratio at threshold in the short-delay condition, but
not in the long-delay condition.1 This would be consistent
with a decrease from the normal amount of gain in the short-
delay condition. In this study, signal levels from near thresh-
old to 90-95 dB SPL will be used, so that input-output func-
tions may be estimated from the data. Previous studies with
hearing-impaired listeners have utilized single �Carlyon and
Sloan, 1987, Bacon et al., 1988� or few �Bacon and Taka-
hashi, 1992� masker levels. The use of input-output functions
will also allow the examination of small changes in the tem-
poral effect in listeners with milder degrees of hearing im-
pairment. Previous studies have tended to use listeners with
moderate degrees of hearing impairment, to look for clear
differences from normal data.

II. METHODS

A. Subjects

Eight listeners with cochlear hearing impairment partici-
pated in the study. Cochlear hearing impairment was deter-
mined using a test battery. To qualify for the study, listeners
had to have air conduction hearing thresholds outside the
normal range ��15 dB HL� at least at one audiometric fre-
quency in at least one ear, with no significant difference be-
tween air conduction and bone conduction thresholds. Tym-
panometric results had to indicate a type A �normal�
tympanogram, and acoustic reflex thresholds had to be con-
sistent with the hearing level. Retrocochlear involvement
was ruled out in listeners with asymmetric hearing loss using

an auditory brainstem response evaluation. Both ears of three
listeners were evaluated for a total data set from eleven ears
at frequencies with hearing impairment. One listener �L4�
was also evaluated at frequencies at which he had normal
hearing. Listeners had hearing thresholds ranging from 0 to
60 dB HL �normal at certain frequencies to a moderate sen-
sory hearing loss at other frequencies: see Table I�. The pat-
tern of hearing impairment with frequency was categorized
as sloping or notched based on the pattern of thresholds
across frequency. Listeners with sloping hearing losses �eight
ears� showed hearing thresholds increasing with increasing
frequency above 3000 Hz. Listeners with notched hearing
impairment �three ears� had normal or near-normal hearing
in the low to mid frequencies �500–2000 Hz� and an increase
in thresholds at 3000–6000 Hz with recovery to normal
thresholds �15 dB HL or less� at 8000 Hz. Audiometric
thresholds at the experimental frequency ranged from 5 to 55
dB HL. Listeners ranged in age from 30 to 73 years and there
were five male and three female listeners. All listeners were
paid for their participation. Two listeners were excluded from
the investigation: one who demonstrated large variability in
responses �standard deviations �5 dB� and another who had
a mild unilateral notched hearing impairment at 2000 Hz and
demonstrated no temporal effect at this frequency even in his
normal-hearing ear.

B. Stimuli

The signal was a sinusoid with a frequency of 3, 4, or 6
kHz. The signal frequency was chosen for each individual
listener so that it would be in a region of hearing loss. One
listener was also tested at two normal frequencies as a con-
trol. The duration of the signal was 10 ms including
5-ms cos2 onset and offset ramps. This duration was chosen
to be brief, yet long enough to preclude the effects of spectral
splatter �Bacon and Viemeister, 1985�. The masker was a
flat-spectrum broadband noise with a bandwidth of 0.2 f to
1.8 f , where f is the signal frequency. The masker duration
was 200 ms �short-delay condition� or 400 ms �long-delay
condition� including 5-ms cos2 onset and offset ramps. The
signal onset was either 2 ms after masker onset �short-delay
condition� or 202 ms after masker onset �long-delay condi-

TABLE I. Audiometric thresholds �dB HL� of hearing-impaired listeners. Test frequency thresholds shown in bold. For L4, two frequencies at which hearing
thresholds were normal were also tested.

Listener Ear Age 250 500 1000 2000 3000 4000 6000 8000
Type of

loss

L1 R 30 15 10 5 10 5 20 25 15 Notched
L2 L 51 5 20 20 20 10 30 20 15 Notched
L3 L 53 10 5 5 10 10 20 15 35 Sloping
L3 R 53 30 20 20 15 50 50 55 60 Sloping
L4 L 44 10 5 10 15 5 15 5 5 Normal
L4 R 44 5 5 5 10 20 15 10 0 Notched
L5 R 73 15 20 25 30 35 35 Sloping
L6 L 53 0 0 5 5 15 25 25 30 Sloping
L6 R 53 0 5 5 15 15 20 30 35 Sloping
L7 L 54 10 10 10 15 30 55 55 45 Sloping
L7 R 54 10 10 10 15 20 25 40 45 Sloping
L8 L 51 5 15 5 10 25 25 Sloping
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tion�. This was done to maintain the same duration between
the signal and the offset of the masker to avoid offset effects
�e.g., Wright and Dai, 1994�. See Fig. 1 for stimulus charac-
teristics.

All signals and maskers were generated digitally and
produced through two separate D/A channels at a rate of 25
kHz �TDT DA1�. Stimuli were low-pass filtered at 10 kHz
�TDT FT5 and TDT FT6-2�. Signal and masker levels were
adjusted by programmable attenuators �TDT PA4�. Stimuli
were presented through one of two Etymotic ER-2 insert
earphones to the listener seated in a double-walled sound-
attenuating booth.

C. Procedures

Signal levels were fixed from as low as 50 dB SPL to as
high as 95 dB SPL, with the provision that the signal level
had to be at least 5 dB above quiet threshold for the short-
duration tone. Masker levels were varied to determine the
masker level at which the signal was just detectable. Thresh-
old masker levels were measured using a three-interval-
forced-choice task with a two-up, one-down stepping rule to
estimate the 71%-correct point on the psychometric function
�Levitt, 1971�. Listeners were given visual information re-
garding the timing of stimulus presentations as well as feed-
back regarding their responses on a computer screen. Listen-
ers responded via a computer keyboard. The initial step size
was 5 dB, and this was decreased to 2 dB after the first two
reversals. Fifty trials were presented and threshold was taken
as the average of the last even number of reversals at the
2-dB step size.

Previous studies in this laboratory have found that lis-
teners do not typically show improvement with training
when the masker is a broadband noise, so no training blocks
were run. All listeners were first tested in the long-delay
condition, to familiarize them with the procedure. Each data
point is the average of two blocks of fifty trials. Blocks were
discarded if the standard deviation was 5 dB or greater.

Threshold masker levels obtained on the two trials from
hearing-impaired listeners were within 2 dB 92% of the time.

III. RESULTS

Over the next few figures, results are shown for listeners
with increasing amounts of hearing loss. In Fig. 2, the thresh-
old masker level is plotted for the short-delay �open sym-
bols� and long-delay �closed symbols� conditions, for signals
at two frequencies at which the listener had normal hearing.
The temporal effect is the difference in threshold masker
level between the long-delay and short-delay conditions. As
has been shown in previous studies, data for the long-delay
condition are similar and approximately linear with a slope
near one. Functions for the short-delay condition show a
shallow slope at low signal levels, and a steep slope at high
signal levels. Therefore, the temporal effect is largest at mid
signal levels, with a maximum of close to 15 dB, which is
consistent with previous studies �Bacon, 1990; Strickland,
2001, 2004�. This figure also demonstrates that, at least for
this listener, the temporal effect is similar at 3000 �L4L� and
6000 �L4R� Hz.

Figure 3 shows results for listeners with sloping hearing
losses in order of increasing hearing thresholds in quiet. This
figure illustrates why listeners with such mild hearing loss
were recruited to the study. The first four listeners in the
legend have audiometric thresholds of 20 to 25 dB HL,
which are just on the borderline of what is considered the
normal range. Yet these listeners clearly show a smaller tem-
poral effect than normal. As hearing loss increases, the low-
est signal level that can be tested increases, so only a few
data points can be measured. Even with just a moderate hear-
ing loss, however, the temporal effect is almost gone. Al-
though the long-delay functions are all approximately linear
with a slope near one, the functions shift slightly upward
with increasing hearing loss. Thus, there are systematic
changes in the short-delay and long-delay functions with in-
creasing hearing loss.

FIG. 1. Schematic showing the temporal and spectral characteristics of the
masker and signal.

FIG. 2. Threshold masker levels at which the signal was just detectable for
two ears �L4� at normal hearing frequencies. Closed circles represent the
long-delay condition and open circles represent the short-delay condition.
The difference between the thresholds for the two conditions is the temporal
effect. Threshold for the short-duration signal is listed next to the symbols.
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In Fig. 4, results are shown for the three listeners who
had notched hearing losses. These listeners showed a small,
nearly constant temporal effect for signal levels below 70 dB
SPL, and then an increasing temporal effect up to a signal
level of 90 dB SPL. For L2, the long-delay function had a
slope steeper than one, in contrast to all of the other listeners
in this and the previous figures.

In Fig. 5 the maximum temporal effect is shown as a
function of hearing threshold in quiet for the short-duration
tone for each listener. The maximum temporal effect was
usually at a signal level of 80 dB SPL. Data from five
normal-hearing listeners tested at 4000 Hz from Strickland
�2001� are also included. The temporal effect tends to de-
crease with increasing degree of hearing loss. With a given
quiet threshold, listeners with notched hearing losses tend to
show a greater temporal effect than those with sloping hear-
ing losses. As has been found in previous studies, the size of
the temporal effect varies over a wide range in listeners with
normal audiometric thresholds.

Measurements made at a range of signal levels allowed
the data to be fit using input-output functions. Previous ex-
periments �Strickland, 2001� have shown that data for the
short- and long-delay conditions can be fit using a modifica-

tion of the model of the compressive input-output function of
the basilar membrane used by Glasberg and Moore �2000�.
Thresholds are assumed to be based on a constant internal
difference between the response to the signal-plus-masker
and the response to the masker alone. It is also assumed that
the masker energy at or near the signal frequency dominates
in masking the signal in this condition. Thus, the signal-plus-
masker and the masker are assumed to follow the same
input-output function at the signal frequency. The level of the
masker was estimated to be the level passing through an
equivalent rectangular bandwidth �ERB� filter centered at the
signal frequency. The goal of the fitting procedure was to
find the input-output function which produced a constant dif-
ference between the signal-plus-masker and masker levels at
the output.

The gain formula used was

GdB = − 0.1 L + A + B�1 − �1/�1 + exp�0.05�60 − L�����

where L is the input level in dB, and

A = − 0.1430 Gmax + 11.430,

B = 1.1999 Gmax − 11.999.

A and B depend on the maximum gain Gmax such that GdB is
equal to Gmax when L=0 and zero when L=100. The total
output level, O, is equal to L plus GdB.

In the fitting procedure, Gmax was adjusted to make the
difference between the output level of the signal plus masker
�OS+M� and the output level of the masker alone �OM� as
constant as possible across the range of signal levels. If no
initial criterion was specified for this difference, however, the
function would converge to an unrealistically high level of
Gmax to drive OS+M −OM close to zero. Therefore, an initial
estimate of Gmax was used to fit the average normal data
from Strickland �2004�. The value of Gmax for 4 kHz was set
to 47.7 dB, an estimate from Glasberg and Moore �2000� in
fitting data from Baker et al. �1998�. The ERB estimates
were also taken from this paper, and were 413, 453, and 717
Hz for center frequencies of 3, 4, and 6 kHz. The rms error

FIG. 3. Same as in Fig. 2 for eight ears �of five listeners� with sloping
hearing loss.

FIG. 4. Same as in Fig. 2 for three ears with notched hearing loss.

FIG. 5. The maximum temporal effect as a function of quiet threshold for
the short-duration tone. The dashed line is a regression line fit to the data.

3214 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Strickland and Krishnan: Temporal effect in cochlear hearing impairment



of OS+M −OM was 9.45 dB, and this was set as the criterion.
In fitting all the data, the criterion was fixed, and Gmax was
allowed to vary.

Figure 6 illustrates the fitting procedure schematically
for two listeners, N7 and L7L. These two listeners were cho-
sen because they had the lowest and highest thresholds for
the short-duration tone in quiet. Symbols are shown for an
80-dB SPL signal and the threshold masker level for that
signal. Symbols for the short-delay condition are open, while
those for the long-delay condition are closed. The functions
are fit so that the difference between the signal-plus-masker
and the masker level at the output is 9.45 dB for all levels,
although only one signal level is shown. The solid line is the
fit for the short-delay condition, and the dashed line for the
long-delay condition. For a given listener and a given condi-

tion �short-delay or long-delay� a single input-output func-
tion was fit to the data for all signal levels. Gmax, the rms
error of the fit, and the difference in Gmax between the short-
delay and long-delay condition are presented in Table II. For
all listeners, Gmax in the long-delay condition is lower than
Gmax in the short-delay condition, consistent with the hypoth-
esis that a decrease in cochlear gain may mediate the tempo-
ral effect.

If fitting the data in this way truly does reflect cochlear
gain under some conditions, it would be expected that gain in
the short-delay condition would decrease with increasing
hearing thresholds. The regression line fit to the data was

Short-delay gain=65.97−0.35� threshold

r2 = 0.6254.

Estimated gain does decrease with increasing hearing
threshold in quiet. The rate of decrease in gain with hearing
thresholds is less than that found by Plack et al. �2004�, who
found a slope of −0.65. Gain in the Plack et al. study was
estimated from forward masking, while in the present study
it is estimated from simultaneous masking, and thus includes
the effects of suppression. This may tend to decrease the
highest amount of gain that will be seen.

In Fig. 7, the change in gain between the short- and
long-delay conditions is shown as a function of gain in the
short-delay condition. It can be seen that the change in gain
decreases with decreasing short-delay gain. This is not be-
cause gain is always decreased to the same level in the long-
delay condition. As can be seen in Table II, listeners with
hearing impairment had lower gain than the listeners with
normal hearing even in the long-delay condition. This is also

FIG. 6. Schematic illustrating input-output functions fit to data for two
listeners for the short-delay and long-delay conditions. Stars represent the
signal-plus-masker level, and circles the masker level. Open symbols and
solid lines are the short-delay condition, and closed symbols and dashed
lines the long-delay condition. Functions are only shown over the range of
input levels for the signal and masker in the data.

TABLE II. Results obtained using the model to fit the data from normal-hearing �Strickland, 2004� and hearing-impaired listeners. Frequencies at which L4
had normal hearing are shown in bold. The numbers for the normal-hearing listeners correspond to the numbers used in Strickland �2004�. Long-delay fits are
shown for two hypotheses, discussed in the text.

Criterion held
constant

Gain held
constant

Listener Ear Frequency Threshold
SD
gain

rms
error

LD
gain

rms
error

Change
in gain

LD
criterion

rms
error

N1 L 4000 28.28 57.36 1.36 46.61 1.62 10.75 6.48 1.67
N4 L 4000 26.11 51.28 1.02 43.54 1.11 7.74 7.70 1.35
N5 L 4000 27.07 52.15 1.84 47.60 1.76 4.55 9.41 1.84
N6 L 4000 34.26 64.36 1.62 48.92 1.24 15.44 4.99 1.83
N7 L 4000 24.08 64.15 1.22 49.27 1.33 14.88 4.55 1.33
L4 L 3000 29.35 54.56 1.87 42.67 1.38 11.89 6.26 1.33
L4 R 3000 43.45 52.47 2.30 38.50 1.35 13.97 6.15 1.34
L3 L 4000 39.01 47.17 1.31 37.60 0.97 9.57 7.32 1.06
L6 L 4000 42.88 47.94 1.88 35.11 0.81 12.83 6.69 0.92
L2 L 4000 45.50 53.79 1.89 44.48 0.63 9.31 6.89 0.85
L8 L 4000 47.38 48.87 2.30 41.27 1.23 7.60 7.76 1.42
L7 R 4000 53.25 42.88 1.46 36.61 1.28 6.27 8.07 1.30
L5 R 4000 55.04 47.08 1.67 37.16 0.63 9.92 7.11 0.81
L3 R 4000 72.95 42.40 0.55 36.37 0.86 6.03 8.31 0.89
L7 L 4000 75.64 41.67 0.90 38.75 0.52 2.92 8.94 0.56
L4 R 6000 36.7 53.74 1.68 39.17 1.96 14.57 5.73 1.57
L1 R 6000 54.8 43.32 2.35 31.29 1.12 12.03 7.06 1.18
L6 R 6000 60.15 44.08 2.40 37.01 1.40 7.07 8.18 1.53
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evident in the difference between the long-delay functions
seen in Fig. 3.

Even though the data fit the hypothesis that the temporal
effect is consistent with a decrease in gain between the short-
delay and long-delay conditions, an alternative hypothesis
was considered. The difference in thresholds for the short-
delay and long-delay conditions could also be produced by
changing the criterion signal-plus-masker to masker ratio
while keeping the gain constant. This could reflect some
more central decision process. In order to test the hypothesis
that the data resulted from a constant change in criterion
across listeners, the long-delay data were fit again, with the
gain held constant at that fit to the short-delay condition, and
the criterion allowed to vary. The results are shown in the
last two columns of Table II. They do not support the hy-
pothesis of a constant change in criterion. The criterion de-
creased by as little as 0.04 dB to as much as 5 dB.

IV. DISCUSSION

The main findings of the present study are that the tem-
poral effect decreases in a graded manner with increasing
hearing impairment. Although previous studies have reported
a decrease in the temporal effect in hearing-impaired listen-
ers �Bacon and Takahashi, 1992�, these studies did not use
degree of hearing loss as a parameter and did not examine
changes in the temporal effect relative to the degree of hear-
ing impairment. The present study used a wide range of sig-
nal levels which allowed the fitting of input-output functions
to the data obtained from the hearing-impaired listeners.
These input-output functions demonstrate a trend for the gain
of the cochlear amplifier as well as the change in gain be-
tween the long- and short-delay conditions to decrease with
inreasing hearing loss.

It has been previously suggested that a mechanism for
this frequency-specific decrease in gain could be feedback to
the cochlea via the medial olivocochlear bundle of the effer-
ent system �Schmidt and Zwicker, 1991; von Klitzing and
Kohlrausch, 1994; Strickland, 2001, 2004�. This branch of
the efferent system feeds back to the outer hair cells from the

level of the superior olivary complex �Warr and Guinan,
1979; Warr, 1980�, and appears to decrease gain during the
course of stimulation by sound, with a time constant of 50–
100 ms �Liberman et al., 1996�. The results of the present
study would be consistent with this hypothesis. A reduced
change in gain with cochlear hearing impairment might be
expected for two reasons. First, if there is less gain at a
certain frequency region in the cochlea, there will be less
afferent activity feeding into the efferent system. Second, the
efferent system is also feeding back to damaged OHCs, and
thus might produce less change in gain. Figure 6 supports the
second hypothesis. At threshold in the short-delay condition,
the masker output level is nearly the same in the normal ear,
in the left panel, and the hearing-impaired ear, in the right
panel. Therefore the input to the efferent system would not
be substantially different in the two cases, suggesting that the
reduced change in gain is due to damaged OHCs. Figure 6
also illustrates why efferent feedback might be important. As
can be seen in the left panel in the short-delay condition,
compression allows the auditory system to respond to a wide
range of sound levels. In comparing the normal-hearing ear
in the left panel to the hearing-impaired ear in the right
panel, one of the costs of compression is that for a given
signal level, the noise level must be lower in the normal ear
than in the hearing-impaired ear. By decreasing the gain in
response to ongoing noise, as seen in the left panel, the sig-
nal is detectable in a higher level of noise in the long-delay
condition.

Although the results in the present study have been ex-
amined using changes in gain only at the signal frequency,
this is likely an oversimplification. For listeners with ap-
proximately the same threshold at the signal frequency, those
with notched hearing losses tended to have a larger temporal
effect at the higher signal levels than those with sloping hear-
ing losses. This indicates that the gain in the cochlea at fre-
quency regions above the signal frequency plays a role in the
temporal effect, which complements some previous results.
Bacon et al. �1988� evaluated the temporal effect using tonal
maskers in hearing-impaired listeners with the signal and
masker at regions of normal and impaired hearing. They re-
ported that the temporal effect was reduced when either the
masker or masker and signal were in a region of hearing loss.
Strickland �2004� suggested that in this condition, the masker
might be suppressing the signal, and the temporal effect
might reflect a decrease in gain at the masker frequency,
rather than the signal frequency. It is possible that suppres-
sion plays a role even when the masker is broadband, as in
the present study. Schmidt and Zwicker �1991� showed that
with noise maskers, the largest temporal effect was seen
when the noise encompassed frequency regions just above
the critical band around the signal frequency. Taken together,
the results of this and previous studies suggest that to have a
maximal temporal effect, the masker must encompass fre-
quency regions above the signal frequency, and the gain in
those frequency regions must be high.

FIG. 7. The change in gain between the short- and long-delay conditions as
a function of gain in the short-delay condition as estimated by the fitting of
input-output functions to the data obtained from each listener. The dashed
line is a regression line fit to the data.
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Comparing monaural and interaural temporal windows:
Effects of a temporal fringe on sensitivity to intensity differences
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In an effort to provide a unifying framework for understanding monaural and binaural processing of
intensity differences, an experiment was performed to assess whether temporal weighting functions
estimated in two-interval monaural intensity-discrimination tasks could account for data in
single-interval interaural intensity-discrimination tasks. In both tasks, stimuli consisted of a
50-ms burst of noise with a 5-ms probe segment at temporal positions ranging between the onset
and offset of the overall stimulus. During the probe segment, one monaural interval or binaural
channel of each trial contained an intensity increment and the other contained a decrement. Listeners
were instructed to choose the interval/channel containing the increment. The pattern of monaural
thresholds was roughly symmetrical �an inverted U� across temporal position of the probe but
interaural thresholds were substantially higher for a brief time interval following stimulus onset. A
two-sided exponential temporal window fit to the monaural data accounted for the interaural data
well when combined with a post-onset-weighting function that described greatest weighting of
binaural information at stimulus onset. A second experiment showed that the specific procedure used
in measuring fringed interaural-intensity-difference-discrimination thresholds affects thresholds as a
function of fringe duration and influences the form of the best-fitting post-onset-weighting
function. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2047247�

PACS number�s�: 43.66.Pn, 43.66.Mk, 43.66.Fe �AK� Pages: 3218–3228

I. INTRODUCTION

The temporal resolution of the auditory system is limited
in that the system smoothes rapid fluctuations in intensity.
One manifestation of this smoothing is that the just-
detectable change in intensity of a tonal or noise pedestal
increases as the duration of the change decreases. This limi-
tation in temporal resolution can be modeled as a temporal
window that integrates intensity information over a brief
time interval. A number of attempts have been made to char-
acterize the duration and shape of the temporal window on
the basis of data for monaural detection of a click in noise
�e.g., Penner et al., 1972; Penner and Cudahy, 1973�, mon-
aural tone-in-noise detection data �e.g., Moore et al., 1988;
Plack and Moore, 1990� and monaural intensity-
discrimination data �e.g., Oxenham, 1997�. The temporal
window often is modeled as asymmetrical in order to ac-
count for differences in the influence of information that pre-
cedes and follows the signal or intensity change to be de-
tected. While models incorporating temporal windows have
been used to account for the results of various detection and
discrimination tasks such as those just cited, the parameters
of the best-fitting temporal window depend on the specific
task.

Temporal resolution for changes in the interaural inten-
sity difference carried by a stimulus also is limited
�Grantham, 1984; Zurek, 1980; Bernstein et al., 2001�. In
conditions similar to the monaural increment- and
decrement-detection studies just described, Zurek �1980� and

Akeroyd and Bernstein �2001� measured the sensitivity of
listeners to changes in the binaural information of a
5-ms burst of broadband noise that was embedded in an
otherwise-diotic 50-ms noise burst �their “Both-fringe” con-
ditions�. In both sets of results, sensitivity to changes in ei-
ther the interaural time difference �ITD� or interaural inten-
sity difference �IID� of the probe segment was greatly
diminished when the onset of the probe segment occurred
just after and within about 10 ms of the overall stimulus
onset. In separate conditions, Akeroyd and Bernstein �2001�
presented a 5-ms probe that was either preceded or followed
by a diotic noise of varying duration �a forward or backward
fringe; their “Forward-only” and “Backward-only” condi-
tions� such that the probe occurred at the offset or onset of
the overall stimulus. In both cases, they found that sensitivity
to changes in the binaural information of the probe decreased
with increasing duration of the diotic forward or backward
fringe. Akeroyd and Bernstein were able to fit their data and
those of Zurek with a model that consisted of a combination
of a temporal window and a post-onset-weighting function
that described a decrease in the weighting of information
following the onset of the stimulus, although different best-
fitting parameter values were estimated in order to account
for the two sets of data. Furthermore, while Zurek posited
that sensitivity to changes in the interaural configuration of
the probe segment was determined only by the diotic noise
that preceded the probe, the data of Akeroyd and Bernstein
as well as their model results showed that processing of the
binaural information carried by the probe was influenced by
diotic portions of the stimulus that both preceded and fol-
lowed the probe.a�Electronic mail: stell006@umn.edu
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The present study, motivated by the study of Akeroyd
and Bernstein �2001�, seeks to determine whether a relation-
ship exists between sensitivity to changes in the IID of a
brief segment of a stimulus like that described earlier and
sensitivity to changes in the monaural intensity of a stimulus
with similar temporal characteristics, or more specifically,
whether a common set of weighting functions can account
for data gathered in the two listening conditions. The com-
parison is made using data gathered in a two-interval mon-
aural intensity-discrimination task and a single-interval IID-
discrimination task. Stellmack et al. �2004� observed that
monaural and interaural comparisons of intensity both ex-
hibit Weber’s law for broadband noise and the near-miss to
Weber’s law for pure tones when monaural and binaural per-
formance is measured using procedures that facilitate direct
comparison of the data. The underlying assumption was that
monaural intensity-discrimination thresholds measured in a
two-interval forced-choice procedure and IID-discrimination
thresholds measured in a single-interval task involve the pre-
sentation of equal amounts of information on each trial. Both
procedures present two samples of intensity to the listener on
each trial, samples that are separated in time in the monaural
task and separated across ears in the binaural task. As a re-
sult, the presumed decision statistics in the two tasks are
identical. �Unlike the Akeroyd and Bernstein �2001� study,
ITD-discrimination thresholds were not measured in the
present study.� It will be seen that a temporal window alone
accounts well for the monaural intensity-discrimination
thresholds while a temporal window with the same param-
eters combined with a weighting function that described
greatest weighting of binaural information at stimulus onset
yielded good predictions of the binaural intensity-
discrimination thresholds. This yields a simple framework
for understanding the relationship between the auditory pro-
cessing that underlies the monaural and binaural intensity-
discrimination tasks. A second experiment described in the
following assesses the effects of procedural differences be-
tween the present study and those of Zurek �1980� and Ak-
eroyd and Bernstein �2001� in order to attempt to account for
differences between the weighting functions derived for the
various sets of data.

II. EXPERIMENT 1: MONAURAL AND INTERAURAL
TEMPORAL WINDOWS

A. Methods

The temporal and spectral characteristics of the binaural
stimuli were similar to those in the “Both-fringe” conditions
of Akeroyd and Bernstein �2001� and the stimulus envelopes
are depicted in the upper portion of Fig. 1. In the single-
interval binaural procedure used here, the signal was a 50
-ms burst of broadband noise that was diotic except for a 5
-ms probe segment that carried a nonzero IID. Listeners were
instructed to indicate whether the IID of the probe on each
trial favored the left or right ear. �In contrast, Akeroyd and
Bernstein used a multi-interval procedure in which listeners
discriminated diotic stimuli from dichotic stimuli.� The IID
in the probe segment was produced by decrementing the in-
tensity of the signal in one ear and incrementing the intensity

at the other ear during the probe segment �relative to the
fringe�, with the ear receiving the incremented probe chosen
randomly from trial-to-trial.

The envelopes of the stimuli presented in the two-
interval monaural intensity-discrimination procedure are de-
picted in the lower portion of Fig. 1. The monaural condition
can be considered as a situation in which the left- and right-
ear stimuli of the binaural condition were presented to only
the left ear in two separate temporal intervals of each trial.
The interval that contained the incremented probe was varied
randomly from trial-to-trial and the listeners’ task was to
identify which interval contained the intensity increment.

For each stimulus presentation, a 50-ms broadband noise
signal was generated in the frequency domain by drawing
amplitudes from a Rayleigh distribution and starting phases
from a uniform distribution for all components below 8 kHz.
A time-domain signal was produced by applying an inverse
fast Fourier transform �FFT� to the resulting spectrum.
Cosine-squared ramps, 1 ms in duration, were applied to the
onset and offset of each noise signal. Thresholds were mea-
sured for forward-fringe durations of 0, 0.5, 1, 2.5, 5, 7.5, 10,
15, 20, 25, 30, 35, 40, and 45 ms. �In this paper, the term
“forward fringe” refers to temporal portions of the stimulus
that precede the probe while “backward fringe” refers to por-
tions that follow the probe.� In each case, the duration in
milliseconds �ms� of the backward fringe was computed as
follows: overall duration of stimulus �50 ms� minus probe
duration �5 ms� minus forward-fringe duration. �The exact
durations described could not be achieved because of the
44.1-kHz sample rate. As a result, the durations of the for-
ward fringe, probe, backward fringe, and ramps in ms were
rounded up to the duration corresponding to the nearest in-
teger number of samples.� No ramps were applied to the
onset or offset of the 5-ms probe segment �unless those co-
incided with ramps at the onset or offset of the entire 50
-ms signal�.

The difference in intensity between the incremented and
decremented probe segments was varied adaptively from
trial-to-trial using a three-down-one-up procedure designed
to track to the 79.4% correct point on the psychometric func-
tion �Levitt, 1971�. The intensity difference between the in-
cremented and decremented probe segments was expressed
in decibels �dB� relative to the intensity of the decrement
�10 log��I / I��. These units were chosen because they com-
monly are used to express monaural intensity-discrimination
thresholds. Furthermore, because there is no absolute zero in

FIG. 1. A schematic illustration of the envelopes of the stimuli �noise
bursts� presented in the IID-discrimination task �upper portion� and monau-
ral intensity-discrimination conditions �lower portion�. Stimuli are not
drawn to scale. See the text for a complete description.
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these units as there is for the dB difference between intensi-
ties �10 log���I+ I� / I��, units in which IID is usually ex-
pressed, there is no concern that the adaptive procedure will
track to zero. In each block of trials, the intensity difference
initially was varied in steps of 4 dB and reduced to 2 dB
after four reversals until a total of 12 reversals occurred. The
intensity difference at the start of each block of trials was set
to a well-detectable level �6–8 dB above the expected
threshold� and adjusted as necessary in subsequent blocks
based on the ongoing performance of each listener. The mean
of the intensity differences in units of 10 log��I / I� at the
final eight reversals was computed as the estimate of thresh-
old. Four such estimates were obtained in each experimental
condition and the mean of those four estimates was taken as
the final threshold estimate.

Although the lower-intensity probe segment is described
here as a “decrement” or “decremented,” that lower intensity
was fixed across trials. Thus, the decrement was relative to
the fringe, not in absolute terms. This was done so that
threshold intensity differences �between the higher- and
lower-intensity probe segments� could be specified, if de-
sired, relative to a fixed reference intensity �that of the lower-
intensity probe�, as in Stellmack et al. �2004�. Therefore, in
the course of the adaptive procedure, the intensity of the
decremented portion of the probe was held constant �30 dB
spectrum level� and the intensities of the fringe and incre-
mented portion of the probe were adjusted appropriately �see
Fig. 2�. After the spectrum level of the incremented probe
was determined �based on the magnitude of the current in-
crement in the adaptive procedure�, the spectrum level of the
fringe was set to the mean of the spectrum levels of the
incremented and decremented probes. Thus the difference
between the fringe and decrement was equal to the difference
between the increment and fringe in terms of both the dB
difference �10 log���I+ I� / I�� and Weber fraction
�10 log��I / I��. Akeroyd and Bernstein �2001� held the spec-
trum level of the fringe constant and varied the spectrum
levels of the incremented and decremented probes while in
the present experiment the spectrum level during the decre-
ment was held constant. Given that Stellmack et al. �2004�

found no level effects for binaural intensity-discrimination
thresholds with noise, it is believed that this procedural dif-
ference is not important.

Stimuli were generated digitally within MATLAB at a
sample rate of 44.1 kHz and converted to analog signals on a
PC equipped with a high-quality, 24-bit sound card �Echo
Audio Gina�. Stimuli were presented over Sony MDR-V6
stereo headphones to listeners seated in an IAC sound-
attenuating chamber. Each block of trials was initiated by the
listener. On each trial, a “ready” light flashed on the com-
puter screen for 250 ms followed by a 100-ms pause after
which a trial was presented. Listeners entered their responses
on the computer keyboard at which time the correct response
was indicated on the screen. Listeners were run in 2-h ses-
sions, during which approximately 12–14 blocks of trials
were run, until all stimulus conditions were completed.

In case performance in the single-interval binaural task
could be facilitated by allowing each listener to establish an
estimate of the perceptual midline, before each block of bin-
aural trials each listener was allowed to listen to a diotic
broadband noise burst �500 ms, 20 dB spectrum level� and
he or she was instructed to adjust the headphones so that the
stimulus produced an intracranial image at the center of his
or her head. Listeners were allowed to listen to the diotic
stimulus until they were satisfied that the headphones were
positioned properly at which time a block of binaural trials
was initiated.

The four listeners consisted of the first and third authors
�S2 and S1, respectively� and two undergraduate students
�one female and one male� from the University of Minnesota
who were paid to participate in the study. All listeners had
pure-tone thresholds of 15 dB HL or better at octave fre-
quencies from 250 to 8000 Hz. Listeners were allowed to
practice in a variety of the monaural and binaural conditions
until their thresholds stabilized. Very little practice was re-
quired for this set of listeners to reach asymptotic perfor-
mance. Listener S1 ran two blocks of all the monaural con-
ditions in a pseudorandom order followed by two blocks of
all the binaural conditions in a pseudorandom order, and then
he ran two additional blocks of the monaural and binaural
conditions. Listeners S2, S3, and S4 ran two blocks of all the
monaural conditions in a pseudorandom order followed by
two additional blocks of the same monaural conditions, then
they ran all of the binaural conditions in the same way.

B. Results

The individual data are shown in Fig. 3 and the mean
data are shown in Fig. 4. Thresholds are plotted in units of
10 log���I+ I� / I�, the difference between the spectrum levels
of the decrement and increment. The right-hand ordinates of
Figs. 3 and 4 scale these values as the Weber fraction
10 log��I / I�, the units in which thresholds were measured
adaptively, where �I is the just-detectable increment in in-
tensity and I is the intensity of the decremented probe. In
both figures, the monaural and interaural thresholds for the
5-ms probe segment in isolation are plotted as separate sym-

FIG. 2. A schematic illustration of how levels were determined for two
different signal levels, 10 log��I / I�=6 dB �upper portion� and 2 dB �lower
portion�. The absolute level of the decrement was held constant and the
levels of the fringe and increment were adjusted based on the signal level
determined by the adaptive procedure.
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bols on the left-hand side of each panel. Note the breaks in
the abscissas such that the scale is expanded between 0 and
2.5 ms.

The mean thresholds reflect the general trends of the
individual data reasonably well, so the remaining comments
will deal exclusively with the mean data of Fig. 4, although
it should be noted that the individual data carry some excep-
tions to the trends of the mean data. All of the mean thresh-
olds for the fringe conditions are higher than those for the
corresponding “probe alone” conditions. The patterns of
thresholds as a function of forward-fringe duration are simi-
lar for the monaural data �an inverted U� and interaural data
�an asymmetrical inverted U� and are consistent with the data
of Akeroyd and Bernstein �2001�. The interaural thresholds
are higher than the monaural thresholds for forward-fringe
durations from 1 to 25 ms, while the monaural thresholds
are higher than the interaural thresholds for the remaining
�shorter and longer� forward-fringe durations. The monaural
threshold for a 0-ms forward fringe was slightly elevated
relative to monaural thresholds with forward fringes of 0.5 or
1 ms. The IID data of Akeroyd and Bernstein showed a simi-
lar upturn for a 0-ms forward fringe while the present inter-
aural data did not. �It is difficult to compare the threshold

values across studies because of procedural differences, a
point that will be addressed in Experiment 2.�

C. Quantitative analysis: Methods

A quantitative analysis of the data was undertaken in the
manner described by Akeroyd and Bernstein �2001�. They
showed that their interaural data were fit well by an asym-
metric temporal window in combination with a post-onset-
weighting mechanism that represented decreased weighting
of binaural information for a brief period of time after the
onset of the stimulus. Akeroyd and Bernstein performed a
least-squares nonlinear regression on their data to estimate
the parameters of the functions that would best fit their data.
All fits in the present paper were performed on the mean data
shown in Fig. 4. All equations and fitting procedures de-
scribed in the following are identical to those described by
Akeroyd and Bernstein unless otherwise noted. �See Aker-
oyd and Bernstein �2001� for additional details.�

Akeroyd and Bernstein �2001� gathered data only in bin-
aural conditions so their fitting procedure operated on func-
tions describing the instantaneous IID of their stimuli. In the
present paper, functions were fit to the IID functions for the
binaural stimuli and to functions describing the instantaneous
intensity difference between corresponding temporal posi-
tions of the monaural stimuli. That is, for the monaural
stimuli, the function describing the instantaneous intensity of
the waveform containing the decrement was subtracted from
that for the waveform containing the increment �as for the
left- and right-ear stimuli of the binaural conditions� and the
fitting procedure operated on this difference function. The
instantaneous intensity differences were expressed in terms
of 10 log���I+ I� / I��, the dB difference, for both the monau-
ral and binaural conditions. In the following, the term “in-
tensity difference” refers generally to a value of the differ-
ence function for the monaural or binaural conditions. The
nature of these intensity-difference functions are discussed
further at the end of this section.

The asymmetric temporal window was defined as fol-
lows:

w��� = � e�/T1, � � 0

e−�/T2, � � 0
� , �1�

where � is the time relative to the peak of the temporal win-
dow and T1 and T2 are the time constants determining the
slopes of the temporal window before and after, respectively,
the peak of the temporal window. It was assumed that the
temporal window integrates the values of intensity difference
carried by the probe segment with those of the surrounding
noise, with the temporal window defining the relative weight
given to the intensity difference at each temporal location
within the window. The output of the temporal window, W,
is

FIG. 3. Monaural �filled symbols� and interaural thresholds �open symbols�
for four individual listeners as a function of forward-fringe duration. The
ordinate is scaled in units of 10 log���I+ I� / I� on the left-hand side and
10 log��I / I� on the right-hand side. Thresholds for the probe alone are
represented by the individual symbols on the left-hand side of each panel.
Error bars represent standard errors of the mean for the four threshold esti-
mates in each condition. Note the change in scale along the abscissa to
expand the plots of the functions for short forward-fringe durations.

FIG. 4. Mean thresholds for four listeners in the same format as Fig. 3.
Error bars represent standard errors of the mean.
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W = probe intensity difference

	
−p1

p2

w���d�

	
−D1

D2

w���d�

, �2�

where −p1 and p2 are the times between the peak of the
temporal window and the onset and offset of the probe, re-
spectively, and −D1, and D2 are the times between the peak
of the temporal window and the onset and offset of the entire
stimulus, respectively. These times are illustrated schemati-
cally in Fig. 5 �which is based on Fig. 3 of Akeroyd and
Bernstein, 2001�. W in Eq. �2�, then, is the probe intensity
difference weighted by the ratio of the area under the tem-
poral window occupied by the probe segment to the area
under the temporal window occupied by the entire stimulus.
The temporal position of the window was fixed so that the
value of W was maximized. The position of the temporal
window at which W was maximized was found by moving
the peak of the window between the onset and offset of the
probe segment in 0.1-ms steps and computing W for each
peak position. Then it was assumed that the threshold in-
tensity differences measured in the experiment corre-
sponded to a constant “effective” intensity difference, W0,
at the output of the temporal window. Equation �2� can
then be rearranged to give the predicted intensity differ-
ence at threshold:

probe intensity difference at threshold

= W0

	
−D1

D2

w���d�

	
−p1

p2

w���d�

. �3�

The MATLAB Optimization Toolbox function “lsqnonlin”
was used to estimate values of T1, T2, and W0 in order to fit
the temporal window to the data. The parameters were esti-
mated in order to minimize the mean-squared error between
the predictions and the data, with the mean-squared error
computed using the predicted and observed values of inten-
sity difference in units of 10 log���I+ I� / I�. All integrals
were evaluated analytically.

The post-onset-weighting function was

f�t� = ae−t/Ta + be−t/Tb + 1, �4�

where t represents the time relative to the onset of the stimu-
lus. Incorporating Eq. �4� into the fitting procedure, Eq. �3�
becomes1

probe intensity difference at threshold

= W0

	
−D1

D2

f�� + D1�w���d�

	
−p1

p2

f�� + D1�w���d�

. �5�

Note that f�t� is fixed with respect to the onset of the overall
stimulus while w��� is positioned optimally for each tempo-
ral position of the probe. When the post-onset-weighting
function was included in this way, the fitting procedure
amounted to estimating the parameters a, b, Ta, and Tb in
addition to those of the temporal window of Eq. �1�.

For all fits to the data, the percentage of variance in the
actual data for which the predicted values accounted was
computed as follows:

100 � 
1 −
� �Oi − Pi�2

� �Oi − Ō�2� �6�

where Oi and Pi are the observed and predicted threshold

values, respectively, and Ō is the mean of the observed
threshold values.

The instantaneous IID function represents the presumed
output of an ongoing differencing process occurring at a
level of binaural interaction in the auditory system. The type
of process to which the monaural intensity-difference func-
tion can be attributed is less evident. As noted by Stellmack
et al. �2004�, the two-interval monaural intensity-
discrimination task depends on memory in a way that the
single-interval binaural task does not, namely, a representa-
tion of the first interval of the two-interval stimulus must be
stored in memory so that the difference between it and a
representation of the second interval can be computed for
temporally corresponding points. The present model operates
on this representation of instantaneous intensity differences.
In both the monaural and binaural cases, the fitting procedure
considers the output of the temporal window positioned with
respect to the instantaneous intensity-difference function
such that the weighting of the intensity difference of the
probe is maximized. However, applying the temporal win-
dow to the difference function is computationally equivalent
to applying the temporal window to the individual stimuli
and then computing the difference between the outputs. It is
more plausible that the smoothing effects of the temporal
window are due to processes occurring prior to a comparison
of the two monaural intervals in memory. Given that the
temporal order of the windowing and differencing proce-
dures in the present analysis is unimportant, in the binaural
conditions, windowing might be considered as occurring
prior to binaural interaction as well.

FIG. 5. A schematic illustration of the temporal regions represented by the
limits of integration in Eq. �2�.
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D. Quantitative analysis: Results

Because up to seven parameters were estimated to pro-
duce fits to the data �as in Akeroyd and Bernstein, 2001�,
numerous combinations of parameter values accounted for
nearly the same proportion of variance in the actual data. As
a result, independent regression analyses performed on dif-
ferent sets of data that appear to be similar in form can yield
very different “best-fitting” function parameters. Further-
more, the nonlinear regression analysis could produce very
different results for the same set of data when the analysis
was initialized with different sets of starting parameters.
�This variation in best-fitting model parameters did not occur
when only the temporal window was fit to a set of data by
estimating the best-fitting values of the three free parameters
T1, T2, and W0.� As a result, the test of interest is whether the
best-fitting parameters estimated for one set of data can ac-
count for another set of data, that is, whether two different
sets of data can be described reasonably well by the same
functions. Specifically, in the present analysis, the best-fitting
values of the parameters of the temporal window �described
by Eq. �1�� were estimated for the monaural data and then
predictions of the interaural data using the same temporal
window combined with the best-fitting post-onset-weighting
function �described by Eq. �4�� were evaluated.

The parameters T1, T2, a, b, Ta, and Tb determine the
shape of the functions defined by Eqs. �1� and �4� and the
shape of the threshold curves that predict the observed data
in Fig. 4. The parameter W0 effectively represents the sensi-
tivity of the observer and simply determines the vertical po-
sition of the predicted threshold curve without changing its
shape. As a result, in the analyses that follow, whenever a
particular temporal window and/or post-onset-weighting
function that was derived from one set of data is used in a
subsequent fit to the same or another set of data, the param-
eter W0 is estimated once again in order to shift the predicted
threshold curve up or down to produce the best fit to the data.

As a first step in the quantitative analysis of the data,
only the asymmetric temporal window was fit to the monau-
ral data. The best-fitting values of T1, T2, and W0 are shown
in line 1 of Table I. The temporal window defined by these
parameters accounted for 80% of the variance in the ob-
served data.

When both the temporal window and post-onset-

weighting function were included in the analysis for the
monaural data �introducing four additional parameters to the
fitting procedure�, the resulting fit accounted for a larger per-
centage of the variance �82%� in the monaural data. The
difference between the percentage of variance accounted for
with and without the post-onset-weighting function corre-
sponds to threshold predictions that are only about 1 dB bet-
ter than those for the temporal window alone for five of the
seven shortest forward-fringe durations. The parameters of
the temporal window estimated without the post-onset-
weighting mechanism �Table I, line 1� were used in subse-
quent fits to the interaural data for two reasons: �1� the in-
clusion of the post-onset-weighting mechanism does not
improve the predicted thresholds substantially, and �2� the
post-onset-weighting mechanism was posited to account for
purely binaural phenomena such as the precedence effect
�Zurek, 1987; Houtgast and Aoki, 1994� and, as a result,
there is no apparent theoretical justification for including it in
the predictions of the monaural data. �While the phenomenon
of overshoot �Zwicker, 1965� involves a change in sensitivity
over time, it does not seem to apply to the present situation
in that lowest sensitivity resulting from overshoot occurs at
stimulus onset and the effect is seen in situations involving
detection of a tonal signal in a noise masker and not for noise
signals.�

As Akeroyd and Bernstein �2001� observed for their
own data, the temporal window alone accounted for a very
low percentage of the observed variance in the present inter-
aural data �54%; see Table I, line 2�. In contrast, when the
best-fitting values of the temporal window parameters �T1

and T2� estimated from the monaural data �Table I, line 1�
were fixed and parameters for the post-onset-weighting func-
tion were estimated, the resulting functions accounted for
about 93% of the variance in the interaural data �Table I, line
3�. The thresholds predicted by these parameters are repre-
sented by the solid line in the upper panel of Fig. 6, plotted
among the mean interaural data replotted from Fig. 4. For the
present data, as Akeroyd and Bernstein �2001� observed for
their own data and those of Zurek �1980�, the combination of
a temporal window and a post-onset-weighting mechanism
can account for a large proportion of the variance in the
interaural data. Furthermore, the temporal window that was

TABLE I. For the set of data shown in the first column, shown are values of the parameters of the temporal
window �T1 and T2 in ms�, effective IID at the output of the temporal window �W0 in dB�, and parameters of the
post-onset-weighting function �a ,b ,Ta ,Tb, the latter two in ms�. The percent of variance in the observed
thresholds that the estimated parameters account for is shown in the final column. The parameter values that
were allowed to vary in each nonlinear regression analysis are shown in bold type. The thresholds to which the
functions were fit were expressed in units of 10 log���I+ I� / I�.

Data set T1 T2 W0 a b Ta Tb % accounted

1� Monaural 4.3 6.8 4.0 80.3
2� Interaural 4.3 6.8 4.3 53.6
3� Interaural 4.3 6.8 3.2 47.6 1299.5 5.3 0.4 93.4
4� Akeroyd and

Bernstein �2001�
“Both fringe”

4.1 7.4 2.7 1.8 −0.8 1.8 13.0 85.2

5� Zurek �1980� 9.8 6.6 2.1 24.9 −0.6 0.7 31 97.2
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estimated from the monaural data provides an excellent fit to
the interaural data when paired with the appropriate post-
onset-weighting function.

For comparison to the present data, the data of Akeroyd
and Bernstein �2001� are plotted as the symbols in the lower
panel of Fig. 6. �The observed threshold values were esti-
mated from Akeroyd and Bernstein �2001�, Fig. 5, panel C,
open squares.� The thresholds measured by Akeroyd and
Bernstein were lower than those reported in this paper, which
would be expected given that they used a cued two-interval
task and their adaptive procedure tracked to a lower value of
percent correct. Furthermore, Akeroyd and Bernstein utilized
a task involving discrimination between diotic and dichotic
stimuli while the present task was a single-interval task that
required discrimination between IIDs favoring the left and
right ears. �As will be discussed in Sec. III, these procedural
differences may limit the ability to compare thresholds ob-
tained in the two tasks.� The temporal window and post-
onset-weighting function that best fit the interaural data in
Fig. 4 �defined by the parameters shown in line 3 of Table I,
with W0 free to vary� accounted for only about 58% of the
variance in the IID data of Akeroyd and Bernstein �2001�.
The thresholds that were predicted using these function pa-
rameters are shown as the solid line in the lower panel of

Fig. 6. However, when the data point for the forward-fringe
duration of 0 ms is excluded, the weighting functions de-
scribed by the same parameters account for over 93% of the
variance in the data of Akeroyd and Bernstein. The increase
in the variance accounted for is attributable to the fact that
the functions used in the present fitting procedure describe
large relative weight given to IIDs at stimulus onset and they
cannot account well for the relative increase in threshold at
stimulus onset observed in the data �noted in Sec. II B�. The
best-fitting parameters of the temporal window that Akeroyd
and Bernstein estimated for their data are similar to the pa-
rameters estimated for the present data. The primary differ-
ence between the two fits resides in the best-fitting param-
eters of the post-onset-weighting function, which will be
discussed in Sec. II E 2.

In all of the above-described conditions, the best-fitting
parameters were estimated from the thresholds measured for
the probe in the presence of diotic temporal fringes. In all
cases, the parameter W0 is the effective IID after application
of the relative weights to the probe and fringe IIDs. There-
fore, W0 represents a prediction of the threshold for the cor-
responding probe alone condition. The value of W0 estimated
for the monaural data �4.0 dB� is very close to the mean
probe alone threshold �3.8 dB�, but W0 estimated for the bin-
aural data �3.2 dB� is somewhat higher than the observed
value �1.6 dB�. The value of W0 estimated by Akeroyd and
Bernstein �2001� for their IID data �2.7 dB� appears to be
quite close to the observed value. It is uncertain why the
estimated value of W0 overpredicted the observed probe
alone threshold for the present binaural data. One possibility
raised by the results of Experiment 2 to follow is that listen-
ers are particularly insensitive when discriminating the left-
right direction of a nonzero probe IID for a brief time fol-
lowing stimulus onset �as opposed to discriminating a diotic
from dichotic stimulus, as in Akeroyd and Bernstein, 2001�.
This will be discussed further in Sec. III B.

E. Discussion

1. Accounting for monaural and interaural data

The question addressed by the present experiment was
whether a common set of temporal weighting functions
could account for data gathered in monaural and interaural
intensity-discrimination tasks in which the probe to be dis-
criminated was preceded and followed by a temporal fringe
that was fixed in intensity and, in the binaural task, diotic.
The analysis showed that the double-sided exponential win-
dow that predicted the best-fitting thresholds for the monau-
ral data also produced a very good fit to the interaural data
when paired with a post-onset-weighting function that gave
relatively greater weight to the binaural information at the
onset of the stimulus. �The inclusion of a post-onset-
weighting function did not substantially improve the predic-
tions of the monaural data.� In other words, the relatively
symmetric functions describing the monaural thresholds
could be predicted well by a two-sided exponential temporal
window, while it was necessary to combine a post-onset-
weighting function with the same temporal window in order
to account for the sharply higher thresholds after onset and

FIG. 6. The data in the upper panel are the mean interaural data replotted
from Fig. 4. The data in the lower panel are the “Both-fringe” data of
Akeroyd and Bernstein �2001� from their Fig. 5, panel C, open squares. The
solid line in the upper panel represents thresholds predicted using the tem-
poral window estimated from the monaural data combined with the post-
onset-weighting function that produces the best fit to the interaural data. The
solid line in the bottom panel shows the predictions for the data in that panel
using the same temporal window and post-onset-weighting function, where
the effective output of the temporal window, W0, was allowed to vary in
order to obtain the best fit. The dashed lines in both panels represent the
predicted thresholds when the parameters of both the temporal window and
post-onset-weighting function were allowed to vary to produce the best fit to
the data in each panel.
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the resulting asymmetry of the function describing the bin-
aural thresholds. The fact that a common temporal window
provided good predictions for both sets of data indicated that
the discrimination of intensity in a brief temporal segment of
a stimulus might be affected in a similar way in monaural
and binaural tasks by information temporally surrounding the
segment to be discriminated.

If monaural temporal resolution is limited simply by the
characteristics of a temporal window that integrates intensity
over time, similar estimates of the parameters of the window
should be obtained from data gathered in increment- and
decrement-detection tasks. However, Oxenham �1997�
showed that thresholds for detection of very brief intensity
increments are lower than detection thresholds for decre-
ments of the same magnitude. Oxenham also showed that if
one assumes that listeners detect increments and decrements
on the basis of the output of a temporal integrator, a common
two-sided exponential function does not account well for the
differences. That is, estimates of the parameters of the tem-
poral window differ when calculated separately for the two
sets of data. Oxenham assumed that the time constant that
determined the slope of the temporal window for times be-
fore the peak was 1.5 times the value of the time constant
that determined the slope of the function after the peak. He
then estimated the best-fitting equivalent rectangular dura-
tion �ERD� of the temporal window that predicted his
increment- and decrement-detection data. Oxenham found
that the best-fitting ERDs were many times longer for the
decrement-discrimination data than for the increment-
discrimination data. Oxenham’s data were fit better by as-
suming that listeners detect increments and decrements in
intensity on the basis of the positive-going slopes �the onsets
of the increments and offsets of the decrements� at the output
of a temporal integrator. With this assumption, Oxenham was
able to account for the fact that thresholds for increment
detection were lower than for decrement detection.

The preceding discussion raises two issues with respect
to the present data. First, because discrimination thresholds
were measured in the present experiment by simultaneously
varying the �equal� magnitudes of the increments and decre-
ments, it is possible that discrimination was performed on
the basis of detection of the increments �in one interval in the
monaural task and in one ear in the binaural task� while the
decrements were undetectable at discrimination threshold.
The same possibility exists for the data of Zurek �1980� and
Akeroyd and Bernstein �2001�. This issue cannot be resolved
on the basis of the present data.

The second issue involves interpretation of the temporal
window used in the present fitting procedure. If estimates of
a temporal window differ for increment and decrement de-
tection, the single temporal window estimated for the present
discrimination task must be considered as a simple descrip-
tion of the data rather than of a mechanism for integrating
intensity information within a single interval or channel. In
other words, the temporal window measured for the discrimi-
nation task represents the net effects of the integration of
intensity information in the increment and decrement of each
trial, either in the two intervals of the monaural task or in
both ears of the binaural task. Despite these qualifications in

the interpretation of the temporal window estimated here, it
remains the case that a temporal window estimated from the
data in the monaural task accounts well for the interaural
data when combined with an appropriate post-onset-
weighting function.

2. Form of the best-fitting post-onset-weighting
function

The post-onset-weighting function defined by the best-
fitting parameter values estimated by Akeroyd and Bernstein
�2001� for their entire body of data �their Both-fringe, For-
ward fringe only, and Backward fringe only data� is non-
monotonic and indicates large weight given to binaural in-
formation at the onset of the stimulus, then reduced weight
�less than unity� given to information for a brief period fol-
lowing the onset of the stimulus after which the value of the
weighting function returns to unity. For all of the post-onset-
weighting functions estimated in the present paper, the func-
tions indicate maximum weight at the onset of the stimulus,
but the weight decreases monotonically to unity. In other
words, the post-onset-weighting functions estimated here do
not indicate a minimum in the weight applied to binaural
information for a brief period following the onset of the
stimulus. In fact, the parameter values estimated by Akeroyd
and Bernstein only account for about 89% of the variance in
their “Both-fringe” data alone �Table I, line 4�, while the
parameter values computed here account for over 93% of the
variance in those same data �excluding the threshold for the
probe at stimulus onset from the data for both fits, as previ-
ously noted in Sec. II D�. Likewise, the parameter values
estimated by Akeroyd and Bernstein account for only about
77% of the variance in the interaural data of the present
experiment.

In their analysis of Zurek’s �1980� data, Akeroyd and
Bernstein �2001� found, as for their own data, that the pa-
rameters of the best-fitting post-onset-weighting function
�Table I, line 5� also describe a nonmonotonic function like
that described earlier. The thresholds predicted using these
parameter values are plotted as the solid line in Fig. 7. The

FIG. 7. Mean threshold IIDs from the two listeners of Zurek �1980� esti-
mated from Fig. 7 of Akeroyd and Bernstein �2001�. The solid curve shows
predictions produced using the best-fitting weighting-function parameters
estimated by Akeroyd and Bernstein. The dashed curve shows predictions
generated using the same parameters but without the second term of Eq. �4�.
See the text for details.
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data points in Fig. 7 are the average data of Zurek estimated
from Fig. 7 of Akeroyd and Bernstein �2001�. It can be seen
that the predicted thresholds provide a very good fit to the
data.

The nonmonotonicity in the post-onset-weighting func-
tion defined by the parameters in Table I, line 5 can be re-
moved by eliminating the second term in the function �i.e.,
setting b in Eq. �4� to zero�. The result is a post-onset-
weighting function that is simply an exponentially decreas-
ing function. The predicted thresholds using this post-onset-
weighting function are shown by the dashed line in Fig. 7.
By comparing the solid and dashed lines in Fig. 7, it can be
seen that the nonmonotonicity in the post-onset-weighting
function produces large changes in threshold predictions �in-
creases� for probes with onsets shortly after the overall
stimulus onset. This nonmonotonicity is necessary in order to
predict the sharp peak in the thresholds of Zurek’s listeners
for a forward-fringe duration of 5 ms. The thresholds re-
ported by Akeroyd and Bernstein in their “Both-fringe” con-
ditions do not exhibit as large a peak at 5 ms relative to
surrounding thresholds �lower panel of Fig. 6� and, accord-
ingly, the data could be predicted well by a post-onset-
weighting function that decreases monotonically, as was the
case for the present data. Thus the common characteristic of
the best-fitting post-onset-weighting functions for all of the
data considered here describes a maximum weight at onset
followed by a rapid decrease immediately after onset.
Whether the best-fitting function reaches a minimum after
onset or decreases monotonically throughout the stimulus ap-
pears to depend on individual differences in sensitivity of the
listeners to probe IID shortly after stimulus onset.

The best-fitting post-onset weighting functions for the
present interaural data and those of Zurek �1980� are the sum
of decaying exponentials such that one with a short time
constant is weighted very heavily relative to the other with a
longer time constant �see Table I, lines 3 and 5�. In other
words, these post-onset-weighting functions give very large
relative weight to the IID at the onset of the stimulus and the
relative weight decays very rapidly after stimulus onset. The
best-fitting parameters represent very fast and large changes
in sensitivity that may be biologically unrealistic, suggesting
that the functions derived here may not correspond directly
to underlying biological processes.

One factor that led to a very large peak value for the
post-onset-weighting function is that, in the fits to the inter-
aural data of the present paper, the parameters of the tempo-
ral window were fixed at the best-fitting values determined
from the monaural data. If the parameters of the temporal
window were allowed to vary as well, the peak value of the
best-fitting post-onset-weighting function is similar to that
obtained for Zurek’s �1980� data. In all cases, a large peak
value in the post-onset-weighting function �or, more accu-
rately, a large difference between the initial value of the post-
onset-weighting function and the value of the function after
several ms� is necessary to account for the relatively large
difference between thresholds measured for probes at the
stimulus onset �forward fringe duration=0 ms� and thresh-
olds measured with forward fringe durations between about
2.5 and 20 ms �as illustrated in Fig. 7�. When the difference

between minimum and maximum thresholds is smaller �as in
the data of Akeroyd and Bernstein �2001��, the best-fitting
post-onset-weighting function has a smaller peak value. Ex-
periment 2 explores the possibility that the range of thresh-
olds across forward fringe durations may be related to the
specific experimental procedure.

III. EXPERIMENT 2: COMPARISON OF PROCEDURES

The three sets of data considered in this paper were col-
lected using different procedures. In this section, it will be
shown that some of the differences between the data that
were compared earlier in this paper can be attributed to these
procedural differences.

In the interaural task of Experiment 1, a single-interval
procedure was used in which an intensity increment occurred
at one ear �chosen randomly on each trial� while a decrement
was simultaneously presented to the other ear. The listener’s
task was to identify which ear the resulting nonzero IID fa-
vored, a left-right discrimination task. Zurek �1980� used a
three-interval procedure in which the signal interval pre-
sented an intensity increment to one ear and a simultaneous
decrement to the other while in the nonsignal intervals the
increment and decrement were presented to opposite ears
relative to the signal. Thus, Zurek’s task also was a left-right
task in which the signal carried an IID favoring the right ear
and the nonsignals carried an IID favoring the left ear.

Akeroyd and Bernstein �2001� used a four-interval task
that essentially amounts to a two-interval forced-choice task
with cue �nonsignal� intervals added to the beginning and
end of each trial. The signal, which could appear in either the
second or third interval of a trial, contained an intensity in-
crement to one ear and a simultaneous decrement to the
other. �The ears to which the increment and decrement were
presented presumably were held constant.� The remaining
intervals of each trial were diotic. If one arbitrarily assumes
that the IID in the signal interval favored the right ear, this
task can be described as a center-right task, one in which the
listener discriminates a dichotic stimulus from diotic stimuli.
An added feature of the Akeroyd and Bernstein procedure
was the fact that the nonsignal intervals also carried diotic
increments or decrements �determined randomly for each in-
terval� at the same temporal position as the signal nonzero
IID that was designed to minimize monaural, energy-based
cues to detection of the dichotic stimulus. This experiment
examines the relevance of the primary differences between
the left-right and center-right procedures as well as the ef-
fects of the diotic increment or decrement in the nonsignal
intervals of Akeroyd and Bernstein.

A. Methods

Thresholds were measured in three different conditions,
all of which were two-interval, forced-choice tasks. In the
left-right condition, designed to mimic the task of Zurek
�1980�, the signal interval contained an increment to the right
ear and a decrement to the left ear while in the nonsignal
interval the ears of presentation of the increment and decre-
ment were reversed. In the center-right condition, as in the
experiment of Akeroyd and Bernstein �2001�, the signal in-
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terval contained an increment to the right ear and a decre-
ment to the left ear while the nonsignal interval contained a
diotic increment or decrement �chosen randomly on each
trial� at the same temporal position as the signal nonzero IID.
In a third condition, “flat-right,” the signal interval contained
an increment to the right ear and a decrement to the left
while the nonsignal contained no increment or decrement.
While the diotic, nonsignal increment or decrement of the
center-right condition, in theory, minimizes a potential mon-
aural detection cue, the flat-right condition seeks to establish
whether listeners utilize this cue.

In Experiment 1, the stimulus spectrum level during the
decrement was held constant across trials and the spectrum
levels during the fringe and increment were varied as dic-
tated by the adaptive procedure. In this experiment, the spec-
trum level of the fringe was held constant �at 30 dB� and the
spectrum levels during the increment and decrement were
varied according to the adaptive procedure. A three-down,
one-up adaptive procedure that tracked to the 79.4% correct
level was used �Levitt, 1971�. The increments and decre-
ments in each trial were equal in magnitude in units of
10 log���I+ I� / I�. The increments and decrements were var-
ied adaptively in those units as well. The initial step size was
set to 1 dB and was reduced to 0.5 dB after four reversals. A
block of trials was terminated after 12 reversals and the mean
increment/decrement size �in dB� at the final eight reversals
was taken as threshold. Four blocks of trials were run in each
condition and the four resulting threshold estimates were av-
eraged to produce the final threshold for that condition.
Thresholds were measured for forward fringe durations of 0,
5, 25, and 45 ms.

All remaining details of stimulus generation and thresh-
old estimation were the same as those of Experiment 1. As in
Experiment 1, the fine structures of the noises were identical
at the two ears. �The noise bursts used by Zurek �1980� were
interaurally uncorrelated while the noise bursts of Akeroyd
and Bernstein �2001� and the present study were diotic. The
effects of this difference are not examined here.� Only listen-
ers S1 and S2 �the third and first authors, respectively� ran
these conditions.

B. Results and discussion

In Fig. 8, thresholds are plotted in terms of the change in
IID across intervals in units of 10 log���I+ I� / I� as a func-
tion of forward-fringe duration for the flat-right �circles�,
center-right �squares�, and left-right �triangle� conditions. In
other words, the magnitude of the IID within each interval of
the left-right task was half the value plotted in the figure. For
example, for a left-right threshold plotted as �IID=18 dB in
the figure, the IID at threshold was +9 dB in one interval and
−9 dB in the other. The data for the two listeners were very
similar so only the means are shown in Fig. 8.

There is little or no difference between the data of the
flat-right and center-right conditions �circles and squares in
Fig. 8�. This suggests that these listeners generally made no
use of the available monaural cues in the flat-right task.

The thresholds in the flat-right, center-right, and left-
right conditions �all three symbol types in Fig. 8� are in

perfect agreement for forward-fringe durations of 0, 25, and
45 ms. This suggests that performance in these conditions
was determined by the magnitude of the change in IID across
intervals. For a forward-fringe duration of 5 ms, the left-
right thresholds are substantially larger than would be pre-
dicted from the flat-right and center-right thresholds assum-
ing that listeners’ performance is determined by the
magnitude of the change in IID across intervals. As a result,
across forward-fringe durations, sensitivity appears to be
lower for probe IIDs just after stimulus onset in the left-right
task relative to the flat-right and center-right conditions. The
larger peak in the left-right function is reminiscent of that
shown for Zurek’s data in Fig. 7. It may be the case that the
effects of procedural differences are the source of the appar-
ent relative insensitivity of Zurek’s listeners to probe IIDs
shortly after stimulus onset. Dr. Zurek �private communica-
tion� suggests that an important difference between the left-
right task and the other two tasks is that the left-right task
requires discrimination of the direction of IID in the two
intervals while the center-right and flat-right tasks can be
performed by a processor that discriminates diotic from di-
chotic stimuli. In this context, the differences between the
post-onset-weighting functions computed in Experiment 1
for data gathered with left-right and center-right procedures
may reflect a greater loss in sensitivity to the �left-right� di-
rection of a nonzero IID than to the difference between diotic
and dichotic stimuli for a brief time period following stimu-
lus onset. Given the differences between the data of the left-
right condition and those of the center-right and flat-right
conditions and the apparent differences in listener strategies
that they represent, it is probably unreasonable to expect that
the data gathered with the different procedures can be pre-
dicted by common weighting functions. The fact that the
best-fitting parameter values for the left-right data of Experi-
ment 1 accounted for the center-right data of Akeroyd and
Bernstein �2001� reasonably well may have been merely for-
tuitous.

Recall that the estimate of W0 obtained for the binaural
data of Experiment 1 over-predicted the probe-alone thresh-
old, while the estimate of W0 for the IID data of Akeroyd and

FIG. 8. Mean thresholds �of two listeners� plotted as the change in IID
across intervals as a function of forward-fringe duration for the flat-right
�circles�, center-right �squares�, and left-right �triangles� conditions of Ex-
periment 2.
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Bernstein �2001� was very close to their observed probe-
alone threshold. As suggested earlier, perhaps decreased sen-
sitivity to the direction of IID following stimulus onset con-
tributed to drive thresholds higher in the left-right conditions
of Experiment 1 in which a fringe was present. This factor
was not present in the center-right discrimination task of Ak-
eroyd and Bernstein �2001�.

Another difference between the procedures that pro-
duced the data considered in this paper that might be ex-
pected to have differential effects on the data is related to the
number of intervals. In Experiment 1 of this paper, a single-
interval binaural task was used while Zurek �1980� and Ak-
eroyd and Bernstein �2001� used multi-interval tasks. As a
result, the stimuli of the latter two studies and those in Ex-
periment 2 may have produced a perception of movement
across intervals that was not present in the single-interval
task. �The single-interval thresholds of Experiment 1 are
somewhat larger than the two-interval left-right thresholds of
Experiment 2.� Yost et al. �1974� showed that the introduc-
tion of a movement cue in a two-interval lateralization task
can lead to results that are not directly predictable from data
gathered with a single-interval procedure. The absence of a
movement cue in the single-interval binaural task contributes
to its utility in comparisons to the two-interval monaural
intensity-discrimination task.

IV. CONCLUSIONS

�1� The function describing mean monaural intensity-
discrimination thresholds for a 5-ms probe in a 50-ms
stimulus as a function of forward-fringe duration was a
roughly symmetrical, inverted U with lowest thresholds
when the probe segment was near the onset or offset of
the overall stimulus. The function describing interaural
intensity-discrimination thresholds for a probe of the
same duration in a diotic fringe was more asymmetrical
with highest thresholds measured when the probe seg-
ment occurred shortly after the onset of the overall
stimulus. A temporal window fitted to the monaural
intensity-discrimination data provides a very good fit to
the IID-discrimination data when combined with a post-
onset-weighting function that produces maximum sensi-
tivity to binaural information at the stimulus onset. That
is, the symmetrical monaural data can be predicted very
well through a model incorporating a temporal window
alone while predictions of the more asymmetrical binau-
ral data require both the temporal window and post-
onset-weighting function.

�2� When an individual listener is particularly insensitive to
binaural information shortly after stimulus onset �as in
Zurek, 1980�, the post-onset-weighting function that pro-
vides the best fit to the data contains a nonmonotonicity
with a minimum after stimulus onset.

�3� Thresholds measured as a function of forward-fringe du-
ration with center-right and left-right procedures differ in
form to the extent that it is probably inappropriate to
attempt to fit both sets of data with common weighting

functions. Thresholds in the two tasks for forward-fringe
durations of 0, 25, and 45 ms are consistent with the
notion of listeners performing the task on the basis of
cues determined by the difference in IID between inter-
vals, while the change in IID across intervals could not
account for the data in both center-right and left-right
tasks for a forward-fringe duration of 5 ms. Left-right
thresholds were larger than center-right thresholds, sug-
gesting that differences between the best-fitting param-
eters of the post-onset-weighting mechanisms in the two
cases may represent a decrease in directional �signed-
IID� sensitivity for a brief time following stimulus onset
in the left-right task.
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Detection thresholds for tones in narrow-band noise were measured for two binaural configurations:
NoSo and NoS�. The 30-Hz noise band had a mean overall level of 65 dB SPL and was centered on
250, 500, or 5000 Hz. Signals and noise were simultaneously gated for 500, 110, or 20 ms. Three
conditions of level randomization were tested: �1� no randomization; �2� diotic randomization—the
stimulus level �common to both ears� was randomly chosen from an uniformly distributed 40-dB
range every presentation interval; and �3� dichotic randomization—the stimulus levels for each ear
were each independently and randomly chosen from the 40-dB range. Regardless of binaural
configuration, level randomization had small effects on thresholds at 500 and 110 ms, implying that
binaural masking-level differences �BMLDs� do not depend on interaural level differences for
individual stimuli. For 20-ms stimuli, both diotic and dichotic randomization led to markedly poorer
performance than at 500- and 110-ms durations; BMLDs diminished with no randomization and
dichotic randomization but not with diotic randomization. The loss of BMLDs at 20 ms, with
degrees-of-freedom �2WT� approximately 1, implies that changes in intracranial parameters
occurring during the course of the observation interval are necessary for BMLDs when mean-level
and mean-intracranial-position cues have been made unhelpful. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2047167�

PACS number�s�: 43.66.Pn �AK� Pages: 3229–3240

I. INTRODUCTION

The binaural masking-level difference �BMLD� is
usually measured as the difference �in decibels� between
the threshold level for detecting a signal when there are
interaural differences in some aspect of the stimulus, and
the threshold obtained when the signal and masker are
identical at the ears. For example, large BMLDs occur
between configurations with diotic noise and signal �NoSo�
and configurations in which the masking noise is identical at
the two ears but the signal is presented 180° out-of-phase
at the ears �NoS�� �Colburn and Durlach, 1978�.

Some explanations of the BMLD suggest a model in
which an “equalization and cancellation” preprocessor cre-
ates, in the NoS� configurations, an improved signal-to-noise
ratio �Durlach, 1963�. One extension of Durlach’s model as-
sumes that detection is performed using an energy detector
following the equalization device �Green, 1966; Henning,
1973�. However, monaural masking studies indicate that
energy-detector models do not correctly predict the detection
of a tone added to narrow bands of noise under either
monaural or diotic listening conditions �Kidd et al., 1989;
Richards, 1992; Green et al., 1992; Richards, 2002�. The
incorporation of information associated with dynamic
changes in envelope pattern improves the predictions of de-

tection models, but still further modifications may be re-
quired if a full account of detection is to be achieved �Kidd
et al., 1993; Richards and Nekrich, 1993; Richards, 2002�.
Further, several experiments have suggested that for high-
frequency, narrow-band maskers, binaural unmasking in the
NoS� condition may depend on differences in envelope pat-
terns, or correlations, at the two ears �Zwicker and Zwicker,
1984; Bernstein and Trahiotis, 1992; van de Par and
Kohlrausch, 1997; Breebaart et al., 2001a�.

To examine the relative importance of interaural enve-
lope differences for the BMLD, thresholds have been mea-
sured using NoSo and NoS� configurations with and without
level randomization �Richards and Henning, 1994; Bernstein
and Trahiotis, 1997�. �In addition, Bernstein and Trahiotis
randomized interaural delay.� In the experiments of Richards
and Henning, fully reported here, two types of level random-
ization were used, diotic and dichotic. For the diotic random-
ization, the level of the stimulus, either masker-alone or
signal-plus-masker, was randomly chosen on each stimulus
presentation. As a result, the overall level of the stimulus did
not reliably indicate the presence of the added signal �cf.
Green, 1988�. For the dichotic randomization, the levels of
the stimuli presented to the left and right ears were randomly
and independently chosen on each stimulus presentation.
Dichotic level randomization prevents both mean monaural
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and mean interaural level differences for each stimulus from
indicating the presence of the �anti-phase� signal. To the ex-
tent that mean interaural level differences are used to detect
anti-phase signals, dichotic level-randomization should lead
to increased thresholds in the NoS� condition, thereby de-
creasing the BMLD provided that the randomization does
not hurt performance in the NoSo condition. Dichotic level
randomization does not alter the interaural phase spectra, nor
are interaural envelope correlations altered, provided that the
estimate of interaural correlation includes a normalization
component �Bernstein and Trahiotis, 1996; van de Par
et al., 2001�.

The effect on the BMLD of differences in the level of
stimuli across the ears has been studied before. McFadden
�1968� reported two effects of level on the size of BMLDs:
�1� the reduction in the size of the BMLD with lower masker
levels �related to our diotic-randomization condition�. The
effect of masker level on the size of the BMLD, however,
depends on the range over which levels are manipulated and
is small at high levels �Hall and Harvey, 1984�. The other
effect is �2� an additional reduction in the size of the BMLD
with fixed differences in interaural level �a condition of
McFadden’s �1968� but related to our dichotic-randomization
condition�. In McFadden’s elegant experiments using broad-
band noise maskers at a noise-power spectral density of
45 dB SPL in one ear and a lower but fixed level in the other,
the differential effect of the fixed interaural level difference
arose when the interaural level difference was 10 dB or
more. The reduction in the magnitude of the BMLD with an
increasing interaural-level difference was faster than when
the level in both ears decreased by the same amount.
This effect is predicted by the model of Breebaart et al.
�2001a, b�.

On the other hand, Witton et al. �2000�, using narrow-
band but higher level �80-dB SPL� stimuli, found that fixed
interaural level differences of up to 60 dB had no effect on
the binaural advantage in the detectability of monaural phase
modulation in the presence of an unmodulated tone at the
frequency of the carrier of the phase modulation. It is not
known whether this effect can be predicted by the model of
Breebaart et al. �2001a�. However, in the current study with
maskers having a bandwidth of 30 Hz and signal durations
both longer and shorter than the 250 ms used by McFadden
�1968�, we found BMLDs to be very little affected by
dichotic randomization of the masker even over the
40-dB range we used.

In addition to removing cues associated with mean dif-
ferences in interaural level, dichotic level randomization
makes the perceived intracranial lateral position of the sound
vary. Shifts in lateral position were once implicated as the
basis of the BMLD �Hafter and Carrier, 1975; Jeffress and
McFadden, 1971; Zwicker and Henning, 1985� although
it now appears unlikely that shifts in lateral position
directly determine the BMLD �Henning, 1973; Zwicker
and Henning, 1984; 1985�.

In their randomization study, Bernstein and Trahiotis
�1997� used stimuli with “temporal fringes” and randomly
assigned the mean interaural delays as well as mean interau-
ral level differences prior to each stimulus presentation. Both

manipulations normally lead to random changes in intracra-
nial position that prevent mean intracranial position being of
use in detecting signals in the NoS� condition. But Bernstein
and Trahiotis found that neither type of randomization had
much effect on the size of the BMLD. The use of a temporal
“fringe” increases the size of the BMLD �McFadden, 1966�,
but having a temporal “fringe” that extends both before and
after the signal to be detected with the value of the random-
ized variable makes the interpretation of the effects of ran-
domization difficult.

Consider that, on each observation interval, the fringe
had the interaural level difference that was chosen by
Bernstein and Trahiotis’ randomization procedure. The addi-
tion of the signal in the NoS� condition changed the mean
interaural level difference from the value that it had during
the fringe period to a different value when the signal was
also present. This means that is was possible for their observ-
ers to base their decisions on the changes in average value
that occur whenever the signal is added. Further, our sensi-
tivity to such changes is very little affected by the lateral
position from which they begin. Domnitz and Colburn
�1977� and Koehnke et al. �1995� show that the positioning
of images laterally through static interaural level differences
has little effect on observers’ ability to detect changes from
that position over the range of randomized values used by
Bernstein and Trahiotis �1997�.

We cannot know, of course, whether Bernstein and
Trahiotis’ observers used the cues resulting from changes
away from the interaural level differences in the fringes, but
the fact that the observers may have used the changes makes
Bernstein and Trahiotis’ results equivocal and means that
many of their conclusions are not a logical consequence of
their experimental results. That is not to imply that we do not
believe the conclusions of Bernstein and Trahiotis; indeed, as
far as the conclusions reached on the basis of level random-
ization go, they follow from our results �Richards and
Henning, 1994� and the current paper.

The masker used in this study was a 30-Hz-wide band of
noise centered at the signal frequency. By using narrow
bands of noise, it may be assumed that �a� observers could
not rely on across-frequency differences in level �or across-
frequency differences in interaural level� in detecting the
added tone �profile analysis �Green, 1988��, and �b� it would
still be possible, with long-duration signals, for the observers
to use interaural differences in the dynamic envelope patterns
even at high frequencies �Henning, 1974; McFadden and
Pasanen, 1974; Henning and Gaskell, 1981; Bernstein and
Trahiotis, 1992; van de Par and Kohlrausch, 1997; Breebaart
et al., 2001a�.

Three signal frequencies were tested: 250, 500, and
5000 Hz so that detection could be measured in frequency
regions where sensitivity to interaural phase differences in
pure tones is either present �250 and 500 Hz� or absent
�5000 Hz�. Most investigators agree that interaural phase dif-
ferences in the fine structure of waveforms do not play a
role in the BMLD at high frequencies �van de Par and
Kohlrausch, 1997�. The agreement is based on the lack of
sensitivity to interaural phase difference in pure tones, and
the lack of robust phase-locking measured in eighth-nerve
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fibres for high-frequency tones �Kiang et al., 1965; Rose
et al., 1987�. As a result, when high-frequency stimuli were
tested and dichotic level-randomization applied, only dy-
namic interaural differences in envelope patterns would be
expected to be available to support the BMLD for the longer-
duration stimuli.

Three stimulus durations were tested: 500, 110, and
20 ms. When very short-duration stimuli were used, dynamic
envelope and dynamic fluctuations in the characteristics of
stimulus fine structure were not available because
30-Hz-wide bands of masking noise have only slowly vary-
ing envelopes �expected maxima every 52 ms �Rice, 1954��
and slowly varying instantaneous frequencies. As a result,
for the 20-ms stimuli, only relatively static differences in the
envelope and phase across ears could contribute to detection
�for NoS� stimuli�. Consequently, when dichotic level ran-
domization was applied with 20-ms stimuli, the BMLD was
expected to be absent for high-frequency stimuli and, in all
likelihood, small even at low frequencies.

II. METHODS

A. Procedures

A two-interval two-alternative forced-choice procedure
was used with two observation intervals separated by an ap-
proximately 300-ms pause. The signal was as likely to occur
in the first as in the second observation interval. Following
each response, feedback was provided. A two-down, one-up
adaptive staircase algorithm �Levitt, 1971� was used to esti-
mate the signal level for 71% correct responses. The signal
level started 5–15 dB above the eventual threshold and was
initially altered in 4-dB steps. After the third reversal of the
staircase, the step size was reduced to 2 dB. Observers com-
pleted 50-trial sets, and the last even number of reversals,
excluding at least the first three, were averaged to generate a
threshold estimate. The average of ten such threshold esti-
mates provided the final threshold estimate.

B. Experimental conditions

Stimulus durations of 500, 110, and 20 ms and signal
frequencies of 250, 500 and 5000 Hz were used. The
maskers were bands of Gaussian noise, 30 Hz wide, centered
arithmetically at the signal frequency. The masker and signal
were gated on and off synchronously, and the total duration
included 40-ms cosine-squared onset and offset ramps for
the 500- and 110-ms stimuli and similar 5-ms ramps at
20 ms.

Two interaural phase configurations were examined,
NoSo and NoS�, and three types of level randomization were
used: none, diotic and dichotic. In the first randomization
condition, no external level randomization was applied. In
the second, the diotic condition, a single randomly selected
gain factor was chosen for each observation interval and ap-
plied to both signal and noise for both ears. In the interval in
which no signal was added, the factor was applied to the
noise. The gain factor was randomly chosen on every obser-
vation interval from an uniform distribution with a 40-dB
range �0.1-dB steps� centered on a gain of zero dB. In the
third, the dichotic condition, two gain factors, one for each

ear, controlled the levels of the stimuli; the gain factors were
chosen independently for each ear on each observation inter-
val again from uniform distributions of 40-dB range centered
on zero dB. The gain factors for each ear were applied to
both the signal and noise of the appropriate ear and were
applied to the masking noise in the interval in which
no signal was added. The difference between the diotic and
dichotic level randomization was that, in the dichotic condi-
tion, the random levels were chosen independently for the
left and right ears, thereby introducing randomization in the
apparent intracranial position of the stimuli in addition to
randomization of average level.

C. Stimulus generation and presentation

The maskers were generated digitally in real-time by
summing sinusoids ranging from approximately 15 Hz
below to 15 Hz above the signal frequency. A 2-Hz funda-
mental frequency was used for the 500-ms stimuli, and a
5-Hz fundamental for the 110- and 20-ms stimuli. The mag-
nitudes of the component tones of the maskers were chosen
randomly from a Rayleigh distribution, and their phases were
chosen randomly from an uniform distribution ranging from
zero to 2� rad. The signal was also generated in real time
with random starting phase.

The stimuli were presented at a digital-to-analog output
rate of 20.4 kHz for the 110- and 20-ms durations and
16.4 kHz for the 500-ms durations. The signal and masker
were played through separate digital-to-analog converters.
The two analog outputs were then low-pass filtered using
matched filters �Kemo VBF-8� with attenuation skirts of ap-
proximately 85 dB/oct and a cutoff frequency of 6000 Hz.
After filtering, the signal and masker were attenuated using
computer-controlled attenuators, and the output of each at-
tenuator split into two channels—left and right. When the
signal and masker were in phase at the two ears �NoSo�, the
signal and maskers were summed for each of the two chan-
nels. When the signal was inverted to one ear �NoS��, the
signal and masker were summed for the left channel, but the
signal was inverted prior to addition in the right channel. The
outputs of both channels were then passed through separate
computer-controlled attenuators and gates �synchronous to
within 5 �s� and finally routed to the left and right
Sennheiser HD410 earphones driven in phase. The average
masker power was 65 dB SPL �corresponding to an average
noise-power density of 50 dB/Hz�.

D. Observers and order of data collection

The three observers who participated ranged in age from
24 to 29 years and were paid for their participation. They all
had hearing thresholds better than 15 dB HL for frequencies
ranging from 500 to 6000 Hz. Observer 1 had prior experi-
ence in psychoacoustic experiments, including BMLD ex-
periments. In the NoS� condition, two observers showed sud-
den decreases in thresholds mid-way through data collection
and so were required to repeat all previously completed con-
ditions.

Extensive preliminary experiments suggested that our
initial goal should be to examine only the 110- and 20-ms
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conditions �the 500-ms condition had previously been com-
pleted by another group of observers�. However, as time al-
lowed, the three observers also completed the condition with
the 500-ms stimuli after the other data collection finished.
For the 110- and 20-ms conditions, the data were obtained in
the following sequences: observer 1, who also participated
in the pilot work, completed the NoS� conditions first.
Observers 2 and 3 completed the NoSo before the NoS� con-
ditions. Within each binaural configuration, observers first
completed the conditions associated with no randomization,
then diotic randomization, and then dichotic randomization.
Within each type of level randomization, the order of the
stimulus duration was random and, for each duration, the
order in which the frequencies were tested was random.

For the 500-ms stimuli, observers 1 and 2 completed the
NoS� condition first; observer 3 completed the NoSo condi-
tion first. In other respects, the data collection followed the
method described for the 110- and 20-ms stimuli.

III. RESULTS AND DISCUSSION

The graphs presented in this section represent averaged
data taken from Tables I–III which contain the mean and
standard errors of the means for each observer and each con-

dition. �Tables I–III show the results for the individual ob-
servers for the 500-, 110-, and 20-ms stimulus durations,
respectively. For each table there are three groups of three
columns: each group contains the data for a given condition
of level randomization and, within each group, the data for
each signal frequency are shown in a separate column. Re-
sults for each observer are grouped in rows. For each ob-
server, thresholds �in dB� for NoSo and NoS� are presented in
separate rows with the standard errors of the mean across ten
threshold estimates indicated in parentheses. The average
BMLDs, in decibels �the NoSo minus NoS� thresholds�, are
also shown with an estimate of the standard error of the
mean BMLD shown in parentheses. �This estimate reflects
the standard error of the mean for the BMLDs across the first
threshold estimates �NoSo−NoS��, then the second, etc.�.
The bottom portion of each table presents the data averaged
across observers, with standard errors of the mean indicated
in parentheses.�

Figure 1 shows the average signal level corresponding to
the 71% correct performance level as a function of fre-
quency. We shall refer to this signal level as the detection
“threshold.” The results for the 500-, 110-, and 20-ms dura-
tions are shown separately in the top, middle, and bottom

TABLE I. Thresholds for 500-ms duration.

Frequency

No
randomization

Diotic
randomization

Dichotic
randomization

250 500 5000 250 500 5000 250 500 5000

OBS 1
NoSo 61.8 61.5 61.3 64.4 62.4 64.1 62.8 64.6 62.8

�0.6� �0.9� �0.9� �0.6� �0.7� �0.5� �0.9� �0.3� �0.6�
NoS� 45.1 46.3 52.8 47.1 46.9 55.6 50.4 50.0 58.3

�0.7� �0.5� �0.7� �1.1� �0.9� �1.4� �1.1� �0.7� �0.5�
BMLD 16.7 15.2 8.5 17.3 15.5 8.5 12.4 14.5 4.4

�1.2� �1.1� �1.2� �0.7� �1.2� �1.3� �1.4� �0.7� �0.9�

OBS 2
NoSo 63.8 62.8 61.6 66.3 66.4 66.3 67.0 65.3 65.7

�0.7� �1.0� �0.4� �0.6� �0.9� �0.4� �0.5� �0.5� �1.4�
NoS� 43.2 42.9 52.6 42.3 42.9 55.0 48.9 47.6 57.4

�0.8� �0.6� �1.0� �1.1� �0.5� �1.4� �0.7� �0.7� �1.1�
BMLD 20.6 19.9 9.0 24.0 23.5 11.3 18.1 17.7 8.3

�1.3� �1.0� �0.9� �1.1� �1.3� �1.4� �1.0� �0.6� �2.2�

OBS 3
NoSo 64.4 62.6 55.5 62.9 60.4 62.9 63.6 63.9 61.7

�0.6� �0.8� �1.5� �0.6� �1.1� �1.2� �0.5� �0.7� �1.3�
NoS� 46.9 49.4 54.0 52.3 53.1 54.2 55.0 53.9 51.7

�1.7� �1.2� �0.9� �0.7� �0.6� �1.2� �0.9� �1.0� �2.0�
BMLD 17.5 13.2 1.5 10.7 7.3 4.1 5.9 8.0 4.8

�1.7� �1.6� �1.7� �0.9� �1.1� �1.4� �0.9� �1.5� �2.3�

Average
NoSo 63.3 62.3 59.5 64.5 63.1 62.9 63.6 63.9 61.7

�0.8� �0.4� �2.0� �1.0� �1.8� �2.4� �1.8� �1.1� �2.7�
NoS� 45.1 46.2 53.1 47.2 47.6 54.9 51.4 50.5 55.8

�1.1� �1.9� �0.4� �2.9� �2.9� �0.4� �1.8� �1.8� �2.1�
BMLD 18.3 16.1 6.4 17.3 15.5 8.0 12.1 13.4 5.8

�1.2� �2.0� �2.4� �3.9� �4.7� �2.1� �3.5� �2.9� �1.2�
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panels, respectively. Error bars show � twice the standard
error of the average and thus enclose 95% confidence inter-
vals for the average thresholds. The unfilled symbols repre-
sent thresholds obtained in the NoSo condition, and the filled
symbols, those obtained in the NoS� condition. Squares rep-
resent the thresholds obtained with no level randomization,
circles represent thresholds obtained with diotic level ran-
domization, and triangles, thresholds from dichotic level-
randomization conditions. The results for no-randomization
and dichotic randomization have been offset left and right for
clarity.

Figure 2 shows BMLDs �in dB� as a function of signal
frequency. The average BMLDs for the 500-, 110-, and 20-
ms durations are plotted on the same scale in different panels
�top, middle, and bottom, respectively�, and for each panel
BMLDs obtained with no, diotic, and dichotic level random-
ization are indicated using square, circular, and triangular
symbols, respectively. The data for the no- and dichotic-
randomization conditions have again been offset for clarity
and the error bars delimit the 95% confidence intervals for
each average BMLD shown. As is usually the case, most
changes in the size of the BMLD result from changes in
performance in the NoS� condition.

A. 500-ms duration

The top panel of Fig. 1 shows the thresholds, and the top
panel of Fig. 2 shows the associated BMLDs, for the 500-
ms conditions. In the NoSo condition, there are no significant
differences across randomization conditions. This result is
inconsistent with energy detection models of detection
and has, of course, been seen before �Green et al., 1992;
Richards, 1992; Kidd et al., 1993�. In the NoS� conditions,
the thresholds are also relatively unaffected by level random-
ization, except, possibly, for dichotic randomization at
250 Hz. Note that the large confidence interval around the
diotic threshold at 250 Hz encloses both the dichotic- and
no-randomization thresholds. With this possible exception,
the BMLDs depend in the usual way on the frequency of the
signal—larger at low frequencies and decreasing to smaller
values at 5000 Hz.

The effect of diotic randomization on the BMLD is
small even with such a large �40 dB� range of levels.
BMLDs are generally smaller with lower masker levels
�McFadden, 1968� although the decrease in the size of the
BMLD for a given change of level depends on the level from
which the reduction is made �Hall and Harvey, 1984�; for a

TABLE II. Thresholds for 110-ms duration.

Frequency

No
randomization

Diotic
randomization

Dichotic
randomization

250 500 5000 250 500 5000 250 500 5000

OBS 1
NoSo 64.8 64.2 64.5 66.1 65.7 69.2 63.6 65.2 66.4

�0.5� �0.4� �0.5� �0.9� �0.7� �0.7� �1.9� �1.3� �0.9�
NoS� 54.8 57.6 59.7 57.4 58.4 60.2 64.4 61.4 61.4

�1.2� �0.9� �1.0� �1.3� �1.2� �1.1� �1.2� �1.4� �1.1�
BMLD 10.0 6.6 4.9 8.7 7.3 9.0 −0.8 3.7 5.0

�1.4� �0.8� �1.3� �1.7� �1.0� �1.4� �1.8� �1.6� �1.5�

OBS 2
NoSo 65.2 65.3 65.5 67.9 68.9 67.2 66.3 65.7 67.9

�0.6� �0.6� �0.4� �0.2� �0.7� �1.0� �0.6� �0.8� �0.8�
NoS� 50.7 49.1 62.9 52.4 50.2 63.2 56.1 56.1 65.4

�0.8� �0.8� �2.5� �1.0� �1.6� �0.6� �0.9� �1.4� �0.9�
BMLD 14.4 16.1 2.7 15.5 18.7 4.1 10.2 9.7 2.5

�0.5� �1.1� �2.3� �0.9� �1.8� �1.1� �0.7� �1.5� �1.5�

OBS 3
NoSo 65.6 63.8 61.9 66.7 65.7 68.1 67.0 67.2 67.7

�0.7� �1.1� �0.8� �0.8� �0.8� �0.5� �0.7� �0.8� �1.2�
NoS� 54.1 58.1 58.3 59.2 58.3 62.2 62.0 59.8 62.3

�0.7� �0.9� �0.6� �0.4� �0.8� �1.2� �0.9� �0.9� �0.6�
BMLD 11.5 5.7 3.7 7.4 7.4 5.8 5.0 7.4 5.3

�1.2� �1.6� �1.0� �0.7� �1.3� �1.6� �1.0� �1.3� �1.2�

Average
NoSo 65.2 64.4 64.0 66.9 66.8 68.2 65.6 66.0 67.3

�0.2� �0.4� �1.1� �0.6� �1.1� �0.6� �1.1� �0.6� �0.5�
NoS� 53.2 54.9 60.3 56.3 55.7 61.9 60.9 59.1 63.0

�1.3� �2.9� �1.4� �2.0� �2.7� �0.9� �2.5� �1.6� �1.2�
BMLD 12.0 9.5 3.7 10.6 11.1 6.3 4.8 6.9 4.3

�1.3� �3.3� �0.6� �2.5� �3.8� �1.4� �3.2� �1.7� �0.9�
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given decrease in level, the reduction in the BMLD is less
for higher initial levels. It is clear from the diotic random-
ization condition that the removal of monaural cues based on
the average level in an observation interval does not affect
the size of the BMLD. Thus the modifications required for
the energy-detector model of monaural signal detection
might also need to be made to the energy detector sometimes
assumed to follow the equalization device in Durlach’s
equalization and cancellation model.

It is surprising that BMLDs should be so little affected
by 40 dB of dichotic randomization. �The BMLDs across
frequency are, on average, 3 dB smaller for the dichotic ran-
domization conditions than for the average of the other two
conditions, but the change is chiefly due to the reduction at
250 Hz—a change of 5.7 dB compared with a mean of 1.9 at
the other two frequencies.� This result is surprising because
dichotic randomization with our range of randomization
leads to interaural level differences that might be expected,
whatever their sign, to reduce the size of the BMLD. How-
ever, although fixed interaural level differences make the
BMLDs smaller with broadband maskers �McFadden, 1968�,
fixed interaural-level differences have little effect on the bin-
aural advantage obtained with very narrow-band stimuli
�Witton et al., 2000�. Our 30-Hz bandwidths are neither

broad nor very narrow and centered on an average noise-
power density of 50 dB/Hz. The fact that dichotic random-
ization has so little effect on the BMLD suggests that our
conditions were, in effect, more like those of Witton
et al. �2000� than like those of McFadden �1968� and that
static interaural level differences only affect detection when
the level in the ear receiving the lower level falls to within
40 dB of the monaural threshold. Regardless of frequency,
the reduction in the BMLD associated with dichotic level
randomization of 500-ms signals reflects an increase in the
NoS� thresholds.

B. 110-ms durations

The center panels of Figs. 1 and 2 show the thresholds
and the BMLDs for the 110-ms condition. The dotted hori-
zontal line in Fig. 1 is based on computer simulations using
the same conditions as the experiment. It represents the ex-
pected threshold that would be obtained from a decision rule
based on differences in energy in the NoSo condition in
which diotic randomization was present. The analytic solu-
tion provided by Green �1988� yields similar estimates.
Thresholds at or above this line indicate that energy or loud-
ness cues alone could account for the detectability of the

TABLE III. Thresholds for 20-ms duration.

Frequency

No
randomization

Diotic
randomization

Dichotic
randomization

250 500 5000 250 500 5000 250 500 5000

OBS 1
NoSo 66.8 67.4 68.5 75.5 74.3 75.6 71.6 72.8 72.0

�0.9� �0.5� �0.8� �1.0� �0.8� �1.4� �1.0� �0.7� �1.0�
NoS� 63.8 64.9 66.6 69.7 72.4 74.0 72.7 72.5 75.3

�0.6� �0.8� �1.5� �1.1� �1.7� �1.5� �1.4� �1.0� �0.7�
BMLD 3.1 2.5 1.9 5.8 1.8 1.6 −1.1 0.3 −3.4

�1.1� �0.9� �1.3� �1.3� �2.0� �2.3� �1.8� �1.1� �0.9�

OBS 2
NoSo 68.2 68.7 69.6 80.7 79.1 78.0 74.8 75.7 72.6

�0.6� �0.5� �0.5� �1.6� �1.1� �1.5� �1.6� �1.8� �1.6�
NoS� 55.5 57.2 66.8 63.1 61.0 73.5 70.4 70.7 73.3

�1.1� �1.0� �0.8� �1.1� �1.7� �1.6� �1.2� �1.4� �0.7�
BMLD 12.7 11.5 2.8 17.6 18.1 4.5 4.4 5.0 −0.7

�1.3� �1.0� �0.9� �2.2� �1.5� �2.2� �2.1� �2.7� �1.6�

OBS 3
NoSo 66.4 65.7 65.4 76.5 75.1 76.4 73.3 71.4 69.9

�0.7� �0.6� �0.8� �0.9� �1.0� �2.0� �1.9� �1.0� �1.0�
NoS� 63.4 63.6 66.5 71.3 67.3 71.6 71.8 71.3 71.3

�0.7� �0.6� �0.5� �1.4� �2.0� �1.6� �1.9� �1.1� �1.3�
BMLD 3.0 2.1 −1.1 5.2 7.8 4.8 1.5 0.1 −1.4

�1.0� �0.9� �1.0� �1.8� �2.8� �2.5� �2.5� �1.3� �1.6�

Average
NoSo 67.1 67.3 67.8 77.6 76.1 76.7 73.2 73.3 71.5

�0.5� �0.9� �1.3� �1.6� �1.5� �0.7� �0.9� �1.3� �0.8�
NoS� 60.9 61.9 66.6 68.1 66.9 73.0 71.6 71.5 73.3

�2.7� �2.4� �0.1� �2.5� �3.3� �0.7� �0.7� �0.5� �1.2�
BMLD 6.2 5.4 1.2 9.5 9.3 3.6 1.6 1.8 −1.8

�3.2� �3.1� �1.2� �4.1� �4.7� �1.0� �1.6� �1.6� �0.8�
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added tone. �The line is not included for the 500-ms condi-
tion because thresholds for all observers are at least 10 dB
below its level.�

The results for 110-ms stimuli mirror those obtained at
500 ms: the NoSo thresholds were better than those predicted
by the energy model �the dotted lines�, indicating that
changes in energy are very unlikely to account for detection
with diotic randomization. Again in parallel with the 500-
ms condition, thresholds are relatively unaffected by diotic

level randomization, the low-frequency BMLDs are smaller
at the 110-ms duration but the high-frequency BMLDs do
not change very much. The BMLDs in the dichotic random-
ization conditions are on average 3.5 dB smaller than the
average of the other two conditions, and again the largest
effect occurs at 250 Hz; the small effect of dichotic random-
ization on the BMLD is again associated with increases in
thresholds in the NoS� condition.

C. 20-ms durations

For the 20-ms duration, BMLDs in the dichotic-
randomization condition become very small. The thresholds
and BMLDs are shown in the bottom panels of Figs. 1 and 2
�where the horizontal dotted line again represents the predic-
tion of energy-based detection in the NoSo condition�. In
contrast with the results obtained for the longer-duration
stimuli, both diotic and dichotic level randomization led to

FIG. 1. �Color online� Average signal thresholds in dB SPL are plotted as a
function of signal frequency for the 500-, 110-, and 20-ms conditions in the
top through bottom panels, respectively. Level randomization is either diotic
�circles�, dichotic �triangles�, or absent �gray squares�. �The squares and
triangles have been offset left and right for clarity.� The signal configuration
is either in-phase across ears �unfilled, NoSo� or anti-phase across ears
�filled, NoS��. Error bars indicate � twice the standard error of the mean
across observers �n=3�, and the horizontal dotted lines in the center and
bottom panels indicate thresholds expected for an energy-based decision
rule in the NoSo condition with diotic randomization.

FIG. 2. �Color online� Average BMLDs �dB� are plotted as a function of
signal frequency for the 500-, 110-, and 20-ms conditions in the top through
bottom panels, respectively. Level randomization is diotic �circles�, dichotic
�triangles�, or absent �gray squares�. Error bars indicate � twice the standard
error of the mean across observers.
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increases in thresholds compared to no level randomization.
Moreover, for the 20-ms stimuli, most observers’ thresholds
in the NoSo conditions were either near or above the horizon-
tal dashed line when level randomization was present �bot-
tom panel of Fig. 1, unfilled symbols�. This means that ob-
servers could have been detecting the signal on the basis of
increases in level even when level randomization was
present.

For the NoSo configuration, thresholds tend to be lower
for the dichotic than the diotic level randomization. The dif-
ference may reflect differences in the average distributions of
level across the ears particularly because the signal levels at
threshold have become so large that energy or loudness base
detection is possible in spite of the randomization. For ex-
ample, if overall loudness contributes to detection in this
condition at this duration, and if binaural loudness is treated
as being based on the average of the stimulus levels �in dB�
at the two ears, then independently choosing the level pre-
sented to the two ears will result in a triangular distribution
of values across presentations. Because the resulting triangu-
lar distribution has a smaller variance than the original uni-
form distribution, a reduction in threshold relative to that
obtained in the diotic randomization condition would result.
Both computer simulations and analytic solutions indicate
that such an averaging procedure could support loudness-
based thresholds approximately 3 dB below the horizontal
line shown in the bottom panel of Fig. 1. While this is an
overly simple model of binaural loudness, it suggests an ex-
planation of the surprising result that detection performance
in the dichotic randomization condition tends to be better
than in the diotic randomization condition with the NoSo

stimuli of 20-ms duration.
For the brief signals at 5000 Hz, the BMLDs were small

regardless of the roving level condition. However, BMLDs
are evident for the lower-frequency stimuli when there was
either no or diotic level randomization. Only one observer
�OBS. 2, Table III� showed a slight BMLD when the ran-
domization was dichotic. Two factors contribute to the di-
minished magnitude of the BMLDs obtained with the short-
duration stimuli and dichotic randomization: relative to
thresholds obtained in the dichotic randomization condition,
thresholds in the diotic-randomization condition increase
somewhat in the NoSo condition and decrease somewhat in
the NoS� condition. On average, changing from diotic to
dichotic randomization led to a 2.8-dB increase in threshold
in the NoS� condition and a 4.1-dB decrease in threshold in
the NoSo condition, yielding a net decrease in the BMLD of
6.9 dB.

IV. GENERAL DISCUSSION

A. Detection of a tone added to narrow bands of
noise: NoSo

Consistent with other reports, the current data at 500-
and 110-ms duration demonstrate a failure of the energy
model for the detection of a tone added to noise. Several
researchers �Kidd et al., 1989, 1993; Richards, 1992; Green
et al., 1992� have suggested that the detection of a tone
added to a narrow band of noise depends, at least in part, on

changes in envelope modulation concomitant with the addi-
tion of the signal tone. As in most noise-masking experi-
ments, the signal is added in random phase relative to the
noise component of the same frequency. A 30-Hz-wide band
of noise is only expected to have a maximum in its envelope
once every 52 ms on average �Rice, 1954�. At 20-ms dura-
tions then, with, in effect, no envelope variation over the
signal duration, the detection task is approximately equiva-
lent to the detection of a tone added to a tonal masker of the
same frequency—a task that, in NoSo, must surely require
changes in level for signal detection. Thus, in our experi-
ments, changes in energy account for performance only
when stimulus presentations are short relative to the rate at
which envelopes change so that usable dynamic envelope
cues are lacking. Our results are consistent with this line of
reasoning and, for the 20-ms duration, are consistent with
level-based detection.

For the 500- and 110-ms stimuli, the 40-dB interval-by-
interval diotic level variations generated an average increase
in threshold �relative to no level variation� of 2.3 dB consis-
tent with those obtained previously �Kidd et al., 1989;
Richards, 1992�. The effect of dichotic level randomization,
1.6 dB, was also small. Thus the perceptual consequence of
dichotic randomization—that the sounds to be discriminated
�narrow-band noise alone versus a different sample of the
same noise plus a tone� were presented at different apparent
intracranial positions—did not greatly influence binaural
thresholds.

B. The BMLD

In general, there are two reasons why detection in the
NoS� condition might be superior to detection in NoSo: �1�
improvement due to quasi-independent �i.e., bounded above
by independence� stimuli at the two ears and �2� a binaural
advantage associated with the comparison of some aspect of
the stimuli—related to delay or interaural correlation, say—
across ears. In the following, the results will be considered
separately for the high-�5000 Hz� and low-�500 and 250 Hz�
signal frequencies. In addition to considering whether the
BMLD depends on improvement associated with quasi-
independent channels versus an additional binaural advan-
tage, each subsection contains considerations of the basic
results �a� that for the 500- and 110-ms stimulus durations,
dichotic randomization had only small effects on the magni-
tude of the BMLD relative to that obtained when diotic ran-
domization was present, and �b� that for short-duration
stimuli, dichotic randomization abolished the BMLD. In a
third section, the results are considered in light of some mod-
els of detection.

1. High-frequency „5000-Hz… stimuli

For the 5000-Hz signal at durations of 500 and 110 ms,
level randomization did not influence the BMLD. Thus, be-
cause level randomization makes cues based on interaural-
level differences unreliable, we can infer that static
interaural-level differences are not required for high-
frequency BMLDs. On the other hand, high-frequency
BMLDs at least at the longer durations might result from
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changes in envelope patterns across ears—dynamic envelope
changes in either interaural time or intensity or both
�Bernstein and Trahiotis, 1996; van de Par and Kohlrausch,
1997; van de Par et al., 2001�. Cues related to dynamic en-
velope changes, however, become ineffectual at short dura-
tions �Richards, 1992�.

The degrees of freedom in the noise sample, 2WT,
where W is the bandwidth and T is the duration, are 1.2 for
our 20-ms stimuli so that, in effect, only about one indepen-
dent sample of the envelope is available at the short duration.
At 110 ms, there are between six and seven independent
samples available and that appears to be sufficient informa-
tion for cues based on envelope changes to become effective.
The degrees of freedom for the 100-Hz-wide noise of 17-
ms duration used by Bernstein and Trahiotis �1997� are 3.4.
That observation, coupled with the current results, suggests
either that 3 degrees of freedom provide a sufficient number
of independent samples or that their observers were able to
use the additional information provided by changes from the
brief temporal “fringes” of noise before and after the signal.
In any case, at sufficiently short durations or sufficiently nar-
row bandwidths �Henning and Zwicker, 1984�, interaural en-
velope cues should be ineffectual so that with dichotic roving
levels, small BMLDs should result. That is what is observed.

A second possible explanation of the high-frequency
BMLD—that of “probability summation” or the integration
of the quasi-independent cues derived separately from the
ears—is very unlikely given that the BMLDs are usually
much larger than probability summation would predict
�van de Par and Kohlrausch, 1999�.

We conclude that, except possibly at short durations,
high-frequency BMLDs in the presence of level randomiza-
tion are based on cues that are not derived from energy or
from �time average� interaural level differences; the cues in
the NoS� condition may be derived from the characteristics
of the temporally varying envelopes as Bernstein and
Trahoitis �1996� and van de Par and Kohlrausch �1997� have
suggested.

2. Low-frequency „250- and 500-Hz… stimuli

With low frequencies, dynamic changes in carrier phase
across ears become available and these interaural differences
are not influenced by diotic level randomization. There are
only very small differences between the size of the BMLDs
with no- and diotic-randomization for the low-frequency sig-
nals; the BMLD decreases with decreasing duration, but per-
formance with diotic level randomization remains within the
95% confidence intervals of the no-randomization condition.
The similarity in performance could result from the observ-
ers using cues based solely on interaural phase �or time�
differences, on interaural correlation, on envelope-based
cues, or combinations of the three. Changes in the cues used
by the observers may account for the differential effect of
duration on performance in the diotic- and no-randomization
conditions. With no randomization, the BMLD decreases be-
tween 110 and 20 ms but with diotic randomization it does
not. This suggests that the different cues used in the two
cases depend differently on duration.

There are not many data concerning the way in which
sensitivity to interaural cues depends on signal duration.
Tobias and Zerlin �1959� reported slightly more than a factor
of 2 deterioration in their mean jnd for interaural delay as
duration decreased from 500 to 20 ms. Their observers,
however, were lateralizing wideband noise and it is conse-
quently difficult to determine which of many possible char-
acteristics they might have been using.

As with envelope modulation, interaural phase differ-
ences are not influenced by dichotic level randomization.
Thus, if BMLDs are based solely on, or strictly depend on,
cues derived from interaural phase, neither static interaural-
level differences nor dichotic level randomization should af-
fect the size of the BMLDs �McFadden, 1968�.

Our results with dichotic randomization are duration de-
pendent: At 500 ms, BMLDs with dichotic randomization
are slightly smaller than with diotic or no randomization
�particularly at 250 Hz� and the detrimental effect of dichotic
randomization increases with decreasing duration. At 20 ms,
the BMLDs approached zero for the 250- and 500-Hz signals
with dichotic level randomization. The reduction in the
BMLD principally reflects an increase in thresholds for the
NoS� condition. This could be the result of the loss in effec-
tiveness of dynamic envelope-based cues coupled with a loss
in sensitivity to interaural-delay related cues �Tobias and
Zerlin, 1959� and thus a forced reliance on level-based cues
so that the interaction between interaural phase and interaural
level differences in determining the bearing of the stimuli
could be the cause.

To elaborate, a 20-ms stimulus duration leads to rela-
tively impoverished time-varying characteristics for
30-Hz-wide bands of noise. Not only is the average interval
between envelope maxima large relative to the stimulus du-
ration, but the average rate of change of the instantaneous
phase is also slow relative to the duration of the stimulus.
For the 20-ms duration, then, both the dynamic interaural
phase differences in the fine structure and differences in the
envelope patterns approach static conditions. If “static” inter-
aural time differences were necessary to produce a BMLD,
one would expect thresholds in the diotic and dichotic ran-
domization conditions to be equal. This was not the case at
short durations, and, as with the longer-duration stimuli, two
possible explanations in the NoS� conditions with short
durations are �a� that detection depends on interaural differ-
ences in intensity and/or �b� that detection depends on shifts
in lateral position.

For the 20-ms stimuli, the second account is consistent
with one observer’s report of relying on lateral position with
short-duration stimuli except when dichotic randomization
was present. A second observer, however, indicated that she
primarily used “spread-in-the-head” as a cue for the signal in
the NoS� condition, even for short-duration stimuli. This ob-
servation is consistent with the notion of dual images �Hafter
and Carrier, 1975; Jeffress and McFadden, 1971� or with
width-of-image cues �Bernstein and Trahiotis, 1997�. Both
observers, however, indicated reliance on both general clarity
or roughness as well as on binaural or “spatial” cues for the
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500- and 110-ms duration NoS� conditions. The cues of clar-
ity and roughness were similarly reported to be used for
NoSo conditions.

3. Implications for models of the BMLD

The data have implications for several models of the
BMLD �e.g., Durlach, 1963; Osman, 1971; Jeffress, 1972;
Colburn, 1973; Henning, 1973; Colburn and Durlach, 1978;
Stern and Colburn, 1978; Zwicker and Henning, 1985;
Bernstein and Trahiotis, 1992; Breebaart et al., 2001a�.
Here, only three classes of models of the BMLD are briefly
considered: �a� equalization and cancellation �EC� models
stemming from Durlach �1963�, �b� the “vector” model stem-
ming from Jeffress �1972�, and �c� the bearing-channel
model �Zwicker and Henning, 1985�. The latter model is a
simple development of Jeffress’ model in which the bearing
of the combined signal and masker in the NoS� condition
does not provide the cue for the presence of the signal as in
early versions of Jeffress model. Rather, the bearing of the
combined signal and masker serves as an address “pointer”
directing the information in the combined signal and noise
stimulus to a bearing-tuned mechanism which then processes
that information �Henning and Wartini, 1990; Henning,
1991�. A much better developed model that includes detailed
characterizations of the contributions of both interaural delay
and interaural amplitude differences as well as gain control
and temporal smoothing may be found in Breebaart et al.
�2001a�.

First, consider Durlach’s EC model �Durlach, 1963�. As
applied to the current experiment and, in its simplest form,
the EC model subtracts the waveforms presented to each ear
after adjusting their levels to equalize the mean magnitudes
of the masker. These operations, used only when they im-
prove detection, produce an effective increase in the signal-
to-noise ratio in the NoS� condition. Extensions of the model
�Green, 1966; Henning, 1973� assume subsequent detection
to be based on energy detection, thus the extensions have all
the failings of the energy detector. But the equalization and
cancellation mechanisms need not be followed by energy
detection—the improved signal-to-noise ratio in the NoS�

conditions would benefit whatever mechanism supported de-
tection. Thus, taken to its extreme, the EC model predicts
BMLDs at all durations and in all conditions of randomized
level. Overall level is irrelevant in the model �except insofar
as BMLDs are reduced at lower masker levels� and dichotic
randomization is approximately compensated by the equal-
ization mechanism. For this model, the reduction in the
BMLD with the very short presentation durations �which
were shorter than those suggested in Durlach’s description of
the model� might be taken to reflect the time required for the
equalization device to operate or the “sluggishness” that is an
integral part of Breebaart et al.’s �2001a� adaptation of Dau’s
model �Dau et al., 1996�. Were either to be the case, a clear
prediction for large reductions in the BMLD with static
interaural-level differences and short-duration stimuli fol-
lows.

Second, consider Jeffress’s “vector” model �Jeffress,
1972� as well as models that, although not depending
directly on either the bearing of the stimuli or the interaural

delay, rely on differences in the timing of responses
�envelope or fine structure� across the ears �e.g., Stern and
Colburn, 1978�. For such models, a BMLD is obtained for
low-frequency tones because the observer is sensitive to the
nonzero interaural phase differences in the fine structure of
the stimuli in the NoS� condition. The failure of dichotic
randomization to abolish the low-frequency BMLDs for
moderate and long-duration stimuli is consistent with this,
but the small BMLDs obtained for short-duration stimuli are
not—unless the decision axis stemming from differences in
the timing of responses across the ears is also sensitive to
interaural level differences for short- but not for long-
duration stimuli. In considering Jeffress’s model we might,
as with the EC model, imagine that laterality estimates re-
quire long durations to develop; there is certainly evidence
for binaural sluggishness in localization �Grantham and
Wightman, 1978; Grantham, 1986; Witton et al., 2000;
Bernstein et al., 2001�. But, for Jeffress’s model and contrary
to our findings, binaural “sluggishness” with 20-ms signals
should, but does not, abolish BMLDs in no- and diotic-
randomization conditions as well. This finding may also offer
some easily remediable difficulties for the model of
Breebaart et al. �2001a� because of the combination of early
low-pass filtering and/or the �relatively� long time for the
appropriate “weight” to develop �right-hand panel; their Fig.
7�. As described above, however, the reduction in the BMLD
for the short-duration stimuli is not inconsistent with a de-
pendence on a spatially determined decision.

Finally, consider the model of Zwicker and Henning
�1985�. Their model relies on differences in the output of
“bearing channels” and thus indirectly on the spatial location
of a sound �lateral position in this case�. The very small
BMLDs with dichotic randomization with 20-ms signals are
consistent with this model. However, because the model de-
pends on channels tuned for stimuli coming from different
bearings, the robust BMLDs obtained with dichotic random-
ization at longer durations are not consistent with it. On the
contrary our results are consistent with bearing channels’ be-
ing determined solely by interaural phase or time differences.
Then, in the fashion of Jeffress and McFadden �1971�, the
extraneous perceptually varying laterality, produced on the
intensity image by dichotic level randomization, would not
affect performance. Alternatively, an extension of the model
to include information processing across various bearing
channels �Breebaart et al., 2001a� �in the way that profile
analysis operates across frequency-tuned channels �Green,
1988�� might bring this model into accord with the current
results.

V. SUMMARY

Thresholds were measured for the detection of a tone
added to a narrow band of noise for both NoSo and NoS�

conditions in three conditions: �a� no level randomization,
�b� diotic level randomization, and �c� dichotic level random-
ization. For 500- and 110-ms stimuli and diotic randomiza-
tion, the effects of level randomization were small and
BMLDs were unaffected by level randomization. At the
same durations, dichotic level randomization reduced the
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size of the BMLD slightly at 250 and 500 Hz. With 20-ms
stimuli, the introduction of diotic level randomization led to
increased thresholds in both the NoSo and NoS� conditions
relative to thresholds obtained with no level randomization;
diotic level randomization increased the size of the BMLD
relative to that obtained with no randomization. Dichotic
level randomization at 20-ms durations led to better perfor-
mance in the NoSo conditions and poorer performance in the
NoS� conditions resulting in very small BMLDs.
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When a masking sound is spatially separated from a target speech signal, substantial releases from
masking typically occur both for speech and noise maskers. However, when a delayed copy of the
masker is also presented at the location of the target speech �a condition that has been referred to as
the front target, right-front masker or F-RF configuration�, the advantages of spatial separation
vanish for noise maskers but remain substantial for speech maskers. This effect has been attributed
to precedence, which introduces an apparent spatial separation between the target and masker in the
F-RF configuration that helps the listener to segregate the target from a masking voice but not from
a masking noise. In this study, virtual synthesis techniques were used to examine variations of the
F-RF configuration in an attempt to more fully understand the stimulus parameters that influence the
release from masking obtained in that condition. The results show that the release from
speech-on-speech masking caused by the addition of the delayed copy of the masker is robust across
a wide variety of source locations, masker locations, and masker delay values. This suggests that the
speech unmasking that occurs in the F-RF configuration is not dependent on any single perceptual
cue and may indicate that F-RF speech segregation is only partially based on the apparent left-right
location of the RF masker. �DOI: 10.1121/1.2082557�

PACS number�s�: 43.66.Pn, 43.66.Qp, 43.66.Dc �GDK� Pages: 3241–3251

I. INTRODUCTION

When a target speech signal is masked by a second com-
peting speech signal, two distinct types of masking interfere
with the listener’s ability to comprehend the target speech
�Kidd et al., 1998; Freyman et al., 2001; Brungart et al.,
2001; Arbogast et al., 2002�. The first is traditional “ener-
getic” masking, which occurs when the masking speech
overlaps in time and frequency with the target speech, thus
rendering some of its acoustic elements undetectable. This
type of masking is typically attributed to constraints in pe-
ripheral processing. The second is “informational” masking,
which occurs when the listener has difficulty segregating the
audible acoustic components of the target speech signal from
the audible acoustic components of a perceptually similar
speech masker. Informational masking is often attributed to
more central auditory processing constraints. Multitalker
speech stimuli may involve both informational and energetic
masking components, so traditionally it has been very diffi-
cult to experimentally isolate the contributions of these two
types of masking. However, a general assumption that has
been employed in a number of recent studies on multitalker
speech perception is that the masking that occurs when a
speech signal is masked by random noise is purely energetic
and, consequently, that the informational component of
speech-on-speech masking can be indirectly evaluated by
comparing the effects that different target and masker ma-
nipulations have on speech intelligibility with speech

maskers to those that occur for random noise maskers �Haw-
ley et al., 2000; Freyman et al., 1999; 2001; Brungart,
2001b; Brungart et al., 2001; Arbogast et al., 2002�.

Comparisons between speech and noise maskers can be
particularly valuable in cases where a particular stimulus
variation can be shown to influence performance with one
type of masker but not the other type, thus allowing the
effects of the stimulus change to be attributed entirely to one
of the two types of masking. One example of stimulus ma-
nipulation that has consistently been shown to produce a
large release from speech masking while at the same time
having no measurable effect on noise masking is the
precedence-based speech segregation paradigm first devel-
oped by Freyman et al. �1999�. That manipulation involves
the addition of a delayed and spatially displaced copy of the
masking signal that reduces the overall signal-to-noise ratio
of the stimulus but causes the masker to appear to originate
from a different spatial location than the target. The three
basic conditions of this experimental paradigm are illustrated
in Fig. 1. The baseline condition is the F-F configuration,
shown in the leftmost panel of the figure, where both the
target and masking signals are presented from the same front
loudspeaker. The middle panel depicts the F-R configuration,
where the masking signal is moved 60° to the right of the
listener. Predictably, this manipulation results in a substantial
release from masking with both speech and noise maskers.
However, when a 4-ms delayed copy of the 60° masker is
then added back to the front loudspeaker �the F-RF configu-
ration shown in the right panel of the figure�, the resulting
performance is no better than the F-F configuration when thea�Electronic mail: douglas.brungart@wpafb.af.mil
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masking sound is noise, but substantially better than the F-F
configuration when the masking sound is speech. Freyman
and his colleagues attributed this difference to the prece-
dence effect causing listeners to perceive the RF masking
stimulus lateralized well to the right of the front target. They
believed that this difference in the apparent locations of the
target and masking signals made it easier to segregate the
similar-sounding target and masking voices in the speech
masking conditions, but that it had no effect on the masking
of speech by noise. However, they also acknowledged that
other factors, such as a change in the apparent source width
or timbre of the RF masker, might also have contributed to
this effect.

Since this initial experiment �Freyman et al., 1999�, the
F-RF paradigm has been used to examine a variety of differ-
ent target and masker stimulus configurations, including con-
figurations with more than one masking voice, masking
voices in foreign languages, modulated noise maskers �Frey-
man et al., 2001, 2004�, and, in at least one case, configura-
tions with both the target and masking speech signals located
in the listener’s median plane �Rakerd and Aaronson, 2005�.
However, little effort has been made to systematically exam-
ine the effects that different stimulus parameters such as the
masker delay value and the target location have on the re-
lease from masking that occurs in the F-RF paradigm, or to
determine which perceptual cues are primarily responsible
for this effect. In this paper, we present the results of a series
of experiments that used virtual synthesis techniques to fur-
ther explore the limitations inherent in the F-RF masking
paradigm, and to determine which perceptual cues are prima-
rily responsible for the speech unmasking that occurs in the
F-RF configuration.

II. EXTENDING THE F-RF LISTENING PARADIGM TO
VIRTUAL ACOUSTIC SPACE

To this point, most of the research that has examined
speech segregation in the F-RF listening configuration has
been conducted with stimuli generated by loudspeakers in a
free-field environment. While such free-field experiments
unquestionably have merit, they also introduce a host of po-
tential complications, such as unwanted reflections off of
equipment in the anechoic space and inadvertent subject
head motion, which can make it difficult to determine the
precise cues that listeners are using to perform the speech
segregation task. Free-field studies also limit the range of
possible stimulus presentations to those that can be physi-
cally realized from the configuration of loudspeakers used in

the experiment. Consequently, many recent studies of speech
perception have instead used digitally implemented head-
related transfer functions �HRTFs� �Wightman and Kistler,
1989� to generate headphone reproductions of the spatial au-
ditory cues that normally occur in free-field listening
�Crispien and Ehrenberg, 1995; Hawley et al., 1999, 2004;
Drullman and Bronkhorst, 2000; Shinn-Cunningham et al.,
2001; Brungart and Simpson, 2002a; Brungart et al., 2002;
Brungart and Simpson, 2003; Best, 2004�. In this series of
four experiments, virtual synthesis techniques were used to
replicate and expand the experimental conditions reported in
the original precedence-based speech segregation study by
Freyman and his colleagues �1999�.

A. General methods

1. Listeners

Eleven paid volunteer listeners, five male and six fe-
male, participated in the experiments. All had normal hearing
��15 dB HL from 500 Hz to 8 kHz�, and their ages ranged
from 19 to 55 years. All of the listeners had participated in
previous experiments with the same speech materials used in
this study.

2. Stimuli
a. Speech materials. The speech stimuli were taken

from the publicly available Coordinate Response Measure
�CRM� speech corpus for multitalker communications re-
search �Bolia et al., 2000�. This corpus, which has been
shown to be particularly sensitive to the effects of informa-
tional masking �Brungart, 2001b�, consists of phrases of the
form “Ready �call sign� go to �color� �number� now” spoken
with all possible combinations of eight call signs �“arrow,”
“baron,” “charlie,” “eagle,” “hopper,” “laker,” “ringo,” “ti-
ger”�, four colors �“blue,” “green,” “red,” “white”�, and eight
numbers �1–8�. Thus, a typical utterance in the corpus would
be “Ready baron go to blue five now.” Eight talkers �four
male, four female� were used to record each of the 256 pos-
sible phrases, so a total of 2048 phrases are available in the
corpus. Variations in speaking rate were minimized by in-
structing the talkers to match the pace of an example CRM
phrase that was played prior to each recording. The phrases
were time-aligned to ensure that the word “ready” started at
the same time in all the speech signals in the stimulus, but no
additional efforts were made to synchronize the call signs,
colors, and numbers in the competing CRM phrases. Note
that all of the phrases in the CRM corpus have been pro-
cessed with an 8-kHz low-pass filter, and that in this experi-

FIG. 1. Spatial configurations tested in Experiments 1
and 2. See the text for details.
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ment their sampling rate was reduced from 40 to 25 kHz in
order to minimize the processing time required between con-
secutive stimulus presentations.

b. Speech-shaped noise. Some conditions of the virtual
synthesis experiments employed a speech-shaped noise
masker rather than a normal-speech masker from the CRM
corpus. The spectrum of this speech-shaped noise masker
was determined by averaging the log-magnitude spectra of
all of the phrases in the CRM corpus.1 This average spectrum
was used to construct a 71-point, 25-kHz finite impulse re-
sponse �FIR� filter that was used to shape Gaussian noise to
match the average spectrum of the speech signals �Brungart,
2001a�.

3. Spatial processing

The stimuli were processed with head-related transfer
functions �HRTFs� that were designed to simulate the 0° and
60° source locations used in the earlier free-field experiment
by Freyman and colleagues �1999�. These HRTFs were de-
rived from measurements that were made every 1° in azi-
muth in the horizontal plane with a compact sound source
located 1 m away from a Knowles Electronics Manikin for
Acoustic Research �KEMAR� �Brungart and Rabinowitz,
1999�. The raw HRTFs were corrected for the response of
the headphones used in the experiment �Sennheiser HD-540�
and used to construct 251-point, 44.1-kHz linear-phase FIR
filters matching the magnitude and phase responses of the
original HRTFs over the frequency range from
100 Hz to kHz. These filters were then resampled to the ap-
propriate sampling frequency2 and convolved with the target
and masker stimuli to simulate the 0° and 60° source loca-
tions tested in this experiment. This HRTF processing proce-
dure has been described in greater detail in an earlier paper
by Brungart and Simpson �2002b�.

4. Spatial configurations

The HRTFs were used to spatially process the stimuli to
replicate three of the free-field spatial configurations tested
by Freyman and colleagues �1999�, as illustrated at the top of
Fig. 1. In the F-F configuration �left panel�, both the target
phrase and the masker were processed with the left and right
ear HRTFs measured at 0° azimuth. In the F-R configuration,
the target was processed with the left and right ear HRTFs
measured at 0° and the masker was processed with those
measured at 60°. In the F-RF configuration, the target and
masker were processed as in the F-R condition, and an addi-
tional copy of the masker was shifted in time �delayed or
advanced�, processed with the HRTF measured at 0°, and
added into the stimulus.

5. Procedure

The data were collected with the listeners seated in front
of the CRT of a Windows-based control computer in one of
two quiet, sound-treated listening rooms. Prior to each trial,
the control computer randomly selected a target phrase from
the 128 phrases in the corpus that were spoken by a male
talker and contained the call sign “Baron” �4 talkers
�4 colors�8 numbers=128�. Then, in the conditions with a

speech masker, a masking phrase was randomly selected
from the 441 phrases in the corpus that were spoken by a
different male talker than the target phrase and contained a
different color, number, and call sign �3 talkers
�7 call signs�3 colors�7 numbers=441�. In the condi-
tions with a noise masker, a speech-shaped noise was con-
structed that was the same length as the target phrase. The
overall rms levels of these target and masking wave forms
were then scaled to produce one of five different signal-to-
noise ratios �SNRs�: −8, −4, 0, +4, and +8 dB with the
speech masker, and −16, −12, −8, −4, and 0 dB with the
noise masker.3 Finally, the scaled target and masking signals
were convolved with the appropriate HRTFs to replicate the
appropriate spatial configurations and played to the listeners
over headphones at a comfortable listening level �roughly
70 dB SPL� through a D/A converter �TDT RP2� connected
to a headphone buffer �TDT HB7�.

The listener’s task in each trial was to listen for the
target phrase containing the call sign “Baron” and respond
by using the mouse to select the color and number contained
in that target phrase from an array of colored digits displayed
on the screen of the control computer.

B. Experiment 1: Precedence-based speech
segregation in virtual acoustic space

The first virtual-synthesis experiment was designed to
replicate the conditions that Freyman and colleagues �1999�
first used to examine precedence-based speech segregation.

1. Methods

A total of 30 different conditions were examined in the
experiment, including all combinations of three spatial con-
figurations �F-F, F-R, and F-RF as shown in Fig. 1�, two
masker types �speech and speech-shaped noise�, and five
signal-to-noise ratios �−8 to +8 dB in 4-dB steps for the
speech masker, and −16 to 0 dB in 4-dB steps for the noise
masker�. The data were collected in blocks of 60 trials with
the same spatial configuration in every trial of a block, and
each listener completed 4 blocks in each spatial configura-
tion with each type of masker. The order of the blocks was
randomized across the different listeners.

2. Results

The overall results of Experiment 1 are shown in Fig. 2.
The left panel of the figure shows the percentage of correct
color and number responses as a function of SNR for the
speech masker. The right panel shows the same data as a
function of SNR for the noise masker. In each case, the error
bars represent the 95% confidence intervals calculated from
all the raw data at each data point.

In general, the results were consistent with those of the
earlier experiments by Freyman and colleagues that have
tested similar listening configurations with different kinds of
speech stimuli �Freyman et al., 1999, 2001�. In the speech
masker condition, the addition of the delayed copy of the
masking signal in the F-RF condition improved performance
significantly relative to the baseline F-F condition at all SNR
values between −4 and +4 dB �comparing the squares and
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triangles in the left panel of Fig. 2� �Tukey HSD post-hoc
test, p�0.05�, while in the noise masker condition, there was
no difference between the F-RF and F-F conditions at any
SNR value �comparing the same points in the right panel of
the figure�.

There is, however, one important distinction between
these data and the earlier data. In this experiment, perfor-
mance in the F-RF condition with the speech masker was
nearly as good as it was in the F-R condition, while, in the
original experiment, performance in the F-RF condition fell
roughly halfway between the F-R and F-F conditions �Frey-
man et al., 1999�. This difference probably occurred because
the CRM sentences used in this experiment were substan-
tially less sensitive to the energetic component of speech-on-
speech masking than the nonsense sentences used in the
1999 study. Because the CRM uses a very small vocabulary
of only four colors and eight numbers, there are many pho-
netically redundant differences between the keywords in the
CRM task that make it less sensitive to the effects of ener-
getic masking than most other speech intelligibility tests
�Brungart, 2001a�. Indeed, in this experiment, CRM perfor-
mance with a noise masker in the F-F configuration was near
100% when the SNR was 0 dB �right panel of Fig. 2�. In
comparison, the nonsense sentence task used by �Freyman et
al., 1999� produced only about 75% correct responses in the
same configuration. If one assumes that speech-on-speech
masking consists of both an informational component that is
reduced by the F-RF configuration and an energetic compo-
nent that is unaffected by the F-RF configuration, then it is
not surprising that the F-RF configuration caused a greater
release from masking with the CRM used in this experiment
�which produces a relatively slow decrease in performance at
negative SNR values with a noise masker� than with non-
sense sentences used in the 1999 experiment �which pro-
duced a much more rapid decrease in performance at nega-
tive SNR values�.

Other than this difference in the magnitude of the F-RF
masking release for the speech maskers, the results of Ex-
periment 1 indicate that the effects of precedence-based
speech segregation in virtual acoustic space are comparable

to those that have been reported in earlier free-field experi-
ments. In part, this result can be viewed as a verification that
the virtual synthesis techniques and CRM speech materials
used in Experiment 1 were adequate to capture the acoustic
cues that the listeners were using to perform the F-RF speech
segregation task in the free field. However, the result can
also be viewed as a verification that the free-field results
were indeed based on the direct acoustic interactions be-
tween the F and RF target and masking signals, and not on
some spurious acoustic cues generated by unwanted room
reflections or inadvertent listener head movements.

C. Experiment 2: Variations in delay value

Once our virtual synthesis techniques were validated in
Experiment 1, the next logical step was to expand the virtual
synthesis technique to examine new stimulus conditions that
might provide some insight into the perceptual cues listeners
use to segregate the target and maskers in the F-RF condi-
tion. Specifically, the technique was used to evaluate how the
precedence-based masking release varied with the delay in-
troduced between the F and R copies of the masking signal.
In the 1999 experiment, Freyman and colleagues examined
only two delay values between the masker presentations at
the front and right speaker locations: a 4-ms lead at the right
loudspeaker, which, due to the precedence effect, should
have produced the illusion that the masking talker was lo-
cated near 60°, and a 4-ms lag at the right loudspeaker which
produced the illusion that the masking talker was located
near the target location at 0°. Somewhat surprisingly, the
results showed little difference between performance in these
two configurations, despite the apparently much smaller spa-
tial separation between the target and masker locations in the
F-FR configuration. Experiment 2 was conducted to extend
this experiment to a broader range of delay values and deter-
mine more generally how F-RF speech segregation varies
with the delay value introduced between the two masking
loudspeaker locations.

1. Methods

Experiment 2 was conducted to extend the results of the
0-dB SNR F-RF speech-masking condition of the first ex-
periment to delay values other than the 4-ms value tested by
Freyman and colleagues �1999�. Thus a total of 14 different
delay conditions were tested in the experiment: 12 different
delay ��� values �−64, −4, −0.5, 0, 0.5, 1, 2, 4, 8, 16, 32, and
64 ms� plus the F-R and F-F control conditions. In this con-
text, note that negative delay values imply that the 0° copy of
the masker occurred before, and not after, the masker at 60°
�a condition that has previously been referred to as the F-FR
condition�.

This range of delays was selected to cover the entire
span of values that have traditionally been associated with
the precedence effect. According to Blauert �1983�, the de-
lays of −0.5, 0 and +0.5 ms are in the range of “summing
localization,” where the auditory image is perceived to be
between the two loudspeakers at a position dependent on the
delay and the details of the stimulus. At delays of 1 ms and
greater, the auditory image is heard very close to the leading

FIG. 2. Results from Experiment 1. The left panel shows the results in the
trials with a speech masker, and the right panel shows results in the trials
with a noise masker. The curves within each panel show the percentages of
correct color and number identifications as a function of signal-to-noise ratio
for each of the spatial configurations shown in Fig. 1. In each case, the
masker delay value ��� was fixed at +4 ms. Each data point represents a
total of 48 trials from each of the 11 listeners in the experiment. The error
bars show 95% confidence intervals calculated from all the raw data at each
data point.

3244 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Brungart et al.: Precedence-based speech segregation



loudspeaker consistently across stimuli, the phenomenon
known as the “law of the first wavefront” or precedence ef-
fect �see Litovsky et al. �1999� for a review�. Detailed mea-
surements reveal that the image is often pulled slightly to-
ward the location of the lag loudspeaker. This small
contribution of the lag toward the perceived location of the
image has been quantified for several different stimuli by
Shinn-Cunningham et al. �1993�, and is generally found to
be between 0 and 20%, compared with 80%–100% for the
lead. At sufficiently long delays, the image breaks up into the
original sound plus an “echo.” The delay at which this tran-
sition occurs, the “echo threshold,” is dependent both on the
stimulus characteristics and on the instructions given to the
subject �see Blauert �1983�, pp. 223–231�. For speech
stimuli, an estimate of 20 ms is provided in Blauert �1983�
from the experiment of Cherry and Taylor �1954�. Thus, the
delays selected for the current study span the entire range of
delays from summing localization, to precedence, to delays
at which two images are likely to be perceived.

Each of the 14 delay conditions was tested with three
different masking signals: �1� A one-talker speech masker,
which was similar to the 0-dB SNR speech masker from
Experiment 1 but with the masking phrase spoken by the
same talker as the target phrase to make the baseline F-F
condition more difficult. �2� A two-talker speech masker,
where the masker consisted of a mixture of two randomly
selected CRM phrases spoken by the same talker as the tar-
get phrase, with the rms level of each individual masking
phrase scaled to match the overall rms level of the target
speech. �3� A noise masker, identical to the −8-dB SNR
noise-masking condition of Experiment 1. Data collection in
each masking condition was divided into 56-trial blocks,
with four replications of each delay condition in each block,
and 12 blocks of trials collected from each listener in each
condition. The data were first collected in the one-talker
speech masker condition with the same 11 listeners used in
Experiment 1. Data were then collected in the two-talker
speech masker condition and the noise masker condition
with a different panel of 10 listeners.4

2. Results

The results of Experiment 2 are shown in Fig. 3, which
plots the percentage of correct color and number identifica-
tions as a function of the onset delay ��� of the front �F�
masker relative to the onset time of the right �R� masker for
each type of masker. For comparison purposes, the 95% con-
fidence intervals for the F-R and F-F control conditions are
shown by the gray regions at the top and bottom of each
panel.

a. Noise masker. The top panel of the figure shows the
results from the noise masking condition of the experiment,
where performance in the task was presumably driven pri-
marily by energetic masking effects. At most of the delay
values tested, performance was as bad or worse in the F-RF
configuration as it was in the baseline F-F configuration.
However, significant releases from masking did occur �i.e.,
performance was significantly better than in the F-F configu-
ration� when the delay was set to −0.5, +1.0, or +2.0 ms
�Tukey HSD post-hoc test, p�0.05�.

A priori, one might expect more energetic masking to
occur in the F-RF configuration than in the F-F configuration
because the addition of the second masking stimulus �the
masker presented at 60 deg to the right� increases the total
energy in the masking stimulus. However, the addition of the
delayed right side masker can in some cases improve perfor-
mance when it produces periodic comb-filtered “notches” in
the spectrum of the masker �with center frequencies spaced
every �1/�� Hz in the frequency spectrum starting at
�1/2�� Hz� that allow the listener to get glimpses of the
target speech signal in one or both ears. These notches can be
particularly useful if they occur at different frequencies in
the listener’s two ears because listeners are known to be able
to benefit from the ear with the highest SNR within each
frequency band �Zurek, 1993�. However, the practical advan-
tages of these comb-filtered notches in the masker spectrum

FIG. 3. Percent correct color and number identifications in the F-RF con-
figuration of Experiment 2 as a function of the delay value �. The top,
middle, and bottom panels show performance in the noise masker, one-
talker speech masker, and two-talker speech masker conditions of the ex-
periment. Each data point represents a total of 48 trials from each listener in
the experiment. The error bars show 95% confidence intervals calculated
from all the raw data at each data point, and the gray bands at the top and
bottom of the figure show the 95% confidence intervals from the F-R and
F-F control conditions.
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are limited to a relatively small range of masker delay val-
ues. When the delay value � is very high ��4 ms� or very
low ��−4 ms�, the comb-filtered notches are spaced so
closely together in frequency that they cannot be resolved
within a single critical band. This explains why no release
from masking is seen for the high or low delay values in Fig.
3. There are also certain delay values that cause the initial
and delayed copies of the masker to arrive at one of the
listener’s ears at the same time, thus producing a constant
decrease in the effective SNR value at all frequencies in that
ear. In the stimuli used in this experiment, an in-phase com-
bination of the front and right copies of the masker occurred
in the listener’s right ear when the delay value was 0 ms, and
in the listener’s left ear when the delay value was +0.5 ms
�which almost exactly matched the interaural time delay in
the 60° HRTF used in this experiment�.

In order to determine the extent to which the binaural
integration of the signal from the ear with the best SNR
within each critical band could explain the general pattern of
performance seen in the top panel of Fig. 3, the target and
masking HRTFs used in each delay condition of Experiment
2 were convolved with speech-shaped noise and processed
with a 50-band ERB filterbank �using the MATLAB functions
in the Auditory Toolkit �Slaney, 1998��. The resulting output
signals were used to determine the SNR in the better-ear
within each frequency band; these values were averaged
across all the bands to determine the mean better-ear SNR
ratio for each delay condition. The resulting values, plotted
in Fig. 4, indicate a pattern of performance that is nearly
identical to the one seen in the top panel of Fig. 3. This
strongly suggests that better-ear SNR effects are primarily
responsible for the release from masking seen at the −0.5,
+1.0, and +2.0-ms delay values of Experiment 2.

b. One speech masker. The middle panel of Fig. 3
shows performance in the single speech masker condition of
Experiment 2. These results indicate that substantial releases
from masking occurred across a broad range of delay values

in the F-RF spatial configuration when the masker was
speech. Performance was in excess of 90% correct responses
at delay values ranging from −4 ms to as high as +16 ms.
Some release from masking still occurred at +32 ms, but
little or no release occurred at ±64 ms. Subjective listening
by the experimenters indicated that the initial and delayed
copies of the masker sounded like they were spoken by two
different spatially separated talkers in the ±64 ms conditions,
suggesting that the fusion of the echoed masking phrase may
have broken down at those delay values. Note that in Experi-
ment 2 the same talker was used for both the masker and the
target, resulting in a decrease in performance in the baseline
F-F condition of the experiment to roughly 60% correct re-
sponses as compared to roughly 80% in Experiment 1. Simi-
lar results have been reported in other two-talker experiments
using the CRM stimuli �Brungart, 2001b�.

c. Two speech maskers. The bottom panel of Fig. 3
shows performance in the two speech masker condition of
Experiment 2. This condition was much more difficult than
the single-masker condition, and led to substantially worse
performance in the F-F condition �30%� as compared to per-
formance in the same condition with only one masker
�roughly 60%�. This increased difficulty also resulted in a
much larger variation in performance with the delay value of
the masker than the one-masker condition, suggesting that
performance in the one-masker condition of the experiment
may have been limited by a ceiling effect. In the two-masker
condition, performance was best when the delay value was
equal to 1 ms, where it was significantly better than for all
other delay values less than 0 ms or greater than 4 ms but
still significantly worse than in the F-R control condition
�Post-hoc Tukey HSD test, p=0.05�. When the delay was set
to 0.5 ms, performance was significantly worse than when
the delay was 0 ms or 1 ms �Tukey HSD, p�0.05�. This dip
in performance was probably related to the increase in ener-
getic masking that occurred at that delay value �e.g., see top
panel of Fig. 3 and Fig. 4�. As in the one-masker condition,
the results of the two-masker condition show that the F-RF
listening configuration produces a release from speech-on-
speech masking across a broad range of delay values, span-
ning from −4 to +32 ms.

d. Discussion. One of the most compelling aspects of
the original experiment by Freyman and colleagues �1999�
was that the F-RF configuration produced a substantial in-
crease in performance with a speech masker but no increase
in performance �or even a slight decrease in performance�
with a noise masker. This made it possible to attribute the
entire release from masking that occurred in the F-RF con-
figuration with a speech masker to a release from informa-
tional, rather than energetic masking. Although the results in
Fig. 3, along with those of a similar experiment conducted in
the free field by Rakerd and Aaronson �2004�, clearly sug-
gest that the F-RF configuration produces a significant re-
lease from masking across a broad range of delay values, it is
equally clear that a release from energetic masking can ac-
count for part of this effect at some delay values �−0.5, +1,
and +2 ms in this case�. Thus it is only possible to argue that
the release from masking in the F-RF configuration is a
purely informational effect at a subset of the delay values

FIG. 4. Mean better-ear SNR in each delay condition of Experiment 2. The
data were calculated by convolving the HRTFs from the experiment with
speech-shaped noise, processing the resulting signals with a 50-band ERB
filterbank, and averaging the SNR values at the better ear within each fre-
quency band. See the text for details.
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tested in Experiment 2. However, even if we exclude those
delay values where significant releases from energetic mask-
ing may have occurred, it is apparent that the release from
informational masking in the F-RF condition with a speech
masker extends over a much wider range of delay values
than the ±4-ms values that have previously been examined
by Freyman and colleagues �1999, 2001�. Furthermore, the
results show relatively little difference in performance be-
tween the +4-ms condition, where there was a time lead in
the right copy of the masker and precedence presumably
should have shifted the apparent location of the masking
voice toward 60° and away from the location of the target
talker, and the −4-ms condition, where there was a lead in
the front copy of the masker and precedence presumably
should have shifted the apparent location of the masking
voice toward the target talker �Blauert, 1983�. Yet, despite
the relatively large predicted difference in the apparent spa-
tial separation of the target and masking talkers in these two
conditions, there was effectively no difference between the
+4- and −4-ms conditions in the one-talker masking condi-
tion, and only about a 12 percentage point advantage in the
+4-ms condition in the two-talker masking condition. This
result could potentially be explained in either of two ways
�Freyman et al., 1999�: �1� The F-RF segregation is based on
indirect source cues like apparent “source width” or nonspa-
tial cues like timbre that are not directly related to apparent
location in the horizontal plane; or �2� even when the delay
value was −4 ms, the RF masker appeared to be displaced
far enough to the right of the 0° target speaker to allow the
listener to successfully segregate the target and masking talk-
ers. If the latter argument is true and the F-RF segregation
occurs because the target talker is heard at 0° and the mask-
ing talker is heard between 0° and 60°, then one might expect
the F-RF segregation cue to break down if the location of the

target talker were laterally shifted to match the apparent lo-
cation of the RF masker. Experiment 3 was conducted to test
this hypothesis explicitly.

D. Experiment 3: Variations in target location

1. Methods

Subjectively, the most salient difference between the F-F
stimuli and the F-RF stimuli is that the masker in the F-RF
configuration appears to originate from a spatial location
somewhere between the front and right loudspeaker loca-
tions. This suggests that the RF masker might interfere more
with a target signal located somewhere between 0° and 60°
than it does with the 0° target in the standard F-RF configu-
ration. In Experiment 3, this hypothesis was tested by vary-
ing the HRTFs used to process the target stimulus to move its
apparent azimuth location from 0° to 60° in 5° increments
�left panel of Fig. 5�. The delay in the RF masker was set to
one of seven different values: −4, −1, −0.5, 0, 0.5, 1, and
4 ms. As in Experiment 2, the same talker was always used
for both the target and masking phrases, and the experiment
was conducted with three different kinds of maskers: a
speech-shaped noise masker at a SNR value of −8 dB, a
single-talker speech masker at a SNR value of 0 dB, and a
two-talker speech masker with the rms level of each interfer-
ing talker set to match the rms level of the target speech. The
experiment was divided into 52- to 78-trial blocks, with two
to three different delay values within each block. Data were
collected first in the single-talker speech masking condition
with 9 of the 11 listeners used in Experiment 1. They were
then collected in the two-talker speech masker condition and
the noise masker condition with the 10 listener panel used in
the corresponding conditions of Experiment 2. In all, a total

FIG. 5. Percent correct color and number identifications in the configurations of Experiment 3 with a RF masker and a target that varied in location from 0°
to 60° �as illustrated at the left-hand side�. The top row shows results from the noise masker condition, the middle row shows the single speech masker
condition, and the bottom row shows two talker speech masker condition. The error bars show 95% confidence intervals calculated from all the raw data in
each bin.
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of 24 trials were collected with each listener at each of the 72
combinations of target location, masker delay value, and
masker type tested in the experiment.

2. Results and discussion

The results from the individual listeners in each masking
condition of Experiment 3 were subjected to a repeated-
measures analysis of variance on the two factors of target
angle and delay value. These ANOVAs revealed significant
main effects of both target angle and delay value, and a sig-
nificant interaction between these factors, in all three of the
masking conditions of the experiment �p�0.001�.

Figure 5 plots the percentage of correct color and num-
ber identifications in Experiment 3 as a function of the angle
of the target talker for each of the seven values of the delay
� tested in the experiment. The top panel of the figure shows
performance in the condition with a noise masker. In this
condition, it is apparent that the delay value had a substan-
tially greater impact on performance than target location:
performance was universally good �i.e., better than the F-F
baseline condition� when the delay value was −1, −0.5, or
+1 ms, and was almost always as bad as, or worse than, the
F-F control condition when the delay value was −4, 0, +0.5,
or +4 ms. This pattern of predicted performance is generally
consistent with the one found for the noise maskers in Ex-
periment 2, and it probably reflects variations in the effective
better-ear SNR across the different delay values tested in the
experiment.

The middle panel of Fig. 5 shows performance in the
single-masking talker condition of Experiment 3. As in Ex-
periment 2, these results show that the listeners performed
extremely well in almost every condition. Even in the worst
case tested, where the delay was set to 0 ms, performance
never fell below 80% correct responses. Furthermore, the
0 ms condition was the only one where the target angle
seemed to have any meaningful effect on performance.

Target talker location did, however, have a significant
effect on performance in the two-masking-talker condition,
which is shown in the bottom panel of Fig. 5. In that mask-
ing condition, target location had a substantial greater effect
on performance than in the single speech masker condition
for every delay value tested. This suggests that a ceiling
effect, rather than a true lack of perceptual sensitivity, may
have accounted for the relatively angle-independent perfor-
mance that occurred at most delay values in the single-talker
masking condition. Furthermore, the two-talker masking re-
sults seem to support the hypothesis that speech segregation
in the F-RF configuration is influenced in part by differences
in the apparent locations of the target and masking talkers. In
the conditions with a leading front masker �negative delay
value�, for example, where the listeners should have heard
the interfering talkers somewhere near to the front masker
location, performance was consistently 20 percentage points
better when the target was located near 60° than when it was
located near the front. Similarly, when the masker from the
right led �delay values greater than or equal to 1 ms�, where
the listeners should have heard the masking talkers some-
where near 60°, they performed roughly 20 percentage points
better when the target talker was located toward the front

than when it was located toward the side. Both of these re-
sults support the notion that listener performance in the F-RF
listening configuration is influenced by the spatial separation
between the apparent locations of the target and masking
speech signals. In the negative delay configurations, there is
also some indication that a local minimum occurred in the
performance curve at a location slightly to the right of target
speech signal �located at 10° in the −4 ms delay condition
and at 15° in the −1-ms condition�. Although we did not
measure the perceived locations of the masking talkers in
these conditions, these minima might represent the points
where the apparent location of the target matched the appar-
ent location of the masker.

The most puzzling results are those associated with de-
lays of 0 and 0.5 ms. In these conditions, one would expect
summing localization to cause the masking talker to appear
to be located somewhere near the midpoint of the 0° and 60°
masker locations, and the local minima in performance that
occurred near 30° in those two conditions are consistent with
this. However, these conditions also produced U-shaped per-
formance curves in the noise-masker condition, suggesting
that energetic masking effects might also have contributed to
the decrease in performance that occurred at intermediate
target locations in these conditions. At the present time, it is
simply not possible to determine the relative contributions
that informational and energetic masking might have made to
the performance curves in these conditions of the experi-
ment.

E. Experiment 4: An F-FF listening configuration

Although the results in the two-masker condition of Ex-
periment 3 suggest that the apparent location of the F-RF
masking voice played an important role in helping the lis-
tener segregate the target speech signal from the masking
stimulus, the results in the one-masker condition were nearly
perfect in the conditions with a nonzero delay value regard-
less of the actual location of the target speech. This strongly
suggests that the delayed copy of the masker that was added
to the stimulus in the F-RF listening configurations provided
some segregation cues that were not directly related to the
apparent lateral locations of the competing talkers. For ex-
ample, the addition of a delayed copy of the masker may
have changed the apparent width of the masking voice or it
may simply have changed the timbre of the masking voice
enough to help distinguish it from the target voice. Experi-
ment 4 was conducted to determine whether some release
from masking might still occur in the single-talker masking
condition even when the potential spatial location cues were
minimized by placing both the original and delayed copies of
the masking signal at the same location as the target speech
�as illustrated in the left panel of Fig. 6�.

1. Methods

A total of ten conditions were tested in this experiment:
an F-FF configuration with each of nine different delay val-
ues �0, 0.25, 0.5, 1, 2, 4, 16, 32, and 64 ms� plus the standard
F-F baseline condition. As in Experiments 2 and 3, the data
were all collected at a SNR value of 0 dB, and the same
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talker was always used for both the target and masking
phrases. The data were divided into blocks of 54–66 trials,
with each of the 11 listeners participating in 48 trials in each
of the 10 conditions of the experiment.

2. Results

The results for each of the 10 conditions of Experiment
4 are illustrated in Fig. 6. As in Fig. 3, the shaded region
indicates the 95% confidence interval of the baseline FF con-
dition. Although the effect is relatively small, the results
clearly show that there was some improvement in perfor-
mance when an additional copy of the masker was added at
the same location as the target signal. A one-factor, within-
subject ANOVA on the individual results of the 11 listeners
in each condition revealed that the main effect of delay was
significant �F�9,81�=19.0, p�0.0001� and a post-hoc test
�Tukey HSD�indicated that the F-FF conditions with delay
values of 0–1 ms and 4 ms all produced a significant in-
crease in performance relative to the baseline F-F configura-
tion. In the 0-ms delay condition, the addition of the second
copy of the masking signal effectively produced a uniform
6 dB reduction in the SNR value of the stimulus. Such a
reduction in SNR would always lead to a monotonic de-
crease in performance with a noise masker, so the increase in
performance that occurred in the 0-ms F-FF condition in this
experiment cannot be explained by a release from energetic
masking. A more likely explanation is that the 6-dB level
difference reduced the effects of informational masking by
allowing the listener to selectively focus attention on the
quieter talker in the stimulus. Although it is not clear what
strategy the listeners were using in the 0.5-, 1-, and 4-ms
delay conditions, it is apparent that the available segregation
cues in the F-FF configuration are much weaker than those in
the F-RF configuration: performance with a single speech
masker never exceeded 72% in the F-FF configuration, while
performance in the F-RF configuration was better than 80%
in the worst condition tested �with a 0-ms delay value and
the target talker at 30°� and better than 90% in almost every
other condition tested. Thus it seems that spatial separation
of the two masking signals is necessary to obtain a substan-
tial speech segregation benefit from the addition of second
copy of the masker in the F-RF configuration.

III. SUMMARY AND CONCLUSIONS

In this series of experiments, we have explored the re-
lease from masking that occurs when a time-advanced or
delayed, spatially offset copy of the interfering voice�s� are
added to a stimulus containing two or three spatially co-
located competing speech signals. Knowledge about the re-
lease from masking that occurs when this second copy of the
masker is added was extended in several ways.

First, the effect, previously tested only with nonsense
target sentences recorded by one individual female talker,
has been extended to a new set of stimuli �the CRM corpus�
that utilized four different male talkers. The release from
masking due to the precedence-based masker was, if any-
thing, clearer with these stimuli, and nearly equal to the im-
provement obtained by simply moving a single-source
masker away from the target location �Fig. 2, left�. This is
presumably attributable to the large informational component
and small energetic component in the masking of one CRM
utterance by another �Brungart, 2001a, 2001b�.

Second, the release from masking effects for speech-on-
speech masking, and the lack of effect for noise maskers
�Fig. 2, right� were extended to conditions in which the spa-
tial manipulations were created virtually and the stimuli were
presented via headphones. This eliminated the possibility
that the original effects were spurious, due to head move-
ments or reflections off equipment in an anechoic room.

Third, the release from masking was found to be ex-
tremely robust with respect to the delay of the second copy
of the masker �Fig. 3, middle and bottom panels�. Release
from masking was observed with the delay in the summing
localization range �e.g., 0 or 0.5 ms� and across a wide range
of delays in the precedence range �1–16 ms�. The only de-
lays at which an effect was not observed were at ±64 ms,
where it is assumed that fusion of the two-source masker into
a single image broke down. At this long delay it is likely that
the masker was perceived to be at two locations, one in the
front �matching the target� and one near the 60° loudspeaker.

Fourth, while the absence of energetic masking release
at the ±4-ms delays used by Freyman et al. �1999� was con-
firmed, at some other delays the release from energetic mask-
ing was quite substantial �Fig. 3, top panel�. This release
from masking was probably due to improvements in signal-

FIG. 6. The left panel depicts the F-FF configuration
used in Experiment 4, in which the original and delayed
copies of the masking signal were added together and
presented from the same location as the target speech
�0°�. The right panel shows the percent correct color
and number identification scores for each delay value
tested in the experiment. Each data point represents 48
trials from each of the 11 listeners, and the error bars
show 95% confidence intervals calculated from all the
raw data in each bin. The gray area shows the 95%
confidence interval of the baseline F-F condition of the
experiment.
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to-noise ratio created by comb filtering �Fig. 4�. Thus, it
cannot be assumed without measurement that improvements
in speech recognition resulting from the addition of a copy of
the masker are, in general, entirely attributable to a release
from informational masking.

Fifth, with regard to conditions in which it was clear that
the addition of a second masker location produced a release
from informational masking, the current data confirm that
differences in perceived location between target and masker
often play an important role. This was most obvious in the
more difficult two-masking talker conditions where it was
found that speech recognition depended on target location in
a manner generally consistent with the assumed differences
in target-masker perceived location �Fig. 5, bottom�.

Finally, in less difficult conditions of the experiment
�i.e., those with a single masking talker�, it is not clear that
perceived spatial separation was required to achieve a release
from informational masking. Considerable release from
masking was found even when a single-source target was
moved through the range of angles assumed to include the
perceived locations of the two-source maskers �Fig. 5,
middle�. This suggests that the two-source masker was rela-
tively easy to distinguish from the single-source target even
when both the target and masking auditory images originated
from approximately the same apparent location. However,
spatial separation between the two copies of the RF masker
did seem to play a significant role in the precedence-based
unmasking effect—relatively little release from masking oc-
curred in Experiment 4 where the original and delayed cop-
ies of the single-talker masker were presented at the same
location as the target speech �Fig. 6�. These results seem to
indicate that some spatial attribute of the RF masker other
than its apparent location �perhaps its apparent spatial width�
was sufficient to produce a high level of performance in the
single-talker masking conditions of the experiment.
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Thresholds for second formant transitions in front vowelsa)
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Formant dynamics in vowel nuclei contribute to vowel classification in English. This study
examined listeners’ ability to discriminate dynamic second formant transitions in synthetic high
front vowels. Acoustic measurements were made from the nuclei �steady state and 20% and 80% of
vowel duration� for the vowels /i , I , e ,� ,æ/ spoken by a female in /bVd/ context. Three synthesis
parameters were selected to yield twelve discrimination conditions: initial frequency value for F2
�2525, 2272, or 2068 Hz�, slope direction �rising or falling�, and duration �110 or 165 ms�. F1
frequency was roved. In the standard stimuli, F0 and F1–F4 were steady state. In the comparison
stimuli only F2 frequency varied linearly to reach a final frequency. Five listeners were tested under
adaptive tracking to estimate the threshold for frequency extent, the minimal detectable difference
in frequency between the initial and final F2 values, called �F extent. Analysis showed that initial
F2 frequency and direction of movement for some F2 frequencies contributed to significant
differences in �F extent. Results suggested that listeners attended to differences in the stimulus
property of frequency extent �hertz�, not formant slope �hertz/ second�. Formant extent
thresholds were at least four times smaller than extents measured in the natural speech tokens,
and 18 times smaller than for the diphthongized vowel /e/. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2074667�

PACS number�s�: 43.71.Es, 43.66.Fe �PA� Pages: 3252–3260

I. INTRODUCTION

According to a traditional description of vowel sounds,
the steady-state formant frequencies F1 and F2 have been
considered the most important perceptual cues �Peterson and
Barney, 1952�. For over 20 years, however, research has
shown that for American English �AE� dynamic formant in-
formation also plays an important role in vowel recognition
�Strange, Verbrugge, Shankweiler, and Edman, 1976;
Strange, 1989; Andruski and Nearey, 1992; Strange, Jenkins,
and Johnson, 1993; Hillenbrand, Getty, Clark, and Wheeler,
1995; Hillenbrand and Nearey, 1999�. Vowels, of course,
usually occur in consonantal context, for example the com-
mon syllable type in AE, the CVC. Two kinds of voiced
formant movement occur in CVCs: movement during the
transition portion between consonants and vowels, and
movement in the center portion �nucleus� of the vowel. For-
mant transitions carry acoustic cues for both consonants and
vowels �Liberman and Mattingly, 1985; Nearey, 1989;
Kewley-Port, 1995; Ohde and Abou-Khalil, 2001�. During
the initial and final portions of the syllable, formant transi-
tions are characterized by short duration and usually rapid
movement across large frequency ranges. Vowel nucleus dy-
namics are characterized by longer durations and slower
changes across smaller frequency ranges, most clearly seen
in vowels like �eI� and �oU�. Fully diphthongized vowels
such as /Ä(/ and /o(/ are characterized by long durations with
extensive changes in frequency. Perhaps because of the more
limited movement in non-diphthongized vowels, the nucleus

dynamics have often been characterized as ‘quasi-steady
state.’ However, it has been shown that systematic movement
does occur �Nearey, 1989; and Hillenbrand et al., 1995�.

The dynamic cues in syllables available in either the
consonantal transitions alone �Strange, 1989� or the nucleus
region alone �Nearey and Assmann, 1986� have been shown
sufficient to produce high vowel identification rates �Hillen-
brand et al., 1995; Andruski and Nearey, 1992; Hillenbrand
and Nearey, 1999�. A complete theory of vowel perception
must explain the roles of both types of formant movement in
vowel identification. In fact, to model the underlying pro-
cessing mechanisms of vowel perception, the ability to dis-
criminate small differences in vowel dynamics should also
be known. A reasonable hypothesis is that dynamic formant
cues cannot be used for vowel identification if they cannot be
perceived. Yet little is known about how much formant
movement is needed to exceed thresholds for discriminating
dynamic changes. The purpose of the present study is to
estimate the psychophysical thresholds for discrimination of
formant movement in the vowel nucleus. With few excep-
tions, previous threshold studies that used dynamic stimuli
investigated transitions more similar to consonantal dynam-
ics, i.e., transitions that are short and rapid. For instance,
work has been done using short-duration tone glides �e.g.,
Summers and Leek, 1995; Madden and Fire, 1996, 1997;
Sek and Moore, 1999� and rising or falling single-formant,
speech like transitions �Porter, Cullen, Collins, and Jackson,
1991; van Wieringen and Pols, 1994�. Porter et al. �1991�
measured jnds for speech formant transitions. Stimuli con-
sisted of a single formant modeled after F2 consonantal tran-
sitions connected to a steady-state portion. Because of the
great temporal and spectral differences, interpretation of

a�Portions of this work were presented in a talk given at the 138th meeting of
the Acoustical Society of America on June 4, 2000 in Atlanta, GA.

b�Electronic mail: kewley@indiana.edu
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these results for nucleus dynamics is probably not predictive
of thresholds of formant dynamics in vowel nuclei.

A related study has examined dynamics in nonspeech
stimuli, namely, harmonic profiles �Drennan and Watson,
2001�. Thresholds were estimated for profile stimuli that
were harmonically spaced �200 Hz� when fundamental fre-
quency was swept over time. The duration was similar to that
of a long vowel nucleus �400 ms�. No consistent differences
in thresholds for static versus dynamic stimuli were found.

Previous studies in this series have examined thresholds
for formant frequency in stimuli that represent steady-state
vowel nuclei. Kewley-Port and Watson �1994� measured
thresholds for frequency difference in steady-state first and
second formants of isolated female vowels. Their stimuli
were comparable in length to vowel nuclei �160 ms�. In that
study, thresholds for discrimination were constant over the
F1 region at about 14 Hz, and constant in the F2 region with
a Weber ratio �F /F of 1.5%. Other studies �e.g., Sinnott and
Kreiter, 1991; Hawks, 1994� have reported similar results.
Kewley-Port and her colleagues have extended these studies
to examine thresholds in CVC context, and in phrases and
sentences. Together these studies have yielded systematic de-
scriptions of the degrading effects of phonetic context and
other experimental variables on the ability for humans to
discriminate small differences in vowel formants. However,
the vowel nuclei in all these studies used steady-state for-
mants �i.e., frequency in the vowel nucleus did not change
over time�, while the formants in the nuclei of most natural
AE vowels vary in frequency over time.

The present study was designed to examine the discrimi-
nation of formant transitions that more closely resemble
natural AE vowel nuclei. An important issue for a theory of
vowel perception is to determine the stimulus conditions in
which nucleus dynamics are the information-bearing proper-
ties of vowels. If the observed vowel dynamics are not above
threshold, then these differences cannot contribute informa-
tion to vowel classification. Specifically, this study deter-
mined the smallest amount of frequency change in a second
formant that could be discriminated under nearly optimal
listening conditions by well-trained listeners. A working hy-
pothesis for this study was that if formant dynamics in the
nucleus contribute to vowel identification, they should ex-
ceed optimal thresholds for discriminating formant transi-
tions by an amount sufficient to be salient in running speech,
e.g., at least a factor of two. Because vowels are often mod-
eled with steady-state formants, the standard vowels used as
the basis for the formant transition comparisons were chosen

to have static �flat� formant frequencies. Synthesis param-
eters manipulated in the comparison stimuli, based on mea-
surements of natural vowels from a female talker, included
initial frequency of F2, slope direction, duration, and F1 fre-
quency. This study determined thresholds using psycho-
physical procedures for dynamic changes in F2 frequency for
five synthetic front vowels.

II. METHOD

A. Participants

Six young �under 35 years� listeners with normal hear-
ing participated in this study. All listeners had audiometric
thresholds of 15 dB HL or better at octave intervals from 250
to 4000 Hz. Listeners were paid for their participation. One
listener could not produce consistent thresholds and volun-
tarily terminated participation. This study reports on data ob-
tained from the remaining five listeners.

B. Stimuli

To select the acoustic parameters to manipulate in these
psychoacoustic studies of vowel nuclei, we derived the
stimulus parameters from natural speech. The American En-
glish front vowels, /i , I , e ,� ,æ/, recorded digitally at a 10
kHz sample rate, were analyzed. The vowels in the original
utterances were produced by a female talker from the North
Midland dialect region �Labov, 2004� in /bVd/ context in
short sentences. Formants were measured for each word us-
ing linear predictive coding �LPC� analysis with a 128-point
Hamming window, preemphasis, and 12 coefficients. To
specify vowel formant change primarily in the nuclei and
reduce the consonantal effects, formant values for F1 and F2
were measured at 20% and 80% of vowel duration, follow-
ing Hillenbrand et al. �1995� for three repetitions of each
vowel �n=15�. Also, the apparent F2 steady-state value was
determined visually and measured from spectrograms. These
measures are shown in Table I.

Based on these acoustic measurements, synthesis param-
eters were selected with the goal of producing vowels that
resembled the intended vowels even though various simpli-
fications were imposed. It was observed that the initial F2
values of /I/ and /e/ �at 20%� were very close in frequency
�2253 and 2291 Hz�, as were the initial F2 values of /æ/ and
/�/ �2060 and 2075 Hz�. Thus to simplify the experiment, the
mean value of each pair was used as the initial frequency
value to represent both vowels. The measured initial F2 fre-

TABLE I. Average F1 and F2 formant values in hertz for the female talker for three repetitions of the words shown. Measurements were made at three
intervals, 20%, the steady-state �SS, visually identified from spectrograms� and 80% of the total vowel duration.

F1 F2

20% SS 80% 20% SS 80%

/bid/ 319 303 320 2525 2600 2646
/bId/ 358 363 391 2253 2251 2038
/bed/ 486 452 347 2291 2438 2666
/b�d/ 519 588 621 2060 2068 1893
/bæd/ 684 698 784 2075 2115 1846
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quency of /i/ was substantially higher than the others. Thus,
the resulting initial second formant frequency values were
2525 Hz for /i/, 2272 Hz for /I-e/, and 2068 Hz for /�-æ/.

From the acoustic analysis, it was noted that across the
nucleus portion, each vowel had either a general rise or fall
in F2 frequency �Table I�. Thus a second experimental vari-
able of either a rising or a falling F2 slope was chosen. The
set of vowels analyzed contained both long �/i , e ,æ/� and
short �/I ,�/� vowels. In order to examine possible effects of
vowel length, two durations were calculated from the aver-
age of the long vowels �154, 166, 173 ms� and the average of
the short vowels �100, 124 ms�, rounded to 5 ms: long �165
ms� and short �110 ms�. Together these three factors yielded
12 stimulus conditions: initial F2 frequency ��3�, direction
of formant movement ��2�, and duration ��2�. Clearly
some of the combinations do not occur in AE vowels, but the
intention of this study was to systematically investigate the
effects of all three factors. The general pattern of these 12 F2
transitions is shown in Fig. 1.

Normally a change in second formant frequency is
coupled to a change in first formant frequency. F1 frequency
was also of interest as a parameter, but in order to focus on
the movement in F2 with simpler acoustic stimuli, it was
decided to fix F1 as a steady-state parameter. Because the F1
values measured in the original 15 words ranged over 370
Hz, it appeared necessary to select several F1 values in order
to have the stimuli resemble AE vowels. Three values of F1
were calculated using a similar grouping strategy as for F2
�/i/ , /I-e/, and /�-æ/�. This resulted in three steady-state fre-
quency values for F1: low �/i/, 311 Hz�, medium �/I-e/, 422
Hz�, and high �/�-æ/, 602 Hz�. Since the front vowels used in
this experiment have a wide separation between F1 and F2, it
was hypothesized that F1 frequency would not affect thresh-
olds for F2 formant movement; therefore F1 frequency was

roved randomly throughout the experiment. Steady-state val-
ues were chosen for F3 �3245 Hz� and F4 �4000 Hz�. The
bandwidths of the first three formants were 70, 90, and 170
Hz, for F1, F2, and F3, respectively.

The fundamental frequency was chosen to be steady
state at 200 Hz �appropriate for this female talker�. Although
this choice also compromised the naturalness of the stimuli,
a steady-state F0 was chosen to avoid possible undesirable
interactions between shifting harmonics and their placement
relative to the moving F2 formant peaks.

Using the above parameters, the vowel nuclei were syn-
thesized with the cascade branch of the KLTSYN synthesizer
�see Klatt, 1980�. Stimuli had a length of either 165 or 110
ms with an additional 15 ms rise time and a 20 ms fall time.
Eighteen standard vowels were synthesized with steady-state
F1 and F2 values �3 F2 Frequencies�2 lengths
�3 F1 frequencies�. Of course these standard stimuli
sounded unnatural because of the various constraints im-
posed to systematically manipulate the stimulus factors.
Nonetheless, to document how these 18 synthetic stimuli
would be identified by naïve American English listeners, a
brief identification experiment was performed. Besides the
18 standard vowels, another set of stimuli was included that
more carefully preserved the parameters measured from the
recorded utterances. This set of five “original” stimuli were
synthesized with both F1 and F2 formant frequencies lin-
early changing from the average 20% to the 80% intervals
measured for each of the five natural syllables �shown in
Table I�, and with the appropriate long �165 ms� or short
�110 ms� duration, although F0, F3, and F4 were still steady
state. Eight naïve, normal-hearing American English listen-
ers from Indiana were recruited for the identification task.
The keyword responses included the ten monophthongal
vowels in order to provide a wide choice of vowel responses.
Following a short training task with another female speaker’s
syllables, listeners heard six repetitions of the 28 vowels.

Overall subjects selected the five front vowels from the
ten-vowel response set 78% of the time. Identification results
showed that the original stimuli modeling the F1 and F2
transitions were correctly identified at 58% on average, with
/i/ most accurately identified at 88%. The 18 standard vow-
els, all with fixed formants, had no predicted category labels.
Two results were notable. The stimuli with the high F2 and
low F1 were categorized 95% as /i/. Second, in all cases
changes in F1 from low to mid to high values radically al-
tered the perceived vowel quality. For example, for a stimu-
lus with about 40% classification of a vowel with one value
of F1, the percentage responses dropped to 15% and then 0%
as F1 changed.

Summarizing, although the values for the parameters of
F1, F2, vowel duration and formant movement were derived
from natural speech, the resulting compromises in stimulus
construction yielded stimuli that were not well categorized as
AE vowels except for /i/. Clearly, however, the acoustic pa-
rameters manipulated in this study of thresholds for formant
movement are information bearing properties of AE vowels.

Sets of test stimuli were also synthesized for the com-
parison conditions. Each test set had F2 values that either

FIG. 1. Stylized formants represent the major stimulus variables for the
synthetic vowels used in this study; three values of F1, three onset values of
F2, rising and falling slope direction, and short or long duration.
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increased or decreased in frequency over the entire stimulus.
These changes in F2 were specified as the amount of fre-
quency change in hertz between onset and offset �called fre-
quency extent�. The shape of the F2 transition was deter-
mined by linear interpolation calculated by KLTSYN
between the initial and final values. Stimuli for each F2
transition were synthesized three times, once for each of the
F1 frequencies. Thus there were 36 sets, of stimuli �3 F2
frequencies�2 lengths�3 F1 frequencies�2 slope direc-
tions�. For each set, the change in frequency of the F2 extent
varied in 14 steps. Based on pilot work, unequal step sizes
were used to change the frequency of F2 extent. The largest
steps used increments of around 50 Hz, while the smaller
steps had 5 Hz increments for rising F2s and 8 Hz decre-
ments for falling F2s. During testing a few vowel stimuli
proved more difficult than expected for some listeners, and
to ensure that accurate thresholds were being measured, new
sets were synthesized wherein the smaller steps had 7 Hz
increments for rising F2s and 10 Hz decrements for falling
F2s.

C. Apparatus

Listeners were seated in a sound-treated booth facing a
computer monitor and keyboard. Stimuli were presented
monaurally to the right ear through a TDH-39 headphone.
Up to three listeners were tested simultaneously, each listen-
ing to a separate output through a Tucker-Davis Technolo-
gies �TDT� array processor in a 486 computer. Stimuli were
output through a 16-bit digital-analog �D/A� converter at a
10-kHz sample rate �TDT DA1� followed by a 4.3 kHz low-
pass filter with a 96 dB/octave rolloff uploaded to a TDT
PF1.

One standard vowel �medium F2=2272 Hz, medium
F1=422 Hz� was selected as the calibration vowel. Output
gain was set so the sound pressure level measured in an
NBS-9A coupler with a Larson Davis sound level meter
�model 800B� on linear weighting was 70 dB SPL. The lev-
els of the other eight standard vowels ��3 values of F2
�3 values of F1�-1� were adjusted via the overall gain pa-
rameter of the KLTSYN synthesizer so that their overall rms
energy was within ±1 dB of the calibration stimulus. One
standard could not meet this tolerance level without under-
going severe peak clipping in the synthesis. Its level was
accordingly adjusted to within ±2 dB of the calibration
stimulus.

D. Procedure

A two-down-one-up adaptive tracking procedure �Levitt,
1971� estimated the difference in F2 offset frequency be-
tween standard and comparison stimuli at 70.7% correct. On
each trial, listeners heard three successive stimuli. The stan-
dard stimulus was always presented first, followed by pre-
sentation of the standard and comparison stimuli in random
order. Listeners indicated which of the last two intervals con-
tained the stimulus that sounded different from the original
reference by pressing the appropriate key on a keyboard.
Feedback for correct resonses was provided following each
trial. Each block consisted of 90 trials. To obtain nearly op-

timal thresholds, only one of the 12 stimulus conditions for
F2 was presented per block, although the three F1 frequen-
cies were roved randomly within a block.

In order to obtain reliable thresholds, listeners were
highly trained. Listeners were trained with the parameters of
the stimuli set to medium F2, long duration, and rising slope.
This condition was chosen as the training stimulus because
rising slopes were easier than the falling slopes in pilot work.
During training, listeners completed an estimated 3500 trials
each over four sessions.

Following training, listeners were tested five days per
week and were allowed to proceed at their own pace. A test
session lasted for approximately 1.5 h per day, including
breaks. On average, listeners completed 11 blocks of 90 trials
each day. The 12 stimulus conditions were tested in random
order across subjects. For each condition, blocks were run
until it was judged that stable values had been achieved
based on examination of block-by-block plots of the reversal
means. The stopping rule was near-asymptotic performance
over four blocks. Wide variability was seen in the amount of
time spent on each condition. The average time spent on
each condition was 14.43 blocks �1299 trials�, but ranged
from 6 to 30 blocks �540 to 2700 trials�. No clear patterns
emerged to explain this variability.

For each block, a value �F in hertz was calculated as
the difference in the formant frequency extent between the
standard and test stimuli, using the average of the reversals,
excluding the first three reversals. A threshold for formant
frequency extent, �F extent, for each listener was averaged
over the last four blocks.

III. RESULTS

Results, reported as �F extent, were first examined for
individual variability. Figure 2 displays the 180 indepen-
dently measured data points for the 12 F2 conditions, each
with three F1 formants, from the five listeners �15 points/
condition�. As can be seen in Fig. 2, �F extent values had
narrow distributions for seven of the 12 conditions while in

FIG. 2. Each symbol is a threshold estimated for �F extent for one listener
for all 180 data points �F1�3��F2�12�� listeners�5��. Panels are organized
by the onset of F2 frequency, and within panels for rising long �RL�, rising
short �RS�, falling long �FL�, and falling short �FS� formants for a total of 12
stimulus conditions.
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the other five conditions there was a positive skew in the
distributions. This presence of a few highly elevated thresh-
olds is similar to that reported for other complex stimuli, for
example, vowel formant thresholds �Kewley-Port and Wat-
son, 1994� and dynamic profiles �Drennan and Watson,
2001�. However, this resulted in a high correlation �r
=0.80� between the means and the variances of the data. The
data were therefore subjected to a log10 transform. This
transform created a more normal distribution and reduced the
correlation between means and variances �r=0.26�. Thus sta-
tistical analyses were carried out on the log10 transform of
the 180 individual data points. Average thresholds are re-
ported in hertz �e.g., Table II and in subsequent figures� by
taking the antilogs of the transformed values, an averaging
method that dampens the effect of the skewed thresholds. A
Mauchley Sphericity test was also performed on the data,
and results suggested that the assumption of sphericity was
violated �Max and Onghena, 1999�. A multivariate analysis
of variance �MANOVA� was therefore preferred to the
univariate three-way repeated measures ANOVA. The results
of the MANOVA may be interpreted in much the same way
as the results of an ANOVA.

A four-factor MANOVA was calculated for F1 fre-
quency, F2 frequency, slope direction, and length, treated as
within-subject factors, and log10 �F extent as the dependent
variable. The �F extent thresholds for these four factors, and
their means, are shown in Table II. Results showed a signifi-
cant main effect only for F2 frequency �F�2,3�=14.96, p
�0.028�. A significant two-way interaction was obtained for
F2 frequency�slope �F�2,3�=22.36, p�0.016�. There was
also one significant three-way interaction for F1 frequency
�F2 frequency� length �F�4,1�=11 818.15, p�0.007�.

A. Effect of F1

In this experiment it was not anticipated that F1 fre-
quency would affect discrimination of F2 transitions. Indeed,
no main effect was found for F1, or for any two-way inter-
actions involving F1. The values of �F extent for F1 aver-
aged over listeners are shown in Table II. Given the signifi-
cant three-way F1�F2� length interaction, results were

scrutinized for specific F1 effects. The largest effects were
for long stimuli when F1 was low and for F2 for /i/ or
/�-æ/ stimuli. Overall the effect of F1 on F2 transition
thresholds was small and not systematic.

B. Effect of F2 frequency and slope direction

The significant main effect for F2 frequency reflected
that �F extent was smaller for the /i/ and /I-e/ frequencies
compared to the /�-æ/ F2 frequency. Although there was no
effect of the F2 slope direction overall �F�2,3�=3.94, p
�0.10�, the significant interaction for F2 frequency�slope
direction reflected that �F extent was smaller for rising than
falling second formants for /I-e/ F2 and /�-æ/ F2 as shown in
Fig. 3. For /i/ F2, however, �F extent was nearly the same
for rising and falling. Given these results were based on the
log10 transformed data, additional analyses of the data were
conducted to verify that the above interpretation was correct.
For example, the medians of the �F extent values in hertz
represented in Fig. 3 produced a display with the same pat-
tern of interactions.

Note that in Fig. 3 it appears that thresholds for falling
F2 transitions increase as frequency decreases. It is unlikely

TABLE II. �F extent thresholds in hertz for F2 transitions for the four factors of initial F2 frequency �low, mid,
high�, vowel length �short, long�, slope direction �rising, falling�, and fixed value of F1 �low, mid, high�. The F1
values were calculated as arithmetic averages over the five subjects. The pooled data across the five subjects and
three values of F1 �N=15� were calculated from the antilog of the means of the log10 thresholds �see text�. All
values in hertz.

F2 Short F2 Long

/�-æ/ /I-e/ /i/ /�-æ/ /I-e/ /i/
Slope F1 2068 2272 2525 2068 2272 2525

Rising Low=311 31.7 26.4 51.3 38.7 29.1 28.7
Mid=422 25.3 16.2 40.9 22.0 17.0 31.6
High=602 21.8 19.0 46.6 21.1 16.7 29.4

Mean �antilog� 19.6 15.8 38.6 18.8 16.3 23.6
Falling Low=311 65.7 44.1 34.8 49.0 40.9 31.9

Mid=422 58.4 42.3 27.8 48.2 41.7 24.3
High=602 51.9 50.8 26.9 41.7 54.4 32.6

Mean �antilog� 45.6 44.2 25.0 38.1 44.0 30.0

FIG. 3. �F extent thresholds calculated from the log10 transformed data to
show the interaction between the F2 onset frequencies and slope direction.
Error bars indicate standard deviation in the log10 units. The right-hand axis
indicates equivalent values in hertz.
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that the increase in threshold for falling slopes was due to a
closer proximity of F1 than for rising slopes, because the
highest F1 center frequency was 602 Hz and the lowest F2
center frequency was 2011 Hz. Thus there was always at
least 1329 Hz separating the F1 and F2 formants for the
vowels investigated here.

C. Effects of duration

There was no significant difference between thresholds
for the long and short durations. Thus slope is not the pri-
mary acoustic property used in discrimination, because the
slopes for the short conditions are markedly steeper than the
slopes for the long conditions �0.167 versus 0.280, 0.167
versus 0.247, 0.191 versus 0.328 Hz/ms for increasing F2�.
Apparently listeners pay attention to the extent of formant
frequency movement �hertz� rather than the slope of formant
movement �hertz/milliseconds�, a conclusion compatible
with those of Nearey and Assmann �1986�.

IV. DISCUSSION

A. Formant transition thresholds

The purpose of this study was to determine thresholds
for discriminating dynamic changes in the second formant
frequency of front vowels. Four acoustic properties that con-
tribute to the accurate identification of American English
vowels were manipulated, F1 frequency, F2 frequency, slope
direction, and length. Thresholds differed primarily as a re-
sult of manipulating onset of F2 frequency and for specific
combinations of F2 onset with the slope of the formant tran-
sitions. Given our psychophysical approach to investigating
these formant transitions, it is of theoretical interest to know
how auditory sensitivity for frequency change in formants
compares to that for simple tones �tone glides�. The most
comparable research is that of Dooley and Moore �1988�. In
the Dooley and Moore �1988� second experiment, tone glides
started at 2000 Hz, with durations of either 100 or 200 ms
long. Similar to our formants, duration had little effect on
thresholds for either set of stimuli. They obtained thresholds
around 15 Hz in comparison to our F2 thresholds ranging
from 19–52 Hz. Thus the lowest thresholds in Fig. 3 for the
rising /I-e/ F2 were similar in magnitude to those for tone
glides, while the highest F2 thresholds were about 300%
higher than for tones. These threshold differences reflect our
significant F2 X slope interaction. However, slope direction
appears to affect dynamic formants differently than tone
glides because slope direction had no effect in Dooley and
Moore �1988� for their shorter tone glides in experiment 2.
However, their results for longer glides are the opposite of
ours, with thresholds being smaller for falling tone glides
than for rising glides.

Summarizing, thresholds for our F2 transitions were
roughly similar to those for tone glides with similar param-
eters, except that thresholds for falling formant transitions
increased as F2 frequency decreased. While it is unclear
what reasons might underlie such differences in the effect of
slope direction for simpler versus more complex vowel

stimuli, we suspect that the presence of the fixed formants
�F1, F3, and F4� are an important factor, as well as a possible
interaction between F0 and F2.

How do formant thresholds patterned after vowel nuclei
compare to those patterned after stop consonants? The most
comparable data for stop transitions is that of Porter et al.
�1991�. They used a single formant transition rising or falling
to 1800 Hz followed by about a 200 ms steady-state seg-
ment. For their 120 ms transition, the thresholds range from
50 to 150 Hz. These single formant thresholds are about
300% greater than for ours for vowel formant stimuli. Of the
many differences between experiments, one reason for the
higher thresholds may be that listeners in Porter et al. �1991�
participated for 1–2 h, while our listeners were trained ex-
tensively before data collection started �5 h training, and an
average of 24 h testing�. Another difference between vowel
and stop transitions is that thresholds were also smaller for
falling single formants than rising ones in Porter et al.
�1991�. Thus auditory processing of stop-like, single formant
stimuli appears to be different from that of vowel-like, mul-
tiformant stimuli.

An important question for understanding the processing
of dynamic stimuli is whether transition slope or frequency
extent provides the information to differentiate frequency
transitions. For our vowel transition stimuli, the short �110
ms� versus long �165 ms� duration did not have an effect on
the �F extent thresholds, and therefore frequency extent was
the distinguishing acoustic property. These results are similar
to those reported for tone glides by both Madden and Fire
�1997� and Moore and Sek �1998� who found no threshold
difference between the 50 and 400 ms stimuli. An earlier
study by Nábělek and Hirsh �1969� also found that �F extent
was an important acoustic property in the perception of tone
glides. Results are not as clear for single formant studies.
While Porter et al. �1991� and van Wieringen and Pols
�1994� reported that thresholds increased significantly as the
single formants shortened, additional experiments by van
Wieringen and Pols �1994� did not reveal whether �F extent
or transition rate was the primary acoustic property for these
short stimuli. Thus it appears that for several different types
of dynamic stimuli including vowels, the perceptually salient
acoustic property is the frequency achieved at the end of the
transition, �F extent, not transition slope or rate.

B. Comparison to steady-state formants

Given that most sounds are dynamic, but most frequency
thresholds are measured from static stimuli, it is important to
understand differences in auditory processing of dynamic
versus static stimuli. The present thresholds for dynamic for-
mants can be directly compared to static vowel thresholds
reported by Kewley-Port and Watson �1994�. They used F2
frequency values of 2900, 2500, and 1950 Hz to represent
the vowels /i , e ,æ/ measured from the same talker used here.
Using experimental procedures similar to those of the
present study, they estimated �F, the minimum frequency
change in a steady-state F2 needed to detect either an incre-
ment or decrement in frequency from a steady-state standard.
Vowel duration for the steady-state stimuli was 160 ms com-
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pared to 165 ms in the present study. Thresholds are plotted
for both experiments in Fig. 4 for both the rising and falling
changes in frequency.

For the six formant comparisons, the differences be-
tween �F extent thresholds and steady-state thresholds
ranged from −14.2 to 16.1 Hz. While this variability is some-
what high, the overall means of the thresholds were similar
�30.9 versus 32.5 Hz for dynamic versus steady-state, t�10�
=0.36, p=0.73, two-tailed�. Moreover, no general pattern of
differences in thresholds in Fig. 4 between the dynamic and
steady-state F2s is apparent. These results are similar to
those for another type of complex stimuli, harmonic profiles.
Drennan and Watson �2001� also observed no significant pat-
tern of differences in amplitude detection thresholds between
static and dynamic harmonic profiles. However, these results
for harmonic complexes contrast with those for single sinu-
soids where thresholds for glides were significantly greater
than for static tones �Dooley and Moore, 1988�. Summariz-
ing, although auditory processing appears to be influenced by
several factors for harmonic complexes, static versus dy-
namic stimulus parameters do not produce consistent effects.

C. Comparison to natural vowel transitions

Thresholds for formant transitions in this study were ob-
tained under nearly optimal listening conditions. In natural
speech it must be assumed that formant movement substan-
tially exceeds optimal perceptual thresholds in order for
communication to be robust in ordinary listening conditions.
To quantify this relationship, the �F extent thresholds were
compared to natural F2 transitions measured from the three
original recordings of /bVd/ stimuli �Table I�. Of the 12 con-
ditions tested, five correspond to the natural vowels
/i , I , e ,� ,æ/ measured from the original talker when the fac-
tors of F2 initial frequency, vowel duration, and F2 slope are
matched. The length of the black bars in Fig. 5 represents the
�F extent thresholds, and the measured change in F2 from
20–80 % of vowel duration is shown by hatched lines.

Thresholds for �F extent were rather constant and small
relative to the amount of naturally occurring movement. The
amount of naturally occurring movement was on average
more than four times larger than the thresholds for �F extent
for the vowels /i , I ,� ,æ/. For the highly diphthongized
vowel /e/, the amount of naturally occurring movement was
18 times larger than the threshold for �F extent. One reason
for the large increase in the /e/ ratio was that the �F extent
threshold was smallest for /e/. Clearly naturally occurring
vowel F2 transitions are perceptually very salient, given that
the thresholds are better by a factor of at least four than the
actually observed vowel transitions.

Although the present study examined only a small num-
ber of F2 transitions from a female talker’s vowels, an in-
triguing hypothesis is suggested by the above analysis. It is
clear from numerous reports that dynamic formants improve
accurate vowel identification �c.f. Hillenbrand and Gayvert,
1993�. In fact, Hillenbrand and Nearey �1999� showed that
larger formant dynamics in their synthetic vowels correlated
with more accurate vowel identification. Presumably, when
formant dynamics are particularly important cues to vowel
identity, a corresponding difference in the sensory abilities to
process formant transitions should be observed. In the
present data the best sensitivity to F2 transitions was for /e/,
both in terms of the absolute lowest threshold and in relation
to the amount of naturally occurring F2 transition �Fig. 5�. A
plausible hypothesis for the large differences in sensitivity is
that the auditory system becomes more sensitive to formant
dynamics for just the vowels, such as /e/, where formant
change is a more important cue to vowel identity. This hy-
pothesis is in agreement with one suggested by Guenther,
Nieto-Castanon, Ghosh and Tourville �2004�, namely, that
the brain puts more neural resources into regions of the
acoustic space where differences in sound are behaviorally
more important. Additional data on formant transitions are
needed to determine whether this hypothesis generalizes to
all American English naturally produced vowels.

Another issue examined in this study was the effect F1
had on F2. In our perceptual study, there was no systematic

FIG. 4. F2 thresholds from two studies are displayed. The light grey bars are
�F thresholds for steady-state formants from Kewley-Port and Watson
�1994�. The white bars are �F extent thresholds from the current study. Note
that the onset frequencies are somewhat different between the two studies.
The labels rising or falling indicate a positive or negative frequency shift for
the steady-state formants, and the slope direction of the formant transitions.

FIG. 5. The height of the black bars displays the �F extent thresholds in
this study for the stimulus conditions as labeled. The length of the hatched
bars displays the average F2 transition extent measured from 20% to 80% of
the vowel duration for the female talker’s vowels recorded for this study.
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effect of F1 manipulation on the discrimination of F2 vowel
transitions. Given that F1 and F2 onsets were widely sepa-
rated by more than 1300 Hz, this was the expected result.
However, F1 differences alone can affect vowel categoriza-
tion. The classification of some American English vowels
appears to rely primarily on differences in F1 when F2 val-
ues are very similar �Hillenbrand et al., 1995�. In a vowel
perception study, Johnson, Fleming, and Wright �1993� re-
ported that when F2 is fixed, listeners selected different
vowel categories when F1 was manipulated. Our small iden-
tification experiment also had stimuli in which only F1 var-
ied, and large changes in vowel identification were obtained.
Thus we expect to observe significant interactions between
F1 and F2 in formant discrimination for some other vowels,
particularly for the back vowels where formants are close
together such that changes in one formant clearly affect the
amplitude and shape of the other.

D. Relation between formant extent and formant
transition thresholds

The concept of a behavioral threshold implies that dif-
ferences between a standard and its comparison are all
equally detectable by the listener. Thus spectral differences
between the flat formant standard and the just discriminable
formant transition at threshold across formants are in some
sense perceptually equivalent. One possibility is that the ac-
tual acoustic differences are the same, i.e., formant extent
thresholds in hertz were constant for different formants.
Clearly this was not true because variability in the formant
extent thresholds exceeded 280% over the 12 conditions,
ranging from 15.8 to 45.6 �Table II�. Formant extent is a
value in hertz based on the difference in synthesis param-
eters, offset minus onset of F2. The actual acoustic differ-
ences among stimuli resulting from the specified parameters
still need to be measured. Note that the F0 for all vowel
stimuli was constant at 200 Hz so that the frequencies of the
harmonics for each stimulus were the same, namely, the 25
harmonics from 200 to 5000 Hz. Thus the primary physical
differences between the standard and comparison stimuli
were intensity level differences for the 25 harmonics. Al-
though these intensity differences can be fit with a formant
resonance �e.g., using LPC�, the present analysis focuses on
the intensity differences. To measure the harmonic compo-
nent level differences, a discrete Fourier transform �DFT�
was taken of each pitch pulse of the stimuli. For each har-
monic component, the DFT of the standard was subtracted
from the DFT of the comparison stimulus nearest threshold,
as shown Fig. 6 for /�-æ/ F2 long, rising transition. The
results showed a linear increase or decrease over time in the
decibel level, primarily for the two harmonics closest to the
formant peak.

To quantify the spectral differences between the stan-
dard and comparison at threshold, two metrics were calcu-
lated. They were the intensity differences in decibels for the
harmonics with the maximum decrement and the maximum
increment at the stimulus offset. Given that intensity changed
linearly over time, any measures at other proportional inter-
vals �i.e., 1 /2 ,1 /3 etc� of the total duration would yield the
same relative metrics. Across all 12 conditions at offset, the

decrement metric ranged from 1.53 to 2.69 dB, while the
increment metric ranged from 1.5 to 3.58 dB. Not only are
these two metrics far from constant, each correlated highly
with �F extent, namely, r=0.71 for the increment metric and
r=0.48 for the decrement metric �both N=12�. Examining
these metrics and other spectral-temporal measures of the
transitions, we concluded that stimulus differences derived
from acoustic measures could not yield a constant metric that
captured the perceptual equivalence of the transition thresh-
olds. Rather, some processing of this information in the au-
ditory system must transform the physical differences into
some internal representation that is more constant.

Obvious choices of models for auditory processing are
the excitation and loudness pattern models developed by
�Glasberg and Moore, 1990�. We have previously been suc-
cessful in applying them to find a constant metric for formant
threshold data for steady-state vowels �Kewley-Port and
Zheng, 1998; Liu, 2002�. However, there appear to be no
guidelines or logical extensions on how to apply these mod-
els to our stimuli with dynamic formants, and our modest
efforts to apply these models to �F extent thresholds were
not successful. We note the application of excitation pattern
models to tone glide discrimination �e.g., Moore and Sek,
1998� focused on changes in frequency while our stimuli had
fixed-frequency harmonics with variable level differences.
Thus, it appears that it is premature to adapt auditory models
developed for frequency glides of sinusoids to the harmonic
changes in formant transitions.

V. CONCLUSIONS

Listeners’ ability to discriminate F2 transitions that are
found in the nucleus of front vowels were reported for the
manipulation of four factors, F1 frequency, initial F2 fre-
quency, rising versus falling slope direction, and short versus
long vowels in synthetic speech. The major results are sum-
marized as follows:

FIG. 6. For the /�-æ/ F2 long, rising stimulus, the acoustic difference be-
tween the DFTs of the standard and the comparison vowel nearest to thresh-
old is displayed �see text�.
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• Changes in F2 onset affected �F extent thresholds, but
changes in F1 frequency, F2 slope direction, and length did
not. An interaction between F2 onset and slope direction
was seen for some conditions.

• Listeners attended to differences in the stimulus property
of the frequency extent at the offset of the transition, not
the formant slope.

• �F thresholds for vowel transitions were roughly similar
to those for steady-state formants.

• Estimated �F extent thresholds in hertz were similar to
those obtained for tone glides with analogous acoustic pa-
rameters.

• The effects of several stimulus factors, e.g., rising versus
falling slope, on �F extent thresholds were the opposite of
one another for vowel transitions versus tone glides, sug-
gesting that the underlying perceptual mechanisms for dis-
criminating frequency change are different for harmonic
versus simple stimuli.

• Vowel transitions measured in natural speech exceeded the
�F extent thresholds in synthetic speech by at least a fac-
tor of four, indicating that formant dynamics observed in
American English vowel nuclei are perceptually very
salient.
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There is a need, both for speech theory and for many practical applications, to know the
intelligibilities of individual passbands that span the speech spectrum when they are heard singly
and in combination. While indirect procedures have been employed for estimating passband
intelligibilities �e.g., the Speech Intelligibility Index�, direct measurements have been blocked by the
confounding contributions from transition band slopes that accompany filtering. A recent study has
reported that slopes of several thousand dBA/octave produced by high-order finite impulse response
filtering were required to produce the effectively rectangular bands necessary to eliminate
appreciable contributions from transition bands �Warren et al., J. Acoust. Soc. Am. 115, 1292–1295
�2004��. Using such essentially vertical slopes, the present study employed sentences, and reports
the intelligibilities of their six 1-octave contiguous passbands having center frequencies from
0.25 to 8 kHz when heard alone, and for each of their 15 possible pairings.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2047228�
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I. INTRODUCTION

The relative contributions to intelligibility made by the
different regions of the speech spectrum is of major interest
for theory and for practical applications such as telephony,
hearing aids, cochlear implants, and architectural acoustics.
There has been considerable research devoted to determining
passband intelligibilities since the pioneering work at Bell
Telephone Laboratories in the early twentieth century �see
Fletcher, 1929; French and Steinberg, 1947; Fletcher and
Galt, 1950�. These studies have led to the development of a
widely used method for estimating passband intelligibilities
heard singly and together. This was accomplished by em-
ploying calculations based upon intelligibility measurements
of high-pass and low-pass speech partially masked by noise.
The procedure was used to construct the American National
Standard Institute’s Articulation Index �AI� �ANSI S3.5,
1969� and its updated successor, the Speech Intelligibility
Index �SII� �ANSI S3.5, 1997�. At the time the AI/SII proce-
dure was being developed, it was recognized that the intelli-
gibility of speech bands was determined by contributions
from both the passband and the flanking transition bands
produced by filters available at that time �see Kryter, 1960�.
However, the design of the AI/SII procedure minimized the
contribution of the transition bands and permitted the use of
shallow filter slopes: The instructions for deriving AI state:
“For the purpose of this standard, the slope of the filter skirts
should be equal to or greater than 18 dB/octave” �ANSI
S3.5, 1969, p. 7�. The AI/SII calculations were amended by
the Speech Transmission Index �STI� �Steeneken and Hout-
gast, 1980; 2002� to compensate for distortions such as ech-
oes and reverberation and also to permit evaluation of speech
transmission quality. The Speech Recognition Sensitivity

�SRS� model �Müsch and Buus, 2001a; 2001b� amended the
AI/SII calculations to account for both the “synergistic and
redundant interactions among spectral bands of speech.”

Although there have been many estimates, there have
been no direct measurements of the intelligibilities of pass-
bands spanning the speech spectrum. The present study was
undertaken to obtain such measurements for passbands heard
singly and in pairs. In order to avoid confounding the pass-
band information with out-of-band input, it was necessary to
eliminate contributions from the transition-band slopes that
accompany all filtering. Despite dwindling amplitude and
distortions of normal spectral profile, transition bands can
provide considerable information. This is demonstrated by
the high intelligibility of narrow-band speech consisting
solely of transition bands. Everyday sentences restricted to a
wedge-shaped band consisting of high-pass and low-pass fil-
ter slopes of 48 dBA/octave meeting at a common cutoff
frequency of 1.5 kHz were reported to have ceiling intelligi-
bility scores of over 95% �Bashford, Riener, and Warren,
1992�, and when, in a subsequent study, the slopes of this
wedge-shaped band were increased to 115 dBA/octave �quite
steep for analog filtering�, scores remained quite high at 77%
�Warren, Riener, Bashford, and Brubaker, 1995�.

To measure the relative contributions of passbands and
transition bands in determining the intelligibility of narrow-
band speech, a series of experiments was conducted using
FIR �finite impulse response� digital filtering to produce
nearly vertical slopes without the passband distortions ac-
companying high-order analog filtering. In the first of these
studies, Warren and Bashford �1999� separated the passband
from the flanking 100 dBA/octave transition bands of every-
day sentences centered at 1.5 kHz. This was done using
2000-order FIR filtering that produced filter slopes averaging
approximately 1000 dBA/octave. It was found that the high-
pass and low-pass slopes separated by a 1/3-octave gap hada�Electronic mail: rmwarren@uwm.edu
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an average intelligibility more than three times that of the
excised passband that had occupied the gap. Subsequent ex-
periments substituted word lists for the everyday sentences;
intelligibilities were reduced as would be expected, but the
ratio of transition-band scores to passband scores was
equivalent to that obtained with sentences �Bashford, War-
ren, and Lenz, 2000�. Another study also employed the
1/3-octave everyday sentences centered at 1.5 kHz with
transition bands of 100 dBA/octave, and truncated the filter
skirts at a series of increasing distances from the cutoff fre-
quency using 2000-order FIR filtering. It was found that sta-
tistically significant contributions from these transition bands
could be made for frequencies attenuated by 30 dBA, so that
the nominal 1 /3-octave band had a much larger effective
bandwidth �i.e., the range of frequencies contributing to in-
telligibility� that extended to almost one octave �Warren,
Bashford, and Lenz, 2000�. While these experiments using
2000-order FIR filtering demonstrated the major role played
by transition bands in determining intelligibilities of filtered
speech, none of these experiments employed filter slopes
steep enough to remove all contributions from transition
bands, and so permit measurement of passband intelligibili-
ties.

In order to determine the transition-band slopes neces-
sary to ensure that passband contributions were not conflated
with transition-band contributions, Warren, Bashford, and
Lenz �2004� systematically increased transition-band slopes
of a 1/3-octave band of everyday sentences centered at
1.5 kHz by starting at 150 dBA/octave, and continuing until
further increases no longer reduced intelligibility. It was
found that transition bands of 4800 dBA/octave for both
high-pass and low-pass slopes �produced by FIR orders that
exceeded 7000 for each slope� were needed to eliminate sig-
nificant transition-band contributions and reach asymptotic
scores. Even with both high-pass and low-pass transition
bands as steep as 1200 dBA/octave, frequencies lying out-
side the passband still contributed over 30% of the
1/3-octave band’s intelligibility. In keeping with this infor-
mation, 8000-order FIR filtering was used throughout the
present study �except for1 that employed 20 000-order FIR
filtering�.

Experiment 1 obtained intelligibility judgments for six
1-octave rectangular passbands that covered the range of fre-
quencies from 0.25 to 8 kHz. To determine the effect of am-
plitude upon intelligibility, separate groups of listeners were
employed for each of four levels, 80, 70, 60, and 50 dB. On
the basis of the results obtained in this experiment, 60 dB
was selected as the optimal level to be employed in each of
the subsequent experiments. Experiment 2 determined the
intelligibility scores for the five adjacent pairings of the six
1-octave bands; Experiments 3a and 3b taken together ob-
tained the scores for each of the 10 possible nonadjacent
pairings.

II. METHOD

A. Subjects

The 212 listeners employed in Experiments 1, 2, 3a, and
3b �plus an additional 30 listeners used to obtain the data

presented in1� were students at the University of Wisconsin-
Milwaukee who received payment for their participation in
the study. All were native English speakers who reported
having no hearing problems and were screened to ensure that
they had normal bilateral hearing as defined by pure tone
thresholds of 20 dBA HL or better at octave frequencies
from 250 to 8000 Hz.

B. Stimulus processing

The speech stimuli were sentences drawn from the “low-
predictability” �LP� sublist of the revised Speech Perception
In Noise �SPIN� test �Bilger, Nuetzel, Rabinowitz, and Rzec-
zkowski, 1984�. These sentences are from five to eight words
in length, and each ends with a monosyllabic noun serving as
the keyword for scoring of intelligibility. In these LP sen-
tences, the identity of the keyword is not predictable from
sentence context �e.g., “The boy might consider the trap.”�.
The digitally recorded sentences �44.1 kHz sampling,
16-bit quantization� were produced by a male speaker having
an average voicing frequency of about 100 Hz and having no
obvious regional accent.

A total of 180 of the 200 LP SPIN sentences were used
as experimental stimuli, and an additional five sentences
were used as practice stimuli. Prior to filtering, the sentences
were transduced by a Sennheiser HD 250 Linear II head-
phone and their slow-rms peak levels were matched to within
0.2 dB using a flat-plate coupler in conjunction with a Brüel
and Kjaer model 2230 digital sound-level meter set at
A-scale weighting �as were all level measurements reported�.

All filtering to produce six 1-octave bands centered at
0.25, 0.5, 1, 2, 4, and 8 kHz was done using the fir1 function
in MATLAB 5.2.1 running on a Macintosh G4 computer. As
discussed in Sec. I, high-order FIR filtering was necessary to
avoid confounding the contributions made by the passbands
with those made by filter skirts. Slopes of 3.2 dBA/Hz, pro-
duced by two successive passes through 4000-order FIR fil-
tering, ensured that filter slopes did not contribute to the
intelligibility of any of the 1-octave bands.1 The use of two
successive stages for the 8000-order filtering reduced all fre-
quencies within the stopbands to levels below threshold. Fig-
ure 1 shows the effectively vertical slopes of the long-term
averaged spectrum for the midfrequency 2 kHz band super-
imposed upon that of broadband speech.

After filtering, the speech stimuli were again adjusted in
level so that the slow-rms peaks of all of the sentences were
matched to within 0.2 dBA SPL. The mixing of bandpass
signals was done using Sound Designer II software running
on a Macintosh G3 computer.

C. General procedure

A repeated measures design was used in each experi-
ment. Before receiving each stimulus condition in an experi-
ment, listeners were familiarized with the effects of filtering
by listening to the set of five practice stimuli. These were
first presented broadband, and then filtered in the same man-
ner as the test stimuli. The test sentences in each experiment
were grouped into sets, and these sets were presented in a
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balanced pseudorandom order, so that each center frequency
was applied an equal number of times in each serial position
to each sentence set across listeners.

After audiometric screening, subjects were tested singly
while seated with the experimenter in an audiometric cham-
ber. The stimuli were delivered diotically through Sennheiser
HD250 Linear II headphones, with each of the speech bands,
whether heard singly or in combination, presented at a fixed
slow-rms peak level. The levels of the bands were varied
from 50 to 80 dBA SPL for separate groups of listeners in
Experiment 1, and each of the individual bands was deliv-
ered at 60 dBA when paired in Experiments 2, 3a, and 3b.
Subjects were told to repeat the final word of each sentence
as accurately as they could, and to guess if unsure. The key-
words reported accurately were recorded by the experi-
menter. Testing occurred in a single session lasting approxi-
mately 30 minutes.

III. EXPERIMENTS

A. Experiment 1: Intelligibilities of the six 1-octave
bands spanning the important frequencies of
the speech spectrum at levels of 50, 60, 70, and
80 dBA

Four separate groups of 30 subjects each received 180
keywords �six sets of 30 keywords� at peak-rms levels of
either 50, 60, 70 or 80 dBA. The six sets of sentences pre-
sented at each level were reduced to 1-octave bands having
center frequencies of 0.25, 0.5, 1, 2, 4, and 8 kHz. Based
upon the results obtained in Experiment 1, 60 dBA was used
in Experiments 2, 3a, and 3b.

B. Experiment 2: Intelligibilities of adjacent pairs of
1-octave bands

The 30 subjects each received 180 keywords �5 sets of
36 keywords�. Each set consisted of one of the five contigu-
ous pairings of the 1-octave bands. These pairs were 0.25
+0.5 kHz, 0.5+1 kHz, 1+2 kHz, 2+4 kHz, and 4+8 kHz.

C. Experiment 3: Intelligibilities of paired nonadjacent
1-octave bands

Experiment 3a: Pairs separated by spectral gaps of one
octave. The 32 subjects each received 180 keywords �4 sets
of 45 keywords�. Each set consisted of one of the following
four pairs of the nonadjacent 1-octave bands: 0.25+1 kHz,
0.5+2 kHz, 1+4 kHz, and 2+8 kHz.

Experiment 3b: Pairs separated by spectral gaps of two,
three, and four octaves. The 30 subjects each received 180
keywords �six sets of 30 words each�. These sets consisted of
the three pairs of 1-octave bands separated by two octaves
�0.25+2 kHz, 0.5+4 kHz, and 1+8 kHz�, the two pairs
separated by three octaves �0.25+4 kHz,0.5+8 kHz�, and
the single pair separated by four octaves �0.25+8 kHz�. Ex-
periments 2, 3a, and 3b taken together represent all of the 15
possible pairwise combinations of the six 1-octave bands in
Experiment 1.

IV. RESULTS

A. Experiment 1

Figure 2 shows the average intelligibility scores �defined
as the percent correct repetition of keywords� and standard
errors for the six 1-octave bands at each presentation level. It
can be seen that except for the 0.25 kHz band �having scores
less than 1%�, the highest intelligibility was obtained when
the speech bands were presented at the two lowest levels of
60 and 50 dBA SPL. It also can be seen that intelligibility
was highest for the 2 kHz band, and that the scores for the
higher and lower bands decreased with the extent of their
separation from the 2 kHz band. The data were subjected to
a two-factor �speech level X center frequency� mixed analy-
sis of variance, which yielded significant main effects of pre-
sentation level �F�3,116�=19.4, p�0.0001� and speech band
center frequency �F�5,580�=523.9, p�0.0001�, and a sig-
nificant interaction of those factors ��F5,580�=4.9, p
�0.0001�. Simple-effects comparisons yielded significant
effects of presentation level at each speech band center fre-
quency �F�3,116��3.5, p�0.02� or better�, and subsequent
Tukey HSD tests �Hays, 1988� revealed �p�0.05� that the
effect of presentation level was due primarily to lower per-

FIG. 1. Long-term average spectrum of 180 LP SPIN sentences, subjected
to two successive stages of 4000-order FIR filtering that produced a
1-octave rectangular band centered at 2-kHz. This plot for the filtered band
is superimposed and coincides with the spectrum of the parent broadband
stimulus. The plots were generated offline via discrete Fourier transform
�DFT� with linear averaging of spectra using a 64 000-point �0.7 Hz reso-
lution� Blackman window across the entire set of digitally recorded stimuli.
Metric Halo Laboratories, Inc. produced the DFT software.

FIG. 2. Experiment 1: Mean percent intelligibility scores and standard er-
rors as measured for the six 1-octave rectangular passbands presented at four
different intensity levels to separate groups of listeners �N=30 at each level�.
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formance in the 80 dBA condition at all center frequencies
except 250 Hz. For that speech band the 50 dBA level pro-
duced higher intelligibility than all other levels. The effect of
center frequency also was subjected to simple-effects tests,
which were significant at all presentation levels �F�5,145�
�116.7, p�0.0001�. Subsequent Tukey HSD tests indicated
�p�0.05� that intelligibility at each presentation level was
highest for the 2 kHz band, next highest for the 1 kHz band,
lower for the 0.5 and 4 kHz bands �which did not differ
significantly at any presentation level�, and lowest for the
0.25 and 8 kHz bands.

B. Experiment 2

The average percent intelligibility scores and standard
errors for the five adjacent pairs of 1-octave bands �0.25
+0.5,0.5+1,1+2,2+4,4+8 kHz� are shown in Table I,
along with the scores for the nondjacent band conditions to
be discussed below. The data for the adjacent bands were
subjected to a repeated measures analysis of variance, which
yielded a significant effect of band composition �F�4,116�
=459.5, p�0.0001�. Subsequent Tukey HSD tests indicated
�p�0.05� that intelligibility was highest for the 1+2 kHz

pair, next highest and equivalent for the 0.5+1 kHz pair and
2+4 kHz pairs, and lowest for the 0.25+0.5 kHz and 4
+8 kHz pairs, which did not differ significantly.

C. Experiments 3a and 3b

The data for the pairs of speech bands separated by a
1-octave spectral gap were subjected to a repeated measures
analysis of variance, which yielded a significant effect of
band composition �F�3,93�=165.3, p�0.0001�. Subsequent
Tukey HSD tests indicated that all pairs differed significantly
�p�0.05�. The data for the band pairs separated by more
than a 1-octave spectral gap were subjected to a similar
analysis, which also yielded a significant effect of band com-
position �F�5,145�=226.3, p�0.0001�. Subsequent Tukey
HSD tests indicated �p�0.05� that intelligibility was high-
est, and equivalent, for the 0.25+2 kHz, 0.5+4 kHz, and 1
+8 kHz pairs. The next highest intelligibility was obtained
for the 0.5+8 kHz pair, and the lowest performance was ob-
tained for the 0.25+4 kHz and 0.25+8 kHz pairs, which did
not differ significantly.

Table I shows the average intelligibility scores and stan-
dard errors for all 10 nonadjacent pairs of 1-octave bands

TABLE I. Intelligibilities of individual rectangular 1-octave passbands spanning the speech spectrum and their
synergistic or redundant interactions when paired. The matrix summarizes the results obtained in Experiments
1, 2, 3a, and 3b for bands presented at 60 dBA. The dark diagonal boxes show the intelligibility scores and
standard errors for the six 1-octave rectangular passbands when heard alone. The boxes to the left of the
diagonal show the dual-band intelligibility scores and standard errors �in parentheses� for all 15 possible
pairings of the six bands. The boxes to the right of the diagonal show the percentage difference ��% � between
the dual-band scores and the predicted scores based on the scores of the two component bands when heard
alone, +�% values indicate synergy, −�% values �none found� would indicate redundancy �for further details
see text�. Note that the matrix exhibits reflection �or mirror� symmetry, so that if folded over on the major
diagonal, the dual-band intelligibilities and their �% values are superimposed.
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presented in Experiment 3. Since the table also shows the
scores for the five adjacent pairs of bands presented in Ex-
periment 2, all possible pairings of the octave bands are rep-
resented in a single matrix. These values all appear on the
left-hand side of the black boxes lying along the table’s di-
agonal. These black boxes contain the intelligibility scores
and standard errors for each of the six 1-octave bands pre-
sented individually in Experiment 1. The boxes on the right-
hand side of the main diagonal show the extent of synergy or
redundancy produced when the individual bands are paired.
The synergy/redundancy values were calculated based on the
assumption that the error probability given by �1-proportion
correct� for one band �P1� and for the other �P2� were inde-
pendent and multiplicative. The “expected” dual-band score
�SE� is then 100�1-P1xP2�. The obtained dual-band score
�SO� is shown on the left-hand side of the table’s major di-
agonal. The ratio SO /SE indicates whether the dual bands
exhibit synergy or redundancy, with values greater than unity
signifying synergy, and less than unity signifying redun-
dancy. The extent of synergy or redundancy is shown to the
right of the diagonal as �% =100��SO /SE�−1�, with positive
values indicating synergy, and negative values indicating re-
dundancy. It can be seen that none of the dual bands exhibit
redundancy, and that all of the 15 dual-band combinations
show synergy.

V. SUMMARY AND DISCUSSION

The effectiveness of speech as a means of communica-
tion depends upon the great redundancy provided by mul-
tiple dynamic cues, coupled with opportunistic strategies
adopted by the listener. This can result in appreciable intel-
ligibility even when some of the broadband information is
severely distorted or missing. Some cues occur simulta-
neously across the entire spectrum �see Rosen and Fourcin,
1986�; these include the presence or absence of voicing �e.g.,
/v/ vs /f/�, the duration of noise bursts before the onset of
voicing �e.g., /d/ vs /t/�, and the duration of articulatory clo-
sure and pauses. There are also frequency-specific cues, �1�
the peaks in spectral envelopes corresponding to the three
most important formants each have limited spectral ranges,
and each can sweep across critical bands, with the individual
formants following different trajectories �see Peterson and
Barney, 1952�; �2� cross-frequency integration of patterns of
low-frequency amplitude fluctuation can provide significant
information �see Cole and Scott, 1974; Shannon et al., 1995;
Healy and Warren, 2003�; �3� phase locking of auditory-
nerve fibers can provide local timing and fine-structure infor-
mation for the three principal vowel formants F1, F2, and
F3 �Sachs and Young, 1979, 1980�. As will be discussed, the
current study provides information concerning the effective-
ness of these cues when bands are heard singly and paired.

Experiment 1 was conducted to determine the optimal
amplitudes for this study. Six 1-octave bands were presented
at four different levels, 50, 60, 70, and 80 dBA. As shown in
Fig. 2, scores were generally highest for the 60 dBA level,
and scores declined somewhat at 70 dBA, indicating satura-
tion of neural firing rate, and decreased still further at the

80 dBA level. Based on these results, the individual bands
were presented at slow-peak levels of 60 dBA in all of the
subsequent experiments.

The decrease in intelligibility starting at the high-to-
moderate level of 70 dBA is in agreement with the observa-
tion reported by Bashford, Warren, and Lenz �2005� that the
intelligibility of a rectangular speech band starts to decline at
65 dBA corresponding to the spectrum level it had in broad-
band speech at 80 dBA. Although broadband speech intelli-
gibility can remain nearly perfect at levels exceeding
90 dBA, bandpass speech excised without a change in its
spectrum level exhibits the effects of neural saturation, ap-
parently due to the lack of lateral suppression normally
evoked by flanking components of the bandpass speech. Evi-
dence supporting the role of lateral suppression was provided
by a series of experiments employing flanking stochastic
noise.

Table I contains all of the experimental data concerning
dual-band intelligibility obtained in Experiments 2, 3a, and
3b with individual bands at a level of 60 dBA, as well as the
single band data obtained at that level from Experiment 1. In
Experiment 1, the octave band centered on 2 kHz had the
highest intelligibility. This band has the advantage of lying
within the transit range of two formants, the upper range of
F2 and the lower range of F3 �see Peterson and Barney,
1952�. It can be seen that intelligibility decreases monotoni-
cally as the separation of the lower and higher octave bands
from the 2 kHz band increases.

The finding, shown in Table I, that all of the 15 dual
bands exhibit synergy is not in agreement with earlier studies
using pairs of band-limited speech. But in each of the previ-
ous studies, contributions of the passbands and transition
bands were conflated. Experiments by Pollack �1948�, Lick-
lider �1959�, Kryter �1960�, Grant and Braida �1991�,
Steeneken and Houtgast �1999�, and Müsch and Buus
�2001a, 2001b� taken together, found that dual-band scores
exhibited redundancy when bands were adjacent, and syn-
ergy when bands had sufficient separation. Grant and Braida
suggested that when the bands were adjacent, there would be
overlapping of transition bands, so that some of the informa-
tion present in the individual bands would become redun-
dant. When the bands were separated by spectral gaps, there
would be “new” information, the extent of which depended
upon the degree of separation.

Müsch and Buus �2001a, see also 2001b� stated that a
“particularly impressive example of synergistic interaction
was reported by Warren et al. �1995�.” The study they re-
ferred to employed two widely separated 1/20-octave speech
bands having slopes of approximately 100 dBA/octave. The
band centered at 370 Hz had an intelligibility score of 0.9%
and the band centered at 6 kHz had a score of 10.4%; when
heard together, the intelligibility score was 27.8%. This mea-
sured score for the paired bands was considerably greater
than the predicted score �11.2%� calculated by Müsch and
Buus, based upon the same multiplication of error rates of
the individual bands used in the present study. When ex-
pressed as �% �as in Table I�, the extent of synergy was �
+148%. Müsch and Buus argued that their Statistical Deci-
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sion Theory �SDT� model could predict the extent of “syn-
ergistic interaction between frequency bands measured by
Warren et al.”

The extent of synergy for the individual pairs shown in
Table I depends upon a complex interaction of cues to pho-
netic and lexical identity. Some cues, such as the presence or
absence of voicing, occur simultaneously across the spec-
trum, thus confirming but not adding new information to that
available in each band. However, formants provide complex
dynamic frequency-specific information; the sweeps of a for-
mant across one of the 1-octave bands and the sweeps of the
same or a different formant in the other band would be ex-
pected to interact in complex and �at present� unpredictable
ways.

VI. CONCLUSION

The results obtained in the present study indicate that
direct measurement of passband intelligibilities using rectan-
gular bands could provide data for testing and perhaps modi-
fying the estimates of passband intelligibilities based upon
the AI/SII procedure. Comparison of the two procedures
would be facilitated by obtaining direct intelligibility mea-
surements for the same speech stimuli and passbands that
had been employed for estimates based upon the SII.
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Recent work �Iverson et al. �2003� Cognition, 87, B47-57� has suggested that Japanese adults have
difficulty learning English /r/ and /l/ because they are overly sensitive to acoustic cues that are not
reliable for /r/-/l/ categorization �e.g., F2 frequency�. This study investigated whether cue weightings
are altered by auditory training, and compared the effectiveness of different training techniques.
Separate groups of subjects received High Variability Phonetic Training �natural words from
multiple talkers�, and 3 techniques in which the natural recordings were altered via signal processing
�All Enhancement, with F3 contrast maximized and closure duration lengthened; Perceptual Fading,
with F3 enhancement reduced during training; and Secondary Cue Variability, with variation in F2
and durations increased during training�. The results demonstrated that all of the training techniques
improved /r/-/l/ identification by Japanese listeners, but there were no differences between the
techniques. Training also altered the use of secondary acoustic cues; listeners became biased to
identify stimuli as English /l/ when the cues made them similar to the Japanese /r/ category, and
reduced their use of secondary acoustic cues for stimuli that were dissimilar to Japanese /r/. The
results suggest that both category assimilation and perceptual interference affect English /r/ and /l/
acquisition. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2062307�

PACS number�s�: 43.71.Hw, 43.71.Es �ARB� Pages: 3267–3278

I. INTRODUCTION

Infants are born with an ability to tune their perceptual
processes to the sounds of their first language �L1�, but the
perceptual processes of adults are much less plastic during
second language �L2� learning. Although some scientists
have argued that this change in plasticity is a result of a
biologically delimited critical period that ends at puberty
�e.g., Lenneberg �1967�; Patkowski �1990��, the current evi-
dence suggests that this change is a gradual consequence of
learning one’s L1. For example, Flege �1999� has shown that
there is no discrete point where learning switches from
“easy” to “hard;” rather, it becomes linearly harder to learn
an L2 without an accent as one gets older. Learning does not
become globally harder for all L2 phonemes; adults have the
greatest difficulty learning L2 phonemes that are strongly
assimilated into L1 categories, and are better able to produce
and perceive L2 phonemes that are dissimilar from any ex-
isting L1 phonemes �e.g., Best et al. �1988�; Flege �1995�;
Flege et al. �2003�; Guion et al. �2000��. It appears that plas-
ticity for L2 speech perception progressively declines as in-
dividuals become neurally committed to processing their na-
tive language �e.g., Kuhl �2000��.

The case of Japanese adults learning the English /r/-/l/
distinction has become the canonical example of “hard” L2
phoneme learning. Japanese adults tend to be very poor at
distinguishing English /r/-/l/ �e.g., Goto �1971�; Miyawaki et
al. �1975��. Although the perception and production of En-
glish /r/ and /l/ can improve with experience and training
�e.g., Bradlow and Pisoni �1999�; Bradlow et al. �1999�;
Hazan et al. �in press�; MacKain et al. �1981�; Logan et al.
�1991��, it can take decades of English-language experience

before individuals achieve native levels of performance
�Flege et al. �1995��. Best and Strange �1992� hypothesized
that the English /r/-/l/ distinction is particularly hard for
Japanese adults because they are both assimilated into a
single Japanese /r/ category. The Japanese /r/ is a lateral flap,
which is much more rapid than the English /r/ or /l/, but it
has a range of F2 and F3 frequencies that overlap with those
of English /r/ and /l/ �Lotto et al. �2004��. Best and Strange
argued that English /r/ and /l/ may sound the same to Japa-
nese adults because they both are the same in respect to the
Japanese phonological system �i.e., they both are poor exem-
plars of the Japanese /r/�. Aoyama et al. �2004� have further
suggested that assimilation patterns can account for the find-
ing that Japanese adults are somewhat better at learning En-
glish /r/ than /l/; they argue that English /l/ is more similar to
the Japanese /r/ category than is English /r/, and learning to
produce and perceive English /r/ is thus easier because it is
subject to less L1 interference.

Although Best’s �1994� Perceptual Assimilation Model
can account for some patterns of L2 phoneme perception
�e.g., Best et al. �2000�; Harnsberger �2001��, our recent
work �Iverson et al. �2003�� has suggested that it cannot
explain the perception of English /r/ and /l/ by Japanese
adults. Iverson et al. �2003� replicated the common finding
that Japanese adults are much poorer, compared to English
speakers, at discriminating /r/-/l/ differences near the cat-
egory boundary. However, we found that Japanese adults
were actually better than English speakers at discriminating
within-category acoustic variation, and were more sensitive
to acoustic variation in F2 frequency. It is thus not the case
that English /r/ and /l/ stimuli all sound the same to Japanese
listeners. Instead, the problem may be that Japanese adults
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are particularly sensitive to acoustic differences that are ir-
relevant to the English /r/-/l/ categorization. Iverson et al.
�2003� hypothesized that these patterns of perceptual sensi-
tivities interfere with /r/-/l/ learning by making it harder for
Japanese adults to focus attention on more critical acoustic
cues �i.e., F3 differences near the category boundary� and
more likely to form category representations based on cues
that are not critical to native listeners �e.g., F2 frequency or
duration differences; see Gordon et al. �2001�; Yamada
�1995��. Learning English /r/ and /l/ may be hard because it
requires Japanese listeners to alter their perceptual space for
these phonemes in order to reduce these perceptual interfer-
ence effects. That is, they must learn to become less sensitive
to acoustic cues that are not important for the /r/-/l/ distinc-
tion.

The aims of the present study were to test whether the
reliance on secondary cues �i.e., acoustic differences that are
not critical for distinguishing /r/ and /l/, such as F2 and du-
ration� is reduced during learning, and to compare the effec-
tiveness of different training methods. The baseline method
was High Variability Phonetic Training �HVPT; Logan et al.
�1991��, which involves having subjects give identification
judgments with feedback for natural recordings of words
produced by multiple talkers, with target phonemes in mul-
tiple syllable positions. Pisoni and colleagues �e.g., Logan et
al. �1991�; Lively et al. �1993�� have argued that exposing
listeners to a wide range of natural stimuli is better than
training with a small number of stimuli because the distribu-
tions of natural stimuli teach individuals which cues are most
reliable; listeners are thought to store individual exemplars
that they hear in training, and the multidimensional catego-
rization space for these stimuli gets stretched along dimen-
sions where /r/ and /l/ differ and shrunk along dimensions
that do not distinguish /r/ and /l/ �see Nosofsky �1986�
�1987��. This shrinking/stretching account is compatible with
the notion of perceptual interference �Iverson et al. �2003��;
such a process is exactly what Japanese listeners would need
to alter their perceptual space so that they can better attend to
the F3 differences that are critical to the /r/-/l/ distinction.

Although HVPT has emphasized the importance of natu-
ral variability, it is possible to experimentally manipulate
stimuli to specifically target the perceptual interference prob-
lems of Japanese listeners. For example, the Perceptual Fad-
ing technique �Jamieson and Morosan �1986�� has been used
to help listeners focus on critical acoustic cues; listeners are
initially trained on stimuli that are maximally contrastive
�i.e., enhanced� on the primary acoustic cues used for a pho-
netic contrast, and the degree of enhancement is decreased as
training progresses. This approach has been used to train
English /r/ and /l/ for Japanese listeners �Doeleman et al.
�2000�; McCandliss et al. �2002�; McClelland et al. �2002�;
Protopapas and Calhoun �2000��, but it has not been directly
compared to HVPT. The present study used a version of
Perceptual Fading that was designed to parallel HVPT; the
natural stimuli used in HVPT were signal-processed to in-
crease the difference in F3 for /r/ and /l/ at early stages of
training, and decrease this difference at later stages. The
study also tested a similar training technique, All Enhanced,
in which subjects received enhanced F3 differences at every

stage �i.e., no fading�; this tested whether a lack of exposure
to stimuli with natural variability in F3 would affect the
learning process and/or generalization to natural stimuli.

Our work �Iverson et al. �2003�� suggested that too
much sensitivity to secondary cues was as much a problem
for learning as too little attention to the primary acoustic
cues. The present study thus constructed a Secondary Cue
Variability training technique that was essentially the
complement of Perceptual Fading; individuals started train-
ing on stimuli that had been signal-processed to equate sec-
ondary acoustic cues �i.e., no variability in F2, closure dura-
tion, or transition duration� and the amount of random
variability in these cues was increased throughout training.
The intention was to keep subjects from being distracted by
secondary cues at early stages of training �i.e., making it
easier to pay attention to F3 differences� and then progres-
sively teach them to ignore this kind of variation.

The study thus compared 4 training techniques �HVPT,
All Enhanced, Perceptual Fading, and Secondary Cue Vari-
ability�. The stimuli from all conditions were based on natu-
ral recordings from 10 talkers speaking 100 initial-position
/r/-/l/ minimal pair words. The positional variability normally
used in HVPT �i.e., stimuli with /r/ and /l/ in multiple syl-
lable positions� was not used here because little is known
about which acoustic cues are most important for distin-
guishing /r/ and /l/ in medial position and consonant clusters;
to compensate, more variability was introduced by using
more talkers and words than had been used in earlier studies
�e.g., Logan et al. �1991��. Subjects were given a battery of
tests before and after training to examine how well their
training generalized to new words, talkers, and syllable po-
sitions. In addition, they were tested on signal-processed
stimuli to examine whether training altered their use of sec-
ondary acoustic cues.

II. METHOD

A. Subjects

A total of 73 subjects completed testing �87 began the
training program but 14 did not finish all of the sessions�. Of
the subjects that completed, 5 were dropped from the data
analysis because of computer problems �i.e., missing data�,
and 6 were dropped because their pre-training identification
of initial-position /r/-/l/ was greater than 90% correct. There
was thus a total of 62 subjects included in the data analysis
�16 each in the Secondary Cue Variability and All Enhanced
conditions; 15 each in HVPT and Perceptual Fading�. Forty-
six of these subjects participated in all pre/post tests; the
other 16 subjects were given the pre/post tests using natural
stimuli but not those using cue-manipulated stimuli �see Pro-
cedure� due to testing time limitations.

All subjects were native speakers of Japanese with no
known hearing or language impairments. Their ages ranged
from 18 to 40 years �median 20 years�, and the age at which
they began learning English ranged from 4 to 23 years �me-
dian 12 years�. Forty-one subjects were tested in Japan; they
were students taking a course in English language at Kochi
University, and all but one of these participants had never
lived in an English speaking country. Twenty-one subjects
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were tested in England; they were students who were attend-
ing English language or phonetics courses in London, and 5
had lived for more than 12 months in an English-speaking
country �the longest for 5 years�. The subjects in the two
locations had very similar levels of /r/-/l/ identification accu-
racy �e.g., the pre-test percentage correct across all condi-
tions averaged 60.5% in Kochi and 60.3% in London�.

B. Apparatus

Subjects were tested and trained using either laboratory
PCs or their own laptops and headphones. When subjects
used their own laptops, a research assistant supervised the
installation and checking of the software, and the subjects
were able to borrow laboratory headphones if they did not
own any of sufficient quality. Subjects were allowed to adjust
the amplitude of the stimuli to a level that they found com-
fortable. Testing was completed in a quiet room under super-
vision of a research assistant. Training was completed by the
subjects on their own �e.g., at home or in the laboratory�,
with the details of each session �e.g., time and date com-
pleted� automatically logged in a password-protected file that
the subjects could not read or change.

C. Stimuli

1. Natural recordings

Twelve adult native speakers of British English �6 male
and 6 female� were digitally recorded in an anechoic cham-
ber with a calibrated microphone. The stimuli were recorded
with 44 100 16-bit samples per second, and downsampled to
22 050 samples per second at a later stage. The words were
spoken in isolation, but were presented to the talkers on a
computer screen one at a time to avoid list intonation. The
words were presented in a random order, mixed with words
that did not contain /r/ or /l/. The training corpus was re-
corded by 10 speakers and consisted of 100 initial-position
/r/-/l/ minimal-pair words �e.g., rock and lock�. The testing
corpus was recorded by two additional speakers and included
40 initial-position /r/-/l/ minimal-pair words from the train-
ing corpus, 40 initial-position /r/-/l/ minimal-pair words that
were not used in training, 40 medial-position /r/-/l/ minimal-
pair words �e.g., arrive and alive�, and 40 consonant-cluster
/r/-/l/ minimal pair words �e.g., crash and clash�. The word
lists are in Table A1 of the Appendix.

Acoustic measurements of the natural stimuli are dis-
played in Fig. 1. Formant frequency measurements were
made using hand-corrected LPC analyses. For Fig. 1 �not for
later signal processing�, the formant frequency measure-

FIG. 1. Distributions of acoustic cues in natural stimuli. The boxplots represent the quartile ranges of each acoustic measure. The distributions of initials were
based on 1000 stimuli �100 words each from 10 talkers�. The distributions of medials and clusters were based on 40 stimuli �20 words each from 2 talkers�.
The formant frequency measurements �F3 and F2� were normalized to each speaker’s vowel formant frequencies.
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ments were normalized for each talker by a multiplicative
factor that equated the F2 frequency that each speaker used
in the vowel /i/ �which is stable between speakers; Evans
�2005��; this normalization was similar to methods that have
been used to equate vowel spaces between speakers �see
Adank et al. �2004� for a review�. The closures �i.e., the
beginning of the consonant in which the articulators are held
in a relatively static position� and transitions �i.e., between
the consonant and the following vowel� were hand marked
by inspecting F1 transitions and the amplitude envelope
changes.

As expected, there was little overlap between the distri-
butions of F3 frequencies for /r/ and /l/, although the fre-
quency difference between /r/ and /l/ was moderately lower
in medials and clusters. F2 also differed between /r/ and /l/
for initials, but there was substantial overlap between the
distributions; the F2 difference was reduced further for me-
dials and clusters. The F2 cue thus has some utility for dis-
tinguishing initial-position /r/ and /l/, and has less value in
other positions �F2 may be even less useful for American
English; see Lotto et al. �2004��. There was substantial over-
lap between the distribution of closure durations for /r/ and
/l/ at all syllable positions, indicating that this would be an
unreliable acoustic cue for listeners. Transition duration was
longer for /r/ than for /l/, with some overlap between distri-
butions; the differences between transition durations was re-
duced for medials and clusters compared to initials, but the
overlap between the distributions was not greater. Transition
duration was thus similar to F2 frequency; both had some
utility as secondary cues for distinguishing /r/ and /l/.

2. Signal processing

All of the signal processing was conducted only on the
initial-position stimuli, and the processing combined changes
in duration with changes in formant frequencies. The dura-
tion changes were made using the PSOLA function in Praat
�Boersma and Weenink �2004��, and the duration of the clo-
sure and transition intervals were independently manipu-
lated. The formant frequency changes were made via LPC
analysis and resynthesis within Praat; the LPC parameters
�e.g., prediction order and frequency cutoff� were hand se-
lected for each stimulus so that the analysis correctly tracked
the formants in the spectrogram, an LPC residual was created
by inverse filtering the stimulus, a new LPC filter was cre-
ated by manipulating the formant frequencies in the LPC
analysis, and the final stimulus was created by filtering the
LPC residual with the new LPC parameters. In order to im-
prove the naturalness of the stimuli, the high-frequency en-
ergy that was removed by LPC �i.e., energy that was above
the cut-off frequency� was added back into the signal follow-
ing the LPC manipulations.

Prior to the construction of the final versions of the
stimuli, the signal processing was pilot tested to make sure
that it did not reduce the identifiability of these stimuli. A
group of 9 native British English speaking listeners gave
forced-choice /r/-/l/ identification responses for stimuli from
multiple talkers and words, with the signal-processing di-
mensions �F3 enhancement, F2, closure duration, and transi-
tion duration� varying independently. Listeners were correct

on 98.7% of the trials. Given this high level of accuracy, the
final versions of the stimuli were simply screened by a re-
search assistant to ensure that they were intelligible.

a. All Enhancement condition. Throughout training, F3
was set to extreme values during the closure �enhancing the
difference between /r/ and /l/� and the duration of the closure
was increased by 100 ms �ensuring that all stimuli would
have a closure that was long enough to be audible; see Fig. 2
for example spectrograms, and Table A2 of the Appendix for
specific values�. For /r/, F3 was set to be 100 Hz higher than
the median F2 frequency during the closure. For /l/, F3 was
set to be 100 Hz lower than the median F4 frequency during
the closure. The distribution of F3 across all stimuli was thus
bimodal, with the values for /r/ and /l/ being further apart
than in natural stimuli. To prevent the formants from cross-
ing, F2 and F4 were flattened by setting them to their median
values throughout the closure. During the transition, the de-
gree of F3 enhancement was reduced linearly so that there
was no enhancement at the end of the transition �i.e., the F3
frequency was the same as in the original recording by the
time that the transition was over�.

b. Perceptual Fading condition. On the first day of
training, the stimuli were fully enhanced �i.e., the same as in
the All Enhancement condition� and the amount of enhance-
ment was linearly decreased each day until, by Day 10, the
difference between /r/ and /l/ was less distinctive than normal
�see Fig. 2 and Table A2 of the Appendix�. The F3 values
were based on the differences between the fully enhanced
and normal values, such that there was 100% enhancement
of F3 values on Day 1 �i.e., 100 Hz greater than F2 for /r/
and 100 Hz less than F4 for /l/�, there was 50% enhancement
on Day 4 �i.e., values were the average of the fully enhanced
and normal�, there was 0% enhancement on Day 7 �i.e., nor-
mal values�, and −50% enhancement on Day 10 �e.g., for /r/,
F3 was higher than normal, by an amount equal to half the
difference between the fully enhanced and normal values�.
The “negative enhancement” in Days 8–10 lead to overlap of
the F3 distributions for /r/ and /l/, but F3 remained a cue to
the contrast because of vowel coarticulation �i.e., F3 in the
vowel tends to be lowered following an /r/ and the vowel
formant frequencies were unaffected by this manipulation�.
The amount of closure duration lengthening was 100 ms on
Day 1, and decreased linearly to 0 ms �i.e., no lengthening�
on Day 7; closure duration remained at its normal values on
Days 8–10 �i.e., it was not shortened to match the negative
F3 enhancement�.

c. Secondary Cue Variability condition. On the first
day of training, F2 during the closure, closure duration, and
transition duration were set to the median values for all
stimuli from the speaker; the stimuli thus had no variability
and no differences between /r/ and /l/ along these acoustic
dimensions. By Day 10, the stimuli randomly varied between
the maximum and minimum F2 frequency, closure duration,
and transition duration used by that speaker for all /r/ and /l/
stimuli �see values in Table A2 of the Appendix�. That is, the
stimuli had random combinations of short and long closures
and transitions, and high and low F2 frequencies, for both /r/
and /l/. The distributions of values were bimodal �i.e., the
values were either set to the minimum or maximum�. The
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values of F2 were limited for each stimulus so that they were
at least 100 Hz greater than F1 and 100 Hz less than F3 �e.g.,
if the maximum F2 frequency across all stimuli was greater
than the F3 frequency for a particular stimulus, as occurred
sometimes for /r/, F2 was set to be 100 Hz less than F3�. The
variability increased from Day 1 to Day 10 by increasing the
range of the values. That is, Day 1 had 0% range �all values
set to medians for that speaker�, Day 10 had 100% range �all
values set to the maximum or minimum�, and Day 2, for
example, had 11% range �all values set to 11% of the differ-
ence between the median and the maximum or minimum�.

D. Procedure

1. Training

Each subject was randomly assigned to one of the 4
training conditions: HVPT, All Enhanced, Perceptual Fading,
and Secondary Cue Variability. Except for the stimulus dif-
ferences between the conditions, the training procedures
were identical. The training comprised 10 sessions, each tak-
ing approximately 1/2 hour to complete. The subjects ran no
more than one session per day, and completed the training
over a 2 to 3 week period. There was a different talker each
day �as in previous HVPT studies, e.g., Logan et al. �1991�;
Lively et al. �1993��, and each subject received the same
talker order regardless of condition.

At the beginning of each session, subjects heard a greet-
ing from the talker �e.g., “Hello, my name is Ian. You’re
going to hear my voice in the training today. Let’s get
started.”� that was synchronized with an animated face. They
then completed 300 trials �3 repetitions of the 100 stimuli,
presented in a random order� of forced-choice identification
with feedback. On each trial, subjects saw minimal pair

words on the computer screen �e.g., rock and lock; the words
varied for each stimulus�, heard one of the words, and then
clicked on the “R” or “L” button to indicate which of those
words they thought they heard. If they answered correctly,
they saw a “Correct!” message on the computer screen, heard
a cash register sound, and heard the stimulus played again. If
they answered incorrectly, they saw a “Wrong.” message on
the computer screen, heard two beeps with descending pitch,
and then heard the stimulus played twice again. The screen
displayed a running tally of the percentage of correct re-
sponses during the training session.

After each training session, subjects completed a short
identification test without feedback or display of the percent-
age correct. This test tracked their performance as training
progressed, and consisted of 20 words that were randomly
selected from the training corpus. In order to directly com-
pare the different conditions, the HVPT, Perceptual Fading,
and Secondary Cue Variability conditions all used natural
speech �i.e., unprocessed� from the talker that had been used
in the training session. The All Enhancement condition used
enhanced speech, in order to test whether subjects were able
to improve when they had not heard any natural speech dur-
ing the course of the training program.

2. Pre/Post identification testing

Before and after completing the period of training, sub-
jects were tested in terms of their identification of natural
and cue-manipulated stimuli. The format of each trial was
the same as in the training �i.e., forced-choice identification
of /r/-/l/ minimal pairs�, except that subjects did not receive
feedback.

a. Natural stimuli. Subjects first completed a practice

FIG. 2. Spectrographic examples of stimuli in Perceptual Fading, for the words ray and lay. The fully enhanced versions �used on the first day of training in
Perceptual Fading, and on all days in All Enhanced� set F3 to extreme values and increased the duration of the initial closure by 100 ms. The under-enhanced
versions �used on the last day of training in Perceptual Fading� decreased the contrast in F3 frequencies and had natural closure durations.
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block of 10 trials, comprising initial-position /r/-/l/ minimal
pairs from the training set. Subjects then completed 10 ex-
perimental blocks �5 conditions, with 2 talkers for each con-
dition� of 20 trials each. The 5 conditions were: �1� trained
talkers and words, �2� new talkers and trained words, �3� new
talkers and new initial-position words, �4� new talkers and
new medial-position words, and �5� new talkers and new
consonant-cluster words. Each of the 10 blocks had a differ-
ent word list �i.e., words were not repeated�. All subjects
received the same 10 lists of words, and all subjects were
tested on the same talkers. The word lists are in Table A1 of
the Appendix.

b. Cue-manipulated stimuli. Following identification
testing for natural stimuli, subjects completed the same
forced-choice identification task with stimuli that had been
signal-processed to alter the acoustic cues. There were two
talkers and 9 stimulus conditions, and the talkers and words
were drawn from the training corpus. The conditions were:
�1� Short Closure �i.e., closure duration set to a speaker’s
minimum, as in Day 10 of Secondary Cue Variability�, �2�
Long Closure �i.e., closure duration set to a speaker’s maxi-
mum, as in Day 10 of Secondary Cue Variability�, �3� Short
Transition �i.e., transition duration set to a speaker’s mini-
mum, as in Day 10 of Secondary Cue Variability�, �4� Long
Transition �i.e., transition duration set to a speaker’s maxi-
mum, as in Day 10 of Secondary Cue Variability�, �5� Low
F2 �i.e., F2 set to a speaker’s minimum, as in Day 10 of
Secondary Cue Variability�, �6� High F2 �i.e., F2 set to a

speaker’s maximum, as in Day 10 of Secondary Cue Vari-
ability�, �7� Enhanced F3 �i.e., F3 the same as Day 1 of
Perceptual Fading, with no duration lengthening�, �8� Nega-
tive Enhancement of F3 �i.e., F3 the same as Day 10 of
Perceptual Fading�, and �9� Natural stimuli �i.e., no acoustic
manipulation�. There were 2 blocks �1 for each talker�, with
180 trials per block �20 trials per stimulus condition, with the
conditions mixed randomly within each block�.

III. RESULTS

A. Pre/Post identification of natural stimuli

The pre- and post-training results for initial-position
words �see Fig. 3� were analyzed by MANOVA; the RAU-
transformed percentages correct �Rationalized Arcsine Units;
Studebaker �1985�� were analyzed with pre/post �i.e., before
and after training� and stimulus condition �trained talkers and
words; new talkers and trained words; and new talkers and
new words� coded as within-subject factors �i.e., as a re-
peated measure� and training condition coded as a between-
subject factor. There was a significant effect of pre/post,
F�1,58�=102.01, p�0.001, demonstrating that identification
performance improved after training �mean improvement of
18 percentage points�. There was a significant effect of
stimulus condition, F�2,57�=57.00, p=0.008; on average,
accuracy for the trained talkers and words was 2.3 percent-
age points higher than for the other two conditions. However,
there was no significant interaction of stimulus condition and

FIG. 3. Identification accuracy for natural /r/ and /l/ stimuli before and after training, for High Variability Phonetic Training �HVPT�, All Enhanced �AE�,
Perceptual Fading �PF�, and Secondary Cue Variability �SC�. Pre-test scores are aggregated across training techniques, because there were no significant
differences between the subjects assigned to the different techniques. Although there was high between-subject variability in pretest scores, there were reliable
within-subject improvements after training. Improvement was greatest for initial-position stimuli, and this training generalized to new talkers and initial-
position words. Generalization was weaker for medials and clusters. There were no significant differences between training techniques.
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pre/post, p�0.05, which indicated that the magnitude of im-
provement with training was similar across the stimulus con-
ditions �i.e., the training generalized to new words and talk-
ers�. There was no significant effect of training condition and
no significant interactions, p�0.05, demonstrating that all
four training conditions yielded similar levels of improve-
ment in identification accuracy.

To further examine generalization, the pre- and post-
training results for the different syllable positions �initial,
medial, cluster� were also analyzed by MANOVA. There was
a significant effect of pre/post, F�1,58�=99.65, p�0.001,
demonstrating that identification performance improved after
training. There was a significant effect of position, F�2,57�
=42.29, p�0.001, demonstrating that initials were more ac-
curately identified than were medials and clusters. There was
also a significant interaction of position and pre/post,
F�2,56�=12.61, p�0.001, demonstrating that the improve-
ment in training on initials did not fully generalize to the
other syllable positions �median improvement in accuracy
was 18.0 percentage points for initials, 8.7 percentage points
for medials, and 5.5 percentage points for clusters�. There
was no significant effect of training condition and no signifi-
cant interactions, p�0.05, demonstrating that all four train-
ing conditions yielded similar levels of improvement in iden-
tification accuracy.

B. Changes in identification performance during
training

Although the pre/post analysis demonstrated that there
were no differences in improvement between training meth-
ods, the results for each training session were analyzed to
examine whether identification improved at different rates
among the training conditions. The results for the tracking
test at the end of each training session, for all conditions
except All Enhanced �which did not have a tracking test with
natural stimuli�, are displayed in Fig. 4. Identification perfor-
mance appeared to improve steadily for all conditions, with-

out reaching asymptotic levels. There was some variation
between conditions in Days 4–6 that may have been caused
by differences in the intelligibility of speakers. A MANOVA
analysis of the RAU-transformed percentages correct re-
vealed that there was a significant main effect of day,
F�9,29�=9.62, p�0.001, demonstrating that training im-
proved recognition. There was no significant effect of train-
ing condition, p�0.05, but there was a marginally signifi-
cant interaction between day and training condition,
F�18,58�=1.67, p=0.072. It is thus possible that there were
some differences in the rate of learning in the different con-
ditions, but the mean data in Fig. 4 suggests that the differ-
ences, if reliable, were small.

C. Pre/Post assessment of cue-manipulated stimuli

Figure 5 displays the percentage correct for /r/ and /l/
when the secondary cues were altered. A preliminary exami-
nation revealed that there were substantial differences in re-
sponse bias between conditions �e.g., listeners gave more /l/
responses when transition durations were short than when
they were long�, so Detection Theory �Macmillan and Creel-
man �1991�� was used to calculated the sensitivity �d�� and
bias �c� for each condition. The bias statistic provides a way
of measuring cue weighting. For example, if listeners are
biased to identify stimuli with long transitions as /r/ and
short transitions as /l/, this would demonstrate that the tran-
sition duration affects whether they identify the stimulus as
/r/ or /l/ and thus indicate that transition duration had high
weighting in the categorization decision. If listeners had zero
bias for a cue, this would indicate that the cue does not affect
/r/-/l/ identification, and thus had low weighting.

For each stimulus condition, a MANOVA analyzed the
bias with pre/post �i.e., before and after training� as a within-
subjects variable and training condition as a between-
subjects variable. Although d� was also analyzed, the results
are not reported here because they simply corresponded with
the natural identification results �i.e., d� increased with train-
ing, but there were no interactions with training condition�.

For closure duration, listeners had a strong bias before
training to label long closures as /r/ and short closures as /l/,
demonstrating that they had a high weighting for this cue in
their categorization decision. After training, subjects had sig-
nificantly reduced response bias for long closures, F�1,42�
=2.51, p�0.001, but there was no change for short closures,
p�0.05; training thus modified their cue weightings some-
what �particularly for long closures�, but they continued to
use this cue. There was no main effect of training condition
or significant interaction with pre/post, p�0.05.

For transition duration, listeners had a strong bias before
training to label long transitions as /r/ and short transitions as
/l/, demonstrating that they had a high weighting for this cue.
After training, subjects had significantly reduced bias for
long transitions, F�1,42�=21.0, p�0.001, but had signifi-
cantly increased bias for identifying short-transition stimuli
as /l/, F�1,42�=18.0, p�0.001; training thus changed how
they used this cue, but they continued to give high weight to
this cue overall. For long-transition stimuli, there was a sig-
nificant main effect of training condition, F�3,42�=4.4, p

FIG. 4. Changes in identification accuracy for /r/ and /l/ over time. Subjects
gradually improved in identification accuracy during the 10 training ses-
sions. There were no significant differences between training techniques.
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=0.009, but no significant interaction with pre/post, p
�0.05; there were some differences in long-transition biases
between subject groups �i.e., All Enhanced subjects had less
bias to identify /r/� but this difference seemed more a result

of the subject assignment to conditions rather than a result of
training. For short-transition stimuli, there was no main ef-
fect of training condition or significant interaction with pre/
post, p�0.05.

FIG. 5. Identification accuracy for cue-manipulated stimuli before and after training, for High Variability Phonetic Training �HVPT�, All Enhanced �AE�,
Perceptual Fading �PF�, and Secondary Cue Variability �SC�. Subjects were biased to identify stimuli with long closures and transitions as /r/ before training,
but this bias was reduced after training. Subjects were biased to identify stimuli with short closures and transitions as /l/ before training; this /l/ bias increased
after training for short transitions and for high F2 frequencies.
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For F2 frequency, listeners began with no strong biases,
demonstrating low cue weighting. After training, they did not
significantly change their biases for low-F2 frequency
stimuli, p�0.05, but they increased their bias to identify
high-F2 frequency stimuli as /l/, F�1,42�=25.8, p�0.001,
demonstrating an increased weighting for this cue. There
were no main effects of training condition or significant in-
teractions with pre/post, p�0.05.

For the other conditions in the cue-manipulated identifi-
cation tests, there was low bias before training, but a small
bias to identify stimuli as /l/ after training �natural stimuli,
F�1,42�=31.6, p�0.001; enhanced F3, F�1,42�=11.8, p
=0.001; negatively enhanced F3, F�1,42�=9.7, p=0.003�.
Although there were no significant interactions between
training condition and pre/post, p�0.05, there were signifi-
cant main effects of training condition for enhanced F3,
F�3,42�=3.2, p=0.033, and negatively enhanced F3,
F�3,42�=4.7, p=0.006; subjects in the All Enhanced condi-
tion had a slightly stronger bias overall to identify stimuli as
/l/.

To further explore the apparent increase in /l/-bias after
training, the identification of natural stimuli in the main pre/
post test was reanalyzed in terms of response bias. As dis-
played in Fig. 6, there was a significant increase in bias to
identify stimuli as /l/ after training, F�1,58�=46.7, p
�0.001. There was no main effect of training condition or
significant interaction, p�0.05. The increase in /l/-bias can
also be interpreted as a differential increase in identification
accuracy. That is, individuals had greater improvement in
identification accuracy for /l/ than for /r/.

IV. DISCUSSION

The results demonstrated that there was significant im-
provement of /r/ and /l/ identification by Japanese adults; the
identification of initials improved by an average of 18 per-
centage points, which is at least as large as in previous stud-
ies that have used HVPT �Hazan et al. �in press�; Logan et
al. �1991�; Lively et al. �1993�; Bradlow and Pisoni �1999�;

Bradlow et al. �1999��. There were no significant differences
in how well the methods improved perception, both in terms
of correct identification and in the use of secondary acoustic
cues. Regarding the applied goal of aiding L2 phoneme
learning, it thus appears that training with natural speech is
currently the best method, because the signal processing
techniques used here are more labor intensive and offer no
additional gains in performance. However, the lack of sig-
nificant differences between training methods also demon-
strates that there is nothing particularly special about having
fully natural variability; Pisoni and colleagues �e.g., Logan et
al. �1991�; Lively et al. �1993�� have emphasized the impor-
tance of exposing listeners to natural speech from multiple
talkers in order to teach listeners how individual talkers co-
vary their acoustic cues, but training was just as successful
here using methods in which the F3 or secondary cues were
varied unnaturally. Even though the specific signal-
processing methods used here did not improve upon natural
speech, the general approach of training with manipulated
speech is supported by our results; listeners clearly could
learn under these conditions. It remains to be seen whether
differences between the methods would emerge if long-term
retention or production were measured, if other phonetic
contrasts or cues were trained that might benefit more from
enhancement, or if more natural enhancement �i.e., clear
speech� was used.

The changes in secondary-cue biases support the general
view that secondary cues are important to L2 phoneme learn-
ing, but the changes were not as predicted by the perceptual
interference account �Iverson et al. �2003��. That is, there
was not a general reduction in the salience of secondary
acoustic cues as identification performance improved.
Rather, there was a decrease in response bias for some types
of secondary cues �long closures and transitions� and an in-
crease in others �short transitions and high F2 frequencies�.1

The patterns of secondary cue weightings after training also
did not correspond to their validity in natural stimuli, con-
trary to the patterns of shrinking and stretching predicted by
exemplar models �e.g., Logan et al. �1991�; Lively et al.
�1993��. For example, /r/ and /l/ have substantial overlap in
terms of closure duration �Fig. 1�, with /r/ having shorter
closures on average, but listeners persisted in being biased to
label short-closure stimuli as /l/. Moreover, the acoustic mea-
surements revealed that F2 frequency and transition duration
had some cue validity, but their natural distributions did not
predict the asymmetries in subjects’ cue weightings. For ex-
ample, the acoustic measurements indicated that the presence
of a long transition was a more reliable cue for /r/ than a
short transition was for /l/ �i.e., there was more overlap be-
tween the distributions for durations �25 ms�, but the sub-
jects changed their cue weightings in an opposite way, reduc-
ing /r/-bias for long transitions and increasing /l/-bias for
short transitions.

On the surface, the results are also at odds with category
assimilation accounts of /r/-/l/ learning. Aoyama et al. �2004�
claimed that English /l/ is more strongly assimilated into the
Japanese /r/ category than is English /r/, and this makes En-
glish /r/ easier to learn. Our results showed the opposite pat-
tern of learning, with /l/ identification improving more with

FIG. 6. Identification accuracy for natural stimuli before and after training,
divided by /r/ and /l/, for High Variability Phonetic Training �HVPT�, All
Enhanced �AE�, Perceptual Fading �PF�, and Secondary Cue Variability
�SC�. Subjects became biased to identify stimuli as /l/ after training, leading
to more accurate identification of /l/ than /r/.
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training than /r/. However, it is notable that all of the unpre-
dictable cue biases described above involved stimuli that
would be expected to be strongly assimilated into the Japa-
nese /r/ category. That is, assimilation has been shown to be
stronger for English /r/ and /l/ stimuli that have high F2
frequencies �Iverson et al. �2003��, and the short duration of
the Japanese /r/ would likely produce stronger assimilation
effects for English stimuli with short closures and transitions;
all of these types of stimuli were biased to be identified as
English /l/ after training. It is thus plausible that training
caused subjects to learn to systematically label a stimulus as
/l/ whenever it was strongly assimilated into the Japanese /r/
category �Japanese students are sometimes taught this strat-
egy when learning English; Lotto et al. �2004��. For stimuli
that were probably not strongly assimilated �low F2 frequen-
cies, and long closures and transitions�, subjects had low
biases for secondary acoustic cues after training, in accord
with the predictions of perceptual interference �Iverson et al.
�2003�� and exemplar models �e.g., Logan et al. �1991�;
Lively et al. �1993��. Category assimilation and perceptual
interference may therefore combine to affect how English /r/
and /l/ are learned.

This account may help explain why there were no dif-
ferences between training conditions. The Secondary Cue
Variability technique was designed to eliminate the validity
of secondary acoustic cues, such that, for example, the dis-
tributions of transition duration would be identical for /r/ and
/l/ rather than as in natural stimuli �i.e., /r/ longer than /l/,
with some overlap between distributions�. This technique
successfully reduced /r/-bias for stimuli with long transitions,
but /r/-bias was reduced by all of the other training tech-
niques too. It seems that natural variability in transition du-
rations was sufficient to change biases, and that the Second-
ary Cue Variability technique offered no additional
improvement. For the stimuli that were strongly assimilated
into the Japanese /r/ category, the variability in the stimuli
may not have mattered very much �e.g., stimuli with short
closures were biased to be labeled as /l/ even though this was
unmotivated by the acoustic distribution of stimuli in any of
the conditions�, and hence there were no differences between
training conditions.

The poor generalization of training to medials and clus-
ters may simply have occurred because they were too dis-
similar to the initial-position stimuli that were used during
training. That is, they may not have mapped onto the same
categorization space � cf., Lively et al. �1993��. The acoustic
measurements, though, suggest that category assimilation
may also have played a role. That is, medials and clusters
had shorter closure durations, and /r/ in those positions had
higher F2 frequencies, all of which promote assimilation into
the Japanese /r/ category. That being said, training did not
cause subjects to identify all medials and clusters as /l/ �there
was an /l/-bias, as in the other conditions�, and these posi-
tions have not been shown to be particularly resistant to
training in previous studies that included medials and clus-
ters in the training set �e.g., Logan et al. �1991�; Lively et al.
�1993��.

In summary, the results demonstrate that listeners
modify their use of secondary cues during L2 phoneme

learning, and suggest that both perceptual interference and
assimilation affect the learning process. Although the signal-
processing methods used here did not improve the effective-
ness of training, the results demonstrate that there is still
room for improvement in existing methods; identification
performance for most individuals did not reach ceiling after
training, and category assimilation remained a barrier to
learning. What may be needed are new techniques that are
specifically targeted to reduce assimilation effects.

APPENDIX

TABLE A1. Words used in the experiment.

Trained words

lack rack leer rear loaves roves
lad rad lent rent lob rob
lag rag lice rice lobe robe
laid raid lick Rick lock rock
lake rake lid rid long wrong
lamb ram lies rise look rook
lane rain life rife loom room
lank rank lift rift loss Ross
late rate light right lot rot
laughed raft limb rim loud rowed
laws roars lime rhyme lout rout
lay ray line Rhine low row
laze raise lined rind lows rose
leach reach link rink lump rump
leaf reef lip rip lush rush
leak reek lit writ lust rust
led red loan roan
New initial-position words �pre/post test�

lace race lest rest loot root
lamp ramp lewd rude lope rope
lap wrap lied ride lord roared
lapse raps list wrist lose ruse
law raw load road lug rug
leap reap loam roam lung rung
lens wrens loon rune
New medial-position words �pre/post test�

alive arrive elect erect palling poring
allows arouse fairly fairy pilot pirate
bawling boring fallow farrow starling starring
believe bereave holler horror tally tarry
bellies berries mallow marrow teller terror
calling coring miller mirror whirling whirring
collect correct palate parrot
New cluster words �pre/post test�

bland brand flame frame glue grew
bloom broom flesh fresh plank prank
blunt brunt flows froze plays praise
blush brush flute fruit plod prod
clamp cramp glass grass splay spray
climb crime glaze graze splint sprint
cloud crowd glow grow
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1The pattern of bias changes could also be interpreted as being a result of a
global increase in /l/ bias, because most conditions changed bias in the
direction of more /l/ responses �i.e., reductions in /r/ bias and increases in /l/
bias both result from increases in the proportion of /l/ responses�. However,
the /l/ bias did not change to the same extent across all conditions. For
example, there was no bias change for low-F2 frequencies, but a significant
increase in /l/ bias for high-F2 frequencies. This suggests that there were
cue-specific changes to biases rather than a simple global increase in the

proportion of /l/ responses or an overall increase in /l/ identification accu-
racy.
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Accented speech recognition is more challenging than standard speech recognition due to the effects
of phonetic and acoustic confusions. Phonetic confusion in accented speech occurs when an
expected phone is pronounced as a different one, which leads to erroneous recognition. Acoustic
confusion occurs when the pronounced phone is found to lie acoustically between two baseform
models and can be equally recognized as either one. We propose that it is necessary to analyze and
model these confusions separately in order to improve accented speech recognition without
degrading standard speech recognition. Since low phonetic confusion units in accented speech do
not give rise to automatic speech recognition errors, we focus on analyzing and reducing phonetic
and acoustic confusability under high phonetic confusion conditions. We propose using likelihood
ratio test to measure phonetic confusion, and asymmetric acoustic distance to measure acoustic
confusion. Only accent-specific phonetic units with low acoustic confusion are used in an
augmented pronunciation dictionary, while phonetic units with high acoustic confusion are
reconstructed using decision tree merging. Experimental results show that our approach is effective
and superior to methods modeling phonetic confusion or acoustic confusion alone in accented
speech, with a significant 5.7% absolute WER reduction, without degrading standard speech
recognition. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2035588�
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I. INTRODUCTION

Most state-of-the-art automatic speech recognition
�ASR� systems fail to perform well when the speaker has a
regional accent different from that of the standard language
the systems were trained on. The high error rate is largely
due to the effects of phonetic confusions and acoustic con-
fusions in accented speech. Previous studies on accented
speech recognition investigated in detail the effect of pho-
netic confusions �Liu et al., 2000; Tomokiyo, 2001� or
acoustic confusions �Huang et al., 2000�. However, the dis-
tinction and correlation between phonetic and acoustic con-
fusions, in particular how to model their different roles for
better ASR performance, are less clear. We suggest that it is
essential to distinguish phonetic and acoustic confusions, as
well as understand their relationship and roles in accented
speech in order to achieve better recognition performance.

Phonetic confusions in accented speech are caused by
the speaker pronouncing an expected phone in a different
way �for example, when /zh/ is pronounced as /z/�. A phone
is the fundamental sound category that is represented by a
particular group of articulatory features found in languages
�Stevens, 1998�. In the speech production process, a speaker
first retrieves the canonical pronunciation of the word from
his/her mental lexicon in terms of phoneme sequence �i.e.,
baseform�, and then forms the articulatory shape of the pro-
nunciation in terms of phones �i.e., surface form�. Due to the
effect of different accents and pronunciation habits, the sur-
face form production can be different from that of the base-

form. From this point of view, phonetic confusion can be
regarded as the probabilistic transformation from a baseform
unit to a surface form unit. In speech recognition, it is the
erroneous recognition of a baseform phone into a different
surface form phone.

On the other hand, acoustic confusion arises when the
accented speech is found to lie acoustically somewhere be-
tween two baseform phones and can be equally recognized
as either �for example, when it is in between /zh/ and /z/�.
Acoustic confusion can also come from data and recognizer-
related confusions �Strik and Cucchiarini, 1999; Fung et al.,
2000�, in addition to pronunciation variation.

In this paper, we focus on accent-specific phonetic and
acoustic confusions. Phonetic and acoustic confusions are
common and amorphous in accented speech, which degrade
the recognition performance if they are not well accounted
for.

A common approach to reduce phonetic confusion in
ASR is by extending the phone set and generating a dictio-
nary with multiple pronunciations �Bacchiani and Ostendorf,
1998; Chen et al., 2002, Li et al., 2000�. In this approach,
phonetic set is extended to include more surface form vari-
ants by either using hand-defined symbols based on phono-
logical knowledge �Li et al., 2000� or by using data-driven
methods �Bacchiani and Ostendorf, 1998; Chen et al., 2002�.
For example, Li et al. �2000� used pre-defined SAMPA-C
symbols to differentiate Wu accented Mandarin pronuncia-
tions for spontaneous speech annotation. Chen et al. �2002�
applied the chi-square test to design additional phonetic units
for phonetic confusions with short duration. Bacchiani and
Ostendorf �1998� proposed a data-driven method to generatea�Electronic mail: pascale@ee.ust.hk
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acoustic subword unit �ASU� to capture phonetic confusions.
Jurafsky et al. �2001� showed that triphones are a good
phone set for modeling multiple pronunciations.

Moreover, augmenting the pronunciation dictionary by
pronunciation variations typically found in accented speech
provides more hypotheses in the decoder search space which
sometimes leads to better recognition results. Huang et al.
�2000� and Liu et al. �2000� established accent-related pro-
nunciation dictionaries, where the alternatives in the dictio-
naries are learned from accented speech data. Liu and Fung
�1999� generated accent-adapted dictionary using some
supra-segmental information to model the phonetic confu-
sions in Cantonese-accented English.

To model acoustic confusions, especially those in ac-
cented speech, a commonly adopted method is to modify the
acoustic parameters to cover accent variations. For example,
retraining acoustic models using a large amount of accented
speech data �Huang, et al., 2000, Liu et al., 2000�, applying
maximum a posteriori �MAP� or maximum log likelihood
ratio �MLLR� on speaker-independent models to adapt to the
acoustic characteristics of a particular accent �Young, 1999;
Tomokiyo, 2001�. Juang and Katagiri �1992�, Chou et al.
�1992� and Katagiri et al. �1998� proposed a discriminative
training approach that uses the local error information to re-
fine the acoustic model. Recently, Nakamura �2002� pro-
posed restructuring Gaussian mixture density functions with
Gaussian mixture sharing to restore local modeling mismatch
within the confused acoustic models.

However, it is not sufficient to either model phonetic
confusion or acoustic confusion exclusively as in the above-
mentioned methods, when phonetic and acoustic confusions
are correlated but different.

Simply using extended phonetic units is insufficient in
reducing a lot of phonetic confusions which also include
acoustic confusions. Even though an accent-specific dictio-
nary with multiple pronunciations provides a larger hypoth-
esis space to cover phonetic confusions, a larger search space
also leads to more lexical confusion if the underlying models
are acoustically confusable. In other words, the increase in
dictionary size can increase recognition errors if the under-
lying models already contain acoustic confusions. Mean-
while, the local error information used for discriminative
training to reduce acoustic confusions is based on recogni-
tion errors, which may be attributed to various recognizer
and data design configurations, not just because of accent. In
addition, retraining and using MAP or MLLR adaptation of
acoustic models lead to irreversible changes in acoustic pa-
rameters that are not suitable for native speech recognition.
This results in performance degradation in speaker-
independent systems.

In this paper, we propose methods to measure phonetic
and acoustic confusions and reduce them for optimal speech
recognition performance on accented speech without sacri-
ficing the performance on standard speech. The paper is or-
ganized as follows. In Sec. II, we analyze a special case of
Cantonese-accented Mandarin speech, which is used as our
test case. Section III outlines the distinction and correlation
between phonetic and acoustic confusions in accented
speech. Section IV describes the mechanism of reducing

both the phonetic and acoustic confusions using accent-
specific units and acoustic model reconstruction. In Sec. V,
experiments on accented Mandarin telephony speech are pre-
sented. We summarize our work and present our conclusions
in Sec. VI.

II. CANTONESE ACCENT IN MANDARIN

Accent is a more serious problem for native Mandarin
speakers than for native speakers of most other languages. In
addition to the standard Chinese Mandarin �also known as
Putonghua� spoken by radio and TV announcers, there are
seven major language regions in China, including Guanhua,
Wu, Yue, Xiang, Kejia, Min, and Gan �Huang, 1987�. These
major languages can be further divided into more than 30
sub-categories of dialects. In addition to lexical, syntactic,
and colloquial differences, the phonetic pronunciations of the
same Chinese characters are quite different between Manda-
rin and the other Chinese languages. Only 70% of Chinese
speakers on Mainland China are native speakers of Guanhua,
the language group most related to Mandarin. Among these,
only a minority speak with the standard Mandarin accent.
Consequently, accent distribution among Mandarin speakers
can be as varied as that among European speakers of En-
glish. Cantonese is an important regional language and is
spoken by tens of millions of speakers in south China, Hong
Kong, and overseas. 60% of the pronunciations between
Cantonese and Mandarin are not even close to each other
�Huang, 1987�. In this section, we focus on the phonetic and
acoustic analysis of Cantonese and Mandarin, especially on
the pronunciation differences of their subword units, to high-
light the phonological differences between the two lan-
guages. Cantonese-accented Mandarin is used as the test case
for our work in this paper.

In Chinese ASR systems, initial and final units are con-
ventionally used as subword units instead of phonemic units.
One initial corresponds to one phoneme, while one final may
consist of one or several phonemes. Without taking into ac-
count tonal differences, there are 21 initials and 37 finals for
Mandarin, compared to 19 initials and 53 finals in Cantonese
�Lee et al., 2002�. Initials in both Mandarin and Cantonese
consist of a single consonant. However, the initial invento-
ries for these two languages are different. In contrast to Man-
darin initials, Cantonese initials do not have retroflexed af-
fricatives �e.g., /zh/, /ch/, /sh/, and /r/�, but include one
additional velar nasal /ng/. Table I gives an example of a
comparison between Mandarin and Cantonese initials with
respect to the place and method of articulation. The structure
of Cantonese finals is more complicated than that of Manda-
rin. Cantonese finals have six different consonant codas �/m/,
/n/, /ng/, /k/, /p/, and /t/� in contrast to the two codas /n/ and
/ng/ in Mandarin finals. Cantonese finals have five catego-
ries: vowel, diphthong, vowel with nasal coda, vowel with
stop coda and syllabic coda. On the other hand, Mandarin
finals were comprised of a vowel or diphthong nucleus pre-
ceded by an optimal medial and followed by an optimal na-
sal.

Consequently, native Cantonese speakers often have dif-
ficulty pronouncing many basic Mandarin initials and finals.
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They use some of the typical strategies of language learners
to compensate for such difficulties, including phonological
transfer, overgeneralization, prefabrication, epenthesis, etc.
For example, the pronunciation of the retroflexed affricative
/zh/ is sometimes similar to that of the dental velar /z/ among
Cantonese speakers. Since there is no /zh/ in the Cantonese
initial set, the speaker naturally moves this pronunciation to
the most similar initial unit /z/ from the Cantonese initial set.
On the other hand, such pronunciation is distinct from the
canonical pronunciation of /z/ since the speaker needs to dis-
tinguish the pronunciation between /zh/ and /z/. Sometimes,
this intention to distinguish leads the Cantonese speaker to
pronounce /zh/ as /j/. Since the speaker is trying to say /zh/
and not /z/ or /j/, the phonological transfers of “zh→z” and
“zh→ j” lead to confusable pronunciations which are corre-
lated with yet different from the canonical pronunciations of

/z/ and /j/. Moreover, this type of change is unidirectional in
accented speech, i.e., there are no “z→zh” or “j→zh” trans-
fers. The degree and tendency of confusions between “zh
→z” and “z→zh”, and between “zh→ j” and “j→zh” are
quite different.

III. PHONETIC CONFUSION VERSUS ACOUSTIC
CONFUSION

A. Phonetic confusions and acoustic confusions are
different yet correlated

There are different types of phonetic and acoustic con-
fusions in speech recognition systems. While some phonetic
and acoustic confusion are correlated with each other, others
are not, and whereas some are caused by accented speech,
others are due to inadequacies and idiosyncrasies in the de-
sign and implementation of the recognizer or the training
data. In this paper, we focus on analyzing and reducing pho-
netic and acoustic confusion caused by accented speech.

Phonetic confusion is a property of relating phone in-
stances to acoustic models whereas acoustic confusion is a
property of acoustic models. In accented speech, phonetic
confusion is caused by the pronunciation of an expected
phone into a different one whereas acoustic confusion arises
from a pronounced phone lying between two standard
phones acoustically �Liu and Fung, 2003a; Tsai and Lee,
2003�. For a speech recognizer trained on standard speech,
phonetic confusion is then the erroneous recognition of a
phonetic unit in the accented speech into another phonetic
unit in the standard speech. It can be regarded as the prob-
ability of the transformation from a baseform unit to a sur-
face form unit. Acoustic confusion, on the other hand, is at a
more fundamental level and describes the distance between
the phonetic unit in accented speech and phonetic units rep-
resented by two baseform models, in terms of acoustic prop-
erties.

Phonetic and acoustic confusions are different yet corre-
lated in the speech recognition task. If the acoustic models of
two phonetic units are close to each other �i.e., not easily
separable�, then these models have low discriminative ability
and will cause phonetic confusions in the final recognition
task, irregardless of whether the input speech is accented or
not. However, even if the trained acoustic models have good
separability, accented speech might produce a phone that lies
somewhere between two models and again cause acoustic
confusion, resulting in phonetic confusion. In other cases, the
accented speech might produce one phone that is clearly
close to another, different phone in the standard speech. This
causes phonetic confusion, even though there is no acoustic
confusion between models.

We use Fig. 1 to illustrate the distinction and correlation
between the phonetic confusion and the acoustic confusion.
Suppose “A” is a phonetic unit and “B” is another phonetic
unit that is often confused with “A.” Acoustic models for
“A” and “B” consist of a single Gaussian component,
GA��A,�A� and GB��B,�B�, respectively, where � and � are
the mean and the variance. The phonetic confusion between
units “A” and “B” are measured using P�B �A� which is
computed using occurrence frequencies �Byrne et al., 2001;

TABLE I. Mandarin initials vs Cantonese initials.

Manner of
articulation

Place of
articulation

Mandarin
initials

4 Plosive Labial b
Alveolar d
Velar g

Aspirated plosive Labial p
Alveolar t
Velar k

Affricates Alveolar z
Retroflex zh
Dorsal j

Aspirated affricates Alveolar c
Retroflex ch
Dorsal q

Nasals Labial m
Alveolar n

Fricatives Labiodental f
Alveolar s
Retroflex sh

r
Dorsal x
Velar h

Laterals Alveolar l

Plosive Labial b
Alveolar d
Velar g

Aspirated plosive Labial p
Alveolar t
Velar k

Plosive, lip-rounded Velar, labial gw
Aspirated plosive, lip- rounded Velar, labial kw
Nasals Labial m

Alveolar n
Velar ng

Liquid Lateral l
Affricate, unaspirated Alveolar z
Affricate, aspirated Alveolar c
Fricative Alveolar s

Dental-labial f
Vocal h

Glide Alveolar j
Labial w
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Liu and Fung, 2003a; Chen et al., 2002�. The more “A”
maps to “B,” the higher the phonetic confusion. On the other
hand, the acoustic confusion is measured using the acoustic
distance between models “A”; and “B”, i.e., the distance be-
tween the Gaussian components. This distance is computed
using Gaussian distance measure �Li and King, 1999; Liu
and Huang, 2000�. In this case, the more model “A” overlaps
with model “B” �the shaded area in Fig. 1�, the higher the
acoustic confusion between “A” and “B.” Obviously, pho-
netic and acoustic confusions are measured differently.

Suppose the acoustic samples for phone A and phone B
are XA and XB, respectively, in the accented speech. If the
acoustic sample is located in the shaded area, it can be as-
signed to either P�B �XA� or P�A �XB�, causing phonetic con-
fusions. Conversely, acoustic confusion is caused by a large
overlap between “A” and “B,” causing the misclassification
of P�XA �B� and P�XB �A�.

Even if model A and model B do not have any overlap,
XA can still be recognized as phone B, if the accented speech
differs from standard speech. In this case, there is phonetic
confusion without acoustic confusion.

We wish to point out that there are other conditions that
lead to phonetic confusions, even if the input speech has no
accent: �1� models “A” and “B” are confusable even in stan-
dard speech. This corresponds to the underlying acoustic
confusions �e.g., /b/ and /d/, /in/ and /ing/ in Mandarin
speech�. Representing this condition in Fig. 1 is the large
shaded area, and the high overlap ratio. Hence, even if the
speaker accurately pronounces “A” or “B,” chances for mis-
matched outputs still exist; �2� models are poorly trained
because of biased data or incorrect phonetic transcriptions
due to transcriber disagreement.

Assuming the above two factors are held constant, i.e.,
we use the same set of training data and transcriptions and
the same training methods for an ASR system, we are inter-
ested in studying how best to reduce phonetic and acoustic
confusions due to the accent effect.

B. Measuring phonetic and acoustic confusions

1. Measuring phonetic confusions

Phonetic confusions are measured in terms of the distri-
bution of the mapping between surface form and baseform

phones. Due to the effect of accented speech, the baseform
�standard speech� and surface form �accented speech� se-
quences of a word differ. For example, the word �China� has
the standard pronunciation represented by the baseform se-
quence “zh ong g uo.” Cantonese-accented Mandarin speech
might produce different surface form representations such as
“z ong g uo”, “ch ong g uo” or “j ong g uo.”

Aligning the baseform and surface form representations
and counting the mapped phone pairs is an obvious way to
estimate phonetic confusion distribution. However, as we
mentioned in Sec. III A, this type of confusion can be caused
by accent as well as the recognizer or training data design
and implementation. As we need to focus on phonetic con-
fusion caused by accent effect, it is necessary to impose a
confidence measure on the phonetic confusion pairs. Intu-
itively, if a particular phone A in input speech is often mis-
recognized as phones B, C, D, etc., then we reason that the
phone model A in the ASR system is unreliable either due to
training data bias or recognizer design. Similarly, if we find
multiple phones being misrecognized as B, then we have
reason to believe that the phone model B is unreliable. How-
ever, if A and only A is consistently misrecognized as B, then
we suspect that there is a phonetic shift from B to A in the
accented speech. Of course, there might be additional acous-
tic confusion between A and B as well, which can then be
measured using another measure described in the next sec-
tion.

We use likelihood ratio test as a confidence measure to
evaluate the phonetic confusions. We use dynamic program-
ming to align the phone sequences in the accented speech
with standard baseform phone transcriptions. For a baseform
phone b which is misrecognized as s, we count the occur-
rences of b ,s, and b_s in the aligned data, which are c1 , c2,
and c12, respectively. We have the likelihoods:

p =
c2

N
, p1 =

c12

c1
, p2 =

c2 − c12

N − c1
, �1�

where N is the total number of the phonetic units in the
training set. The log of the likelihood ratio � is then defined
as follows:

log � = log L�c12,c1,p� + log L�c2 − c12,N − c1,p�

− log L�c12,c1,p1� + log L�c2 − c12,N − c1,p2� ,

�2�

where L�k ,n ,x�=xk�1−x�n−k is a binomial distribution. In
general, we use −2 log � instead of � in practice �Manning
and Schütze, 1999�. The phonetic confusion distribution is
then described as

Dph�b,s� =
C

− 2 log �
�3�

where C is a constant estimated from data. Equation �1�
shows that the likelihood of phonetic confusion depends not
only on the occurrence frequency of b_s but also on the
occurrence frequencies of b and s. Thus, we can distinguish
between whether the models b and s are simply badly trained
or there is indeed a phonetic shift from b to s. Moreover,
since c12 differs from c21 �e.g., the occurrence number of

FIG. 1. An example of phonetic and acoustic confusions. C0 is one dimen-
sion of the mean and P�C0� is the relevant output distribution.
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/zh/-� /z/ is different from that of /z / -� / zh/�, this pho-
netic confusion distribution is asymmetric and unidirec-
tional, in accordance with phonological knowledge about
accented speech.

2. Measuring acoustic confusions

The degree of acoustic confusions can be measured by
the dissimilarity or distance between two speech vectors, be-
tween a speech vector and a speech model, and between two
speech models. For accented speech, we are interested in
measuring the statistical dissimilarity between that of the ac-
cented speech model and the standard speech model. Com-
mon distance measures include Euclidian distance, Mahal-
anobis distance, Kullback-Leibler distance, etc. �Hwang,
1993; Liu and Huang, 2000�. These measures assume that
the distance between two vectors or models is symmetric,
i.e., the acoustic distance from model “A” to model “B” is
equal to that of from model “B” to model “A.” However, it is
well known that acoustic confusions in accented speech are
asymmetric and unidirectional1 �Liu and Fung, 2003a, Tsai
and Lee, 2003�. For speech recognition tasks, we need an
asymmetric distance measure between continuous hidden
Markov models �CHMM� with variable, multiple Gaussian
components.

Tsai and Lee �2003� proposed an asymmetric acoustic
distance measure that uses an asymmetric form of Mahalano-
bis distance, which is the averaged distance over all M mix-
tures and over all N states of two HMMs:

Dac��i,� j� = �
s=1

N

�
mi,s=1

M

wmi,s �
mj,s=1

M

wmj,s
d�gmi,s

,gmj,s
� .

However, the above distance measure simplifies mul-
tiple mixtures into one mixture before obtaining the average
distance. This averaged distance sometimes does not corre-
spond to true model distance as had been pointed out in
previous research �Liu and Huang, 2000�. Instead, we start
from the method of parametric distance metric for mixture
probability distribution function �PDF� described in �Liu and
Huang, 2000�, and propose an asymmetric acoustic distance
measure for CHMM with multiple states and variable, mul-
tiple Gaussian components using a weight matrix. Suppose
�i and � j are two different CHMM phonetic models which
consist of N states. Each individual state is represented by a
PDF representing multiple Gaussian components. Consider
two different states sin and sjn of model �i and model � j,

sin = �
k=1

K

win,kgin,k��k,�k�

and

sjn = �
l=1

L

wjn,lgjn,l��l,�l� , �4�

where win,k and wjn,l correspond to the mixture weights of the
kth and lth Gaussian components which satisfy �k=1

K win,k

=1 and �l=1
L wjn,l=1. According to the parametric distance

metric for PDF, the distance D�sin ,sjn� is defined as

D�sin,sjn� = min
W=�wkl�

�
k=1

K

�
l=1

L

wkld�gin,k,gjn,l� , �5�

where W= �wkl� is a weight matrix to be estimated by using a
linear programming procedure, such as the Simlex tableau
method �Cover and Thomas, 1991�. d�gin,k ,gjn,l� is an ele-
ment distance between two single Gaussian components. In
order to consider the asymmetric property of acoustic confu-
sions in accented speech, we use the asymmetric form of
Mahalanobis distance:

d�gin,k,gjn,l� = ��k − �l�T�2
−1��k − �l� .

The weight matrix W= �wkl� is determined under the con-
straints shown in Eq. �6�:

wkl � 0

�
k=1

K

wkl = wjn,l 1 � k � K ,

�
l=1

L

wkl = win,k 1 � l � L , �6�

�
k=1

K

win,k = 1,

�
l=1

L

wjn,l = 1.

The overall distance D�sin ,sjn� is then determined ac-
cording to the weight matrix W= �wkl� and element distance
between each Gaussian component, as described in Fig. 2.

Finally, the overall distance between model �i and
model � j is calculated as a sum of each individual state dis-
tances:

D��i,� j� = �
n=1

N

D�sin,sjn� . �7�

In this paper, we assume state alignment between two
HMMs since the baseform and surface form models in ac-

FIG. 2. Asymmetric distance measure for CHMM with multiple states and
multiple Gaussian components.
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cented speech have the same number of states. Equation �7�
could be replaced by frame-to-state alignment if the models
have different state numbers �Liu and Fung, 2001�. Our pro-
posed asymmetric acoustic distance measure is both compu-
tationally efficient and linguistically motivated. Owing to the
different mixture weight matrices W= �wkl� and W= �wlk�, as
well as the asymmetric element distance, the distance
D�sin ,sjn� is distinguished from D�sjn ,sin�. Hence, our acous-
tic distance measure captures the fact that the acoustic con-
fusion is asymmetric and unidirectional in accented speech.

Given the above-noted quantitative measures of acoustic
and phonetic confusions, we can describe different classes of
confusion in accented speech.

C. Combinations of phonetic and acoustic
confusions in accented speech

There are four combinations of acoustic and phonetic
confusions in speech recognition systems: �1� phonetic con-
fusions and acoustic confusions are both low; �2� phonetic
confusion is low and acoustic confusion is high; �3� phonetic
confusion is high and acoustic confusion is low; and �4�
phonetic confusions and acoustic confusions are both high.

Ideally, the subword units �e.g., phonemes and phones or
initials/finals in Mandarin speech� used in ASR systems
should be modeled and trained so that phonetic and acoustic
confusions are both low for good discriminative-ness. Con-
dition �1� is therefore desirable for ASR systems.

Condition �2� in which phonetic confusion is low but
acoustic confusion is high is relatively rare. It happens when
two phoneme models are acoustically confusable �i.e., with
overlapping acoustic characteristics such as between /l/ and
/n/�, but accented speaker tends to distinguish the two phones
very clearly, even more so than standard speakers �for ex-
ample, Cantonese speakers never pronounce /l/ close to /n/�.
This type of confusion exists when native models are acous-
tically confusable �e.g., “l” and “n” in Mandarin� whereas
accented speakers, by overcompensation, can separate the
two pronunciations better than native speakers in their pro-
nunciation �e.g., Cantonese speakers of Mandarin� �Huang,
1987�. Under condition �2�, accented speech does not ad-
versely affect speech recognition performance. Example
phone pairs in condition �2� for Cantonese-accented Manda-
rin are shown in the following:

1. n→ l, 2. d→p, 3. h→k, 4. ei→en,
5. ei→ui, 6. ang→ iang, 7. c→z, 8. k→g.

Condition �3� under which phonetic confusion is high
and acoustic confusion is low indicates that phonetic confu-
sion in this case is not caused by acoustic confusion, since
acoustic models under this condition have good discrimina-
tive abilities. Accent is a predominant factor leading to pho-
netic confusion in this case. For instance, acoustic confusion
between models /f/ and /x/ is low since there is little over-
lapping acoustic characteristic between standard Mandarin
models of these two sounds. On the other hand, there is high
phonetic confusion between /f/ and /x/ in Cantonese-
accented Mandarin speech. In Cantonese-accented Mandarin

speech, we have detected the following phone pairs that have
high phonetic confusion but low acoustic confusions:

1. ai→uai, 2. h→u, 3. ao→ou, 4. t→sh,
5. en→ iang, 6. sh→r, 7. d→zh, 8. x→ t,
9. j→d, 10. h→q, 11. d→z, 12. ia→e,
13. d→n, 14. x→ t, 15. f →sh, 16. n→sil,
17. d→m, 18. j→b, 19. f →z, 20. e→uo,
21. l→d, 22. x→ i.

Under condition �4�, phonetic and acoustic confusions
are both high. If most of the phonetic units are phonetically
and acoustically confusable, then perhaps the unit inventory
is not well defined and/or the acoustic models are not well
trained. The acoustic models do not have good separability
and ASR performance will suffer greatly. Another factor is
again accent. In most cases, the two factors co-exist. That is,
the acoustic models do not have good separability and the
accented speech differs from standard speech.

More important, accent effect is a key contributing fac-
tor to high acoustic and phonetic confusions. For example,
the articulatory features of the retroflexed affricative /zh/ are
similar to those of the dental velar /z/ for Cantonese-accented
speakers. Since there is no /zh/ sound in the native Cantonese
initial set, Cantonese speaker naturally shifts this pronuncia-
tion to the most similar initial unit /z/, found in native Can-
tonese phone set. However, the pronounced /zh/ by Can-
tonese speaker is not exactly /z/ either, but acoustically
somewhere in between /zh/ and /z/. This shift leads to pho-
netic confusion as well as acoustic confusion between /zh/
and /z/ in Cantonese-accented Mandarin speech. An analysis
of Cantonese-accented Mandarin speech data shows us that
this type of confusion is limited to a particular set of sub-
word units, such as the retroflexed affricatives to dental ve-
lars in Cantonese-accented Mandarin speech.

To illustrate the above, we plot the two-dimensional pro-
jection of the acoustic distribution of actual MFCC samples
of accented versus standard Mandarin for the baseform /zh/
in Fig. 3. We can see that while “zh-�z” and “zh-�zh”
share similar acoustic properties, “zh-� j” and “zh-� others”
are clearly different in terms of acoustic cluster shape and
centroid.

Note that while our visualization method cannot show
all of the parameters or variations of the original acoustic
�LDA compression of the features may cause the loss of
some variation information�, it has been found that if two
phenomena are dissimilar in two dimensions, they can only
be more dissimilar in the original feature space �Peters and
Stubley, 1998�. In other words, the characteristics of partial
changes in two dimensions are in accordance with their char-
acteristics in higher dimensions. Examples of phone pairs
which belong to condition �4� in Cantonese-accented Man-
darin speech are shown below:

1. ai→an, 2. c→ch, 3. c→ch, 4. ch→s,
5. d→ j, 6. f →h, 7. h→g, 8. in→ ing,
9. j→x, 10. j→zh, 11. m→ l, 12. q→x,
13. s→zh, 14. x→z, 15. zh→q, 16. zh→s.

Since accented speech only impacts ASR systems ad-
versely in conditions �3� and �4�, our task is to analyze and
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model accented speech with the objective of reducing pho-
netic and acoustic confusions under these conditions.

IV. REDUCING PHONETIC AND ACOUSTIC
CONFUSIONS FOR ACCENTED SPEECH
RECOGNITION

We studied four combinations of acoustic confusions
and phonetic confusions in speech recognition. The investi-
gation of these four combinations and the corresponding pro-
nunciation phenomena in accented speech shows that the

phonetic and acoustic confusions should be considered dis-
tinctively to improve recognition performance in accented
speech recognition task. Figure. 4 gives examples of acoustic
and phonetic distances of Chinese initials in the accent-
specific units.

To model phonetic and acoustic confusions in accented
speech for the task of speech recognition, we propose the
following algorithm:

Modeling Phonetic and Acoustic Confusions in Accented
Speech:

FIG. 3. Two dimensional MFCC samples of accented vs standard Mandarin for the baseform /zh/.

FIG. 4. Examples of normalized
acoustic and phonetic distances in
accent-specific units.
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1. Identify phonetic confusion in the input speech by likeli-
hood ratio test to generate a set of units �P�;
1a. Identify accent-specific confusion pairs from �P� by

using dialectical pronunciation rules, and replace set
�P� by this new set �Paccent�.

2. Identify acoustic confusion from �Paccent� using asymmet-
ric acoustic distance measure, and form a set of units that
have high phonetic confusion but low acoustic confusion
�A_l� and another set of units with high phonetic confu-
sion as well as high acoustic confusion �A_h�;

3. For phonetic units in �A_l�, form a multiple pronunciation
dictionary with extended phone set;

4. For phonetic units in �A_h�, use acoustic model recon-
struction with decision-tree merging.

State-transition charts of the above-mentioned algorithms are
shown in Fig. 5.

In the following sections, we first explain how to clas-
sify phone units into those with high and low phonetic and
acoustic confusions in Sec. IV A. The algorithm for extend-
ing phone sets to form a multiple pronunciation dictionary
units with high phonetic confusion but low acoustic confu-
sion in �A_l� is described in Sec. IV B. The algorithm for
acoustic model reconstruction with decision-tree merging for
units with high phonetic and high acoustic confusion in
�A_h� is detailed in Sec. IV C.

A. Classifying phone units according to accent
effects

As we explained in Sec. III, only phonetic units with
high phonetic confusion can lead to recognition errors,
whether these confusions are caused by accented speech or
other factors. Therefore the first step in modeling accented
speech is to find phonetic units with high phonetic confusion

during recognition. An initial set of baseform to surface form
phone confusion pairs are found by dynamic programming
alignment between the baseform and surface form transcrip-
tions. The baseform transcription is a phoneme sequence cor-
responding to canonical pronunciations found in a standard
pronunciation dictionary. The surface form transcription is a
phone sequence with alternative pronunciation information,
which can be obtained either by hand-labeled transcription or
by a weighted finite-state transducer using a Classification
and Regression Tree. In this step, we implement a flexible
alignment tool that incorporates intersymbol comparison
costs. These costs are based on phonetic feature distance
between each pair of phone symbols, derived from linguistic
rules �Fung et al., 2000; Byrne et al., 2001; Sproat, 2001�.

Next, likelihood ratio test is applied to the DP-aligned
baseform-surface form phone pairs to form a set of phoneti-
cally confusable units. As a result, 353 units are selected
from the original 6573 initially found units. To help further
distinguish between phonetically confusable units that are
caused by accented speech from those caused by recognizer
or data related factors, we use some linguistic rules to select
a subset of the 353 units that are believed to be due to ac-
cented speech. For Cantonese-accented Mandarin, we apply
the following linguistic rules in Cantonese dialectical pro-
nunciations described in �Huang 1987�:

�1� High confusions within retroflexed affricatives �e.g.,
/zh/, /ch/, /sh/ and /r/�.

�2� High confusion between /f/ and /x/.
�3� One special velar nasal /ng/.
�4� Cantonese finals include /m/ coda.
�5� Pronunciation change in accented speech is unidirec-

tional �e.g., /zh/ moves to /z/ and /r/ moves to /l/ but not
vice versa�.

�6� No medial in Cantonese finals.

These rules enable us to select 79 accent-specific units from
the previous 353 pre-selected units for phonetic confusions.

These 79 phonetically confusable units are further di-
vided into two classes: those with high acoustic confusions
and the others with low acoustic confusions. The asymmetric
acoustic distance measure is used to divide the units into
high and low acoustic confusion pairs. 57 phone units are
found to have high phonetic and high acoustic confusions
whereas 27 phone units are found to have high phonetic but
low acoustic confusions.

Having classified accent-specific phonetic units accord-
ing to high and low acoustic confusions, we suggest select-
ing only phonetic units with low acoustic confusions to form
alternate pronunciations and add into a pronunciation dictio-
nary. For phone units with high acoustic confusions, we sug-
gest that incorporating them into a pronunciation dictionary
will further increase lexical confusions. Instead, we propose
using decision tree merging with acoustic model reconstruc-
tion for this class of phone units.

B. Modeling phone units with high phonetic
confusion and low acoustic confusion

When standard phonetic unit models are applied to ac-
cented speech recognition tasks, severe performance degra-

FIG. 5. State-transition charts of modeling phonetic and acoustic confusions
in accented speech.

3286 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 P. Fung and Y. Liu: Phonetic and acoustic confusions in accented speech



dation is observed �Huang, et al., 2000�. The increased pho-
netic variability in accented speech means the acoustic
models of the defined units are not adequate for modeling
such variability within subword units. Hence, we need to
extend the original phonetic unit inventory to represent ac-
cented speech. The extended units are used to form alternate
pronunciations in a pronunciation dictionary to cover pho-
netic variations �Holter, 1997 Riley et al., 1999�. Special
attention must be paid to selecting units with low acoustic
confusions. Our resultant multiple-pronunciation dictionary
should cover only units with phonetic confusions but not
those with acoustic confusions.

Adding these pronunciations, the dictionary is aug-
mented and includes both standard initial/final units and
accent-specific units. Compared to conventional multiple
pronunciation dictionaries �Liu et al., 2000; Huang et al.,
2000�, our augmented dictionary uses selected units with low
or no acoustic confusion. In other words, the use of such
dictionary provides more chances for speech recognizer to
output correct sequences without increasing lexical confu-
sion. Moreover, pronunciation probabilities can be attached
to each entry of the dictionary. These associated probabilities
can be determined from training data using decision tree
based structure as follows: A decision tree is constructed to
predict the surface form of each reference phoneme by ask-
ing questions about its phonemic context. Each phoneme unit
has a separate decision tree in which a yes/no question is
attached to each node. These questions include information
about the phoneme stream itself �such as stress, position, and
the classes of neighboring phones�, or the past output of the
tree �including the identities of surface phones to the left of
the current phone�. From this, a probability distribution over
the set of surface phone�s� for any given context can be
determined by the alignment. The decision tree-based pro-
nunciation model thus assigns probabilities to alternative sur-
face form realizations of each phone depending on its con-
text. When decision tree-based pronunciation modeling is

carried out, it can be used to generate phone level networks
to predict alternative pronunciations in terms of phone se-
quences. An example alignment is shown in the following
Fig. 6.

C. Modeling phone units with high phonetic and high
acoustic confusions

Due to high acoustic confusions and the resultant lexical
confusions, the direct use of extended phone units to form
alternative pronunciations in the dictionary gives no signifi-
cant improvement in recognition �Liu and Fung, 2003b�. To
model acoustic confusions, we treat these accent-specific
units as hidden models and adjust the mixture distributions
of the pretrained baseform models through the use of mixture
components from the hidden models by acoustic model re-
construction. The acoustic model reconstruction is equivalent
to tree merging in the decision tree based triphone model
structure. This approach aims at refining the pretrained base-
form models to achieve a high discriminative ability for the
high degree of acoustic confusions, while keeping the model
robustness to cover the flexible acoustic variations in ac-
cented speech.

1. Auxiliary decision trees for accent-specific
triphone units

Context-dependent triphone models are commonly used
in current ASR systems for high recognition performance. To
limit the model complexity and reduce redundant Gaussian
components, decision tree based state tying approach is com-
monly used �Young, 1999; Hwang et al., 1996�. Decision
trees for accent-specific triphone units are called auxiliary
decision trees, compared to standard decision trees of base-
form triphones. In our system, the structure of triphones for
accent-specific units differs from that of baseform triphones
only in terms of the central unit. The central unit in an
accent-specific tree is a baseform to surface form pair �e.g.

FIG. 6. Aligning baseform sequence to surface form
sequence.
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“iao_iu”�. Compared to standard decision trees, auxiliary de-
cision trees are also phonetic binary trees in which a yes/no
question is attached to each node. On the other hand, the
question set for auxiliary trees is enlarged to include accent-
specific units. The tree size is smaller than that of standard
decision trees due to the small training sample of phone units
with high acoustic confusions.

The topology of the auxiliary decision trees represents
accent variation characteristics. Figure 7 shows an auxiliary
tree of “iao_iu” and a standard tree of “iao” at the final, state
three. Nearly all the questions for tree splitting of the auxil-
iary decision tree are right-dependent phonetic questions,
while the standard decision tree has both the right-dependent
and left-dependent questions. This means that a lot of acous-
tic variations from /iao/ to /iu/ occur at the final end of the
pronunciation. Right-context information is therefore more
important than left-context information for accent-specific
triphone unit “iao_iu.” This is probably because Cantonese

speakers tend to move /iao/ to /iu/ at the end of the phone
owing to the ingrained influence of their native language.

2. Acoustic model reconstruction through decision
tree merge

Auxiliary decision trees representing accented speech
and standard decision trees representing standard speech are
merged for better recognition of both accented and standard
speech.

We merge the leaf nodes of auxiliary decision trees into
the related nodes of the standard tree for acoustic model
reconstruction as shown in Fig. 8. Through decision tree
merge, the pretrained acoustic models are reconstructed to
include Gaussian mixture distributions from accent-specific
triphone models. As a result, the structure of the Gaussian
distribution is adjusted and more Gaussians borrowed from
tied states of auxiliary decision trees may locate at the dis-

FIG. 7. The auxiliary decision tree of
“iao_iu�3�” vs the standard decision
tree of “iao�3�”.

FIG. 8. Acoustic model reconstruction using decision tree merge for triphone acoustic models.
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tribution boundaries to cover the variant pronunciations
within the accented speech. We use acoustic distance mea-
sure of Eq. �5� to determine the mapping relation of tied
states between auxiliary decision trees and their related stan-
dard trees.

Figure 8 also shows that not all leaf nodes of standard
decision tree are mapped to those of auxiliary decision trees.
Some nodes have more than one mapping nodes while some
nodes have none. The number of mapping nodes is deter-
mined by the coverage of the original pretrained model and
training samples. For example, the leaf node “ST_ 3_11” of
standard decision tree includes mapping nodes from two dif-
ferent auxiliary decision trees in order to model the accented
pronunciation changes from /iao/ to /iu/ and from /iao/ to
/ao/, while leaf node “ST_3_5” has no mapping node.

According to Fig. 8, the new output distribution of the
reconstructed model is represented as

P��x�b� = �P�x�b� + �1 − ���
i=1

N

P�x�si�P�si�b� , �8�

where P�x �b� is the output distribution of the pretrained
baseform model, � is a linear interpolation coefficient for
combining different acoustic models. The coefficient is the
probability of the baseform model being recognized as itself.
For instance, if “p�2�,”, i.e., the second state of the baseform
unit /p/, has 70% probability to be recognized as “p�2�” and
30% probability as other alternate surface forms from the
training data, then �=0.7. In addition, i=1,2 , . . . ,N, and N
is the total number of merged nodes from auxiliary deci-
sion trees; si is one possible surface form state from aux-
iliary decision trees with respect to the baseform state. If a
certain leaf node of standard decision tree has no mapping
modes, then N=0 and �=1. P�si �b� is the confusion prob-
ability between the accent-specific unit model and base-
form model, which can be estimated from confusion ma-
trix or from state-level pronunciation modeling �Liu and
Fung, 2003a; Saraclar, Nock, and Khudanpur, 2000�.

V. RECOGNITION EXPERIMENTS

A. Experimental setup

We evaluate our algorithms in a Chinese telephony short
phrase recognition task. All speech data were sampled at 8
kHz and 8 bit-rate. The baseform acoustic model was trained
using 100 speakers’ utterances with around 50 h of native
Mandarin speech. two-thousand continuous utterances with
23 685 syllables from 20 Cantonese-accented speakers
�DATA1� were used to extract the accent-specific units. The
HMM topology is three-states, left-to-right without skips,
and continuous. The acoustic features are 13MFCC,
13�MFCC and 13��MFCC. Twentyone standard initials
and 38 finals were used to generate context-independent
HMMs. We used the HTK decision tree based state tying
procedures to build 12 Gaussian-component triphone models
with 5500 tied states. The test data consist of two parts: the
first test set �Test_set1� includes 9 speakers �4 females and 5
males� 900 Cantonese-accented utterances apart from
DATA1; the second test set �Test_set2� consists of 900 stan-

dard Mandarin utterances selected from 9 native speakers �4
females and 5 males�, and is used for performance compari-
son. In order to evaluate the recognition performance gains
solely from phonetic and acoustic modeling, free from other
high level information, all the utterances of the test sets are
Chinese short phrases without word n-grams.

B. Modeling accent-specific units with high phonetic
confusion and low acoustic confusion

Using DATA1 as the development set, we obtained 79
accent-specific units with high phonetic confusions. We first
used these units to generate a multiple pronunciation dictio-
nary �Dict1� and compared its performance with respected to
a conventional reweighed and augmented dictionary �Dict2�
that is based on minimum count and minimum out relative
frequency criteria �Byrne et al., 2001; Huang et al., 2000;
Liu et al., 2000�. The results are shown in Table II. We can
see that augmenting a multiple pronunciation dictionary with
these high phonetic confusion units gives us an encouraging
2.7% absolute WER reduction compared to the baseline and
a slight 0.7% absolute WER reduction with respect to using
Dict2.

Furthermore, we compared the tendency of initial/final
error rate �IFER� to that of word error rate �WER� by varying
the extended phone unit numbers. As shown in Fig. 9, we
found that lower IFER does not always lead to lower WER.
In an extreme case, introducing more accent-specific units
leads to the degradation of recognition performance. We be-
lieve that the inability of transferring the lower IFER to
lower SER is caused by lexical confusion. The accent-
specific high phonetic confusion units in Dict2 include both
high acoustic confusions as well as low acoustic confusion.
This shows that we need to model these two classes of pho-
netic units separately. Using the asymmetric acoustic dis-
tance measure, only 22 units with low acoustic confusions
are selected to form alternative pronunciations and generated
a selected multiple pronunciation dictionary �Dict3�. Table II
shows that using Dict3 is more efficient to cover phonetic
confusions in accented speech than using Dict1 and Dict2,
yielding additional 0.4% and 1.1% absolute WER reductions,
respectively.

Moreover, we can see that the use of Dict3 on native
Mandarin speech �test_set2� does not lead to any perfor-

TABLE II. A comparison of WER of using multiple pronunciation dictio-
naries based on accent-specific units compared to using conventional re-
weighed and augmented dictionary.

Word error rate �WER�%

System
�Test_set1�

Accented speech
�Test_set2�

Mandarin speech

Baseline 20% 7.9%
Multiple pronunciation

dictionary �Dict1�
17.3% �−2.7� 8.1% �+0.2�

Reweighted and augmented
dictionary �Dict2�

18% �−2.0� 7.7% �−0.2�

Selected multiple pronunciation
dictionary �Dict3�

16.9%(−3.1) 7.7%(−0.2)
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mance degradation since there are no acoustic and lexical
confusions between the additional pronunciations and the
originally canonical pronunciations. On the other hand, using
the conventional augmented dictionary, Dict1, with accent-
specific units leads to worse performance on test_set2. That
is, additional acoustic and lexical confusions are introduced
when alternative pronunciations related to accent effects are
added into the dictionary. These results support our claim
that adding acoustically confusable phone units in an aug-
mented dictionary leads to more decoder error in recognition.

C. Modeling accent-specific units with high phonetic
confusions and high acoustic confusions

Fifty-seven units from the original 79 accent-specific
units were extracted as units with high phonetic and acoustic
confusions. We constructed 171 auxiliary decision trees with
967 tied states for these 57 accent-specific triphone units.
Through acoustic model reconstruction, 967 tied states were
merged into the pretrained 5500 tied states of 177 standard
decision trees. The reconstructed model included 77 604
Gaussian components and each state has 14.1 Gaussians on
average. To make a fair comparison, we generated an en-

hanced baseform model with 5500 tied states and 14
Gaussian-component per state. The recognition performances
are shown in Table III.

We can see that using the reconstructed acoustic model
gives a significant 4.8% absolute WER reduction compared
to the baseline, and an additional 3.4% reduction with re-
spect to using enhanced HMM at the same model complex-
ity. The reason lies in the fact that the mixture distribution of
our reconstructed model includes borrowed Gaussians from
accent-specific unit models, and adjusts the structure of the
original mixture distribution and enables more Gaussians at
the mixture boundaries to cover the acoustic confusions in
accented speech. On the other hand, directly increasing
Gaussian components in the enhanced model results in poor
estimation of some Gaussians with available training data.
Meanwhile, most of the increased Gaussians may converge
around the global mean to handle the majority of pronuncia-
tion with small variations, and there are not sufficient Gaus-
sians at the boundary of mixture distributions.

One advantage of using reconstructed acoustic models is
that our method provides significant improvement for ac-
cented speech task without sacrificing the performance on
native Mandarin speech. In comparison, the use of MAP ad-
aptation approach gives a good 4.9%WER reduction on ac-
cented speech, while leading to a serious performance deg-
radation �6.8% WER increase� on native Mandarin speech.
Through MAP adaptation, the parameters of acoustic model
are adjusted to handle accented speech and are no longer
suitable for native speech. However, our reconstructed model
includes its own Gaussians from pretrained acoustic model
as well as those borrowed from accent-specific unit models.
The borrowed Gaussians are used only to adjust the structure
of original mixture distribution and not to change param-
eters. These two Gaussian distributions cover the acoustic
samples either with small deviation in native speech or with
high deviation in accented speech.

In addition, Gaussian mixture sharing and clustering
across phonetic models with minimal average distortion have
been shown to be efficient in improving model robustness for
acoustic confusions �Huang and Jack, 1989; Nakamura,
2002�. The question is whether the same amount of WER
reduction can be achieved by straightforward Gaussian mix-
ture sharing. To answer this question, a comparison of rec-
ognition performance between our acoustic model recon-
struction with selected accented-specific units and Gaussian
mixture sharing of baseline model is illustrated in Table IV.
Note that in the decision tree-bases state tying triphone mod-
els with Gaussian sharing, based on the extended accent-
specific units, an additional 7683 mixture weights are added
as new parameters.

In addition, our reconstructed model gives 3% absolute
WER reduction in relation to Gaussian sharing models on
accented speech. In Gaussian mixture sharing, only the
shared parameters are trained efficiently, while the shared
Gaussians may not cover the acoustic confusions that locate
at the boundary of mixture distributions. On the other hand,
our reconstructed model includes more Gaussian compo-
nents borrowed from accent-specific unit models at the
boundary of the mixture distributions, when the confusing

FIG. 9. WER and IFER with different amount of selected accent-specific
units. Lower IFER does not always lead to lower WER.

TABLE III. Our approach outperforms MAP adaptation, enhanced acoustic
model, and augmented dictionary.

Word error rate �WER� %

System
�Test_set1�

Accented speech
�Test_set2�

Standard speech

Baseline 20% 7.9%
Enhanced HMMs

with 14 Gaussians per state
18.6% �−1.4� 7.5% �−0.4�

Baseline HMM with MAP
adaptation using accented data

15.1% �−4.9� 15.7% �+6.8�

Reconstructed HMMs with
selected accent-specific units

15.2%(−4.8) 7.1%(−0.8)
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acoustic samples fall into this mixture distribution, a higher
acoustic likelihood score is obtained compared to using
Gaussian sharing models.

It was shown in Riley et al. �1999� that acoustic models
can be trained by using the surface form transcriptions itera-
tively. We compare this approach with our reconstructed
model in Table IV. It has been reported in Riley et al. �1999�
and also shown here that their method gives limited perfor-
mance improvement. We note that the selection of surface
form transcriptions is mainly based on phonetic confusions
not acoustic confusions. On the other hand, the recognition is
primarily based on the acoustic distance, not the phonetic
distance, so WER will not be reduced if the acoustic distance
among the units remains unchanged. We give an example in
Fig. 10 of the acoustic distance of /zh/ with respect to other
Chinese initials/finals in baseline model and retrained model
using selective surface form transcriptions and show that
there is no distinct acoustic distance. This also explains why
very limited improvement was achieved by using retrained
acoustic models based on selective phone-level transcrip-
tions in Riley et al. �1999�. The evidence again indicates that
phonetic and acoustic confusions should be treated sepa-
rately in accented speech recognition. Moreover, using se-
lected multiple dictionary as well as acoustic model recon-
struction provides a significant 5.7% WER reduction without
sacrificing the performance on native Mandarin speech. That
is, our approach can be applied to a single system for both
accented and native speech recognition.

Last but not the least, we show the performance com-
parison between our approach, the baseline approach, meth-
ods using only phonetic confusion modeling and a method
using only acoustic confusion in Table V and show that mod-
eling phonetic and acoustic confusable units separately gives
the best performance on accented speech as well as standard
speech recognition.

VI. CONCLUSIONS

We study the effects of phonetic confusions and acoustic
confusions in accented speech. We suggest that phonetic and
acoustic confusions are different yet correlated in accented

speech. We suggest that only phone units which lead to high
phonetic confusions in accented speech cause recognition er-
rors. Among these units, there are those that also have high
acoustic confusions and others with low acoustic confusions.
We propose to model these two classes of phone units dif-
ferently for better recognition performance on both accented
and standard speech. We use likelihood ratio test to select
units with high phonetic confusions and we propose an
asymmetric acoustic distance measure to describe the unidi-
rectional properties of acoustic confusions in accented
speech. In addition, we separated accent-specific confusions
from data and recognizer-related confusions using distance
measure and pronunciation phonological rules.

We propose incorporating only those accent-specific
phonetic units with low acoustic confusions in a multiple
pronunciation dictionary in order to reduce phonetic confu-
sions and avoid lexical confusion at the same time. Mean-

TABLE IV. Our approach outperforms the baseline, and modeling phonetic
or acoustic confusion alone.

Word error rate �WER� %

System
�Test_set1�

Accented speech
�Test_set2�

Standard speech

Baseline 20% 7.9%
Baseline model with Gaussian

mixture sharing
18.2% �−1.8� 7.0% �−0.9�

Model trained using selective
surface form tran- scriptions

�modeling phonetic confusion only�

19.1% �−0.9� 7.6% �−0.3�

Reconstructed HMMs with selected
accent-specific units

�modeling acoustic confusion only�

15.2% �−4.8� 7.1% �−0.8�

Reconstructed HMMs and selected
multiple pronunciation dictionary

�our approach�

14.3%(−5.7) 7.1%(−0.8)

FIG. 10. The normalized acoustic distance of “zh” in relation to other Chi-
nese initials in baseline model and surface form retrained model.

TABLE V. Our approach outperforms the baseline, and modeling phonetic
or acoustic confusion alone.

Word error rate �WER� %

System
�Test_set1�

Accented speech
�Test_set2�

Standard speech

Baseline 20% 7.9%
Multiple pronunciation dictionary

�modeling phonetic confusion alone�
17.3% �−2.7� 8.1% �+0.2�

Reconstructed HMMs
�modeling acoustic confusion alone�

15.2% �−4.8� 7.1% �−0.8�

Reconstructed HMMs and selected
multiple pronunciation dictionary

14.3%(−5.7) 7.1%(−0.8)
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while, for accent-specific units with high acoustic confusion,
we propose using decision tree merging with acoustic model
reconstruction to achieve a high discriminative ability for
reducing acoustic confusions within phonetic unit models.
This approach aims at using the selected accent-specific units
as hidden models to adjust the structure of mixture distribu-
tions of standard speech baseform models to cover more
acoustic variability so as to model acoustic confusions in
accented speech.

Experimental results on Cantonese-accented Mandarin
speech show that using the selected multiple pronunciation
dictionary to model phonetic confusions provides WER re-
ductions of 3.1% and 1.1% in absolute terms, compared to
baseline and using conventional reweighted and multiple
pronunciation dictionary. Through the use of acoustic model
reconstruction, we achieve a significant 4.8% absolute WER
reduction for accented speech compared to 1.4% using in-
creasing Gaussian components and 1.8% by Gaussian mix-
ture sharing. The combination of modeling phonetic confu-
sions and acoustic confusions yields a 5.7% reduction.
Compared to using MAP adaptation, our method provides a
better WER reduction on accented speech recognition with-
out sacrificing the performance on native, standard speech.
Our approach can be applied to a single system to handle
both accented and standard speech, and even speech with
multiple accents.
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This paper investigates the dynamic range of the clarinet from the oscillation threshold to the
extinction at high pressure level. The use of an elementary model for the reed-mouthpiece valve
effect combined with a simplified model of the pipe assuming frequency independent losses
�Raman’s model� allows an analytical calculation of the oscillations and their stability analysis. The
different thresholds are shown to depend on parameters related to embouchure parameters and to the
absorption coefficient in the pipe. Their values determine the dynamic range of the fundamental
oscillations and the bifurcation scheme at the extinction. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2041207�
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I. INTRODUCTION

When a clarinet is blown with an increasing mouth pres-
sure, for a fixed embouchure, the reed begins to oscillate for
a particular pressure value, called “threshold of oscillation,”
and stops at another value, called here “threshold of extinc-
tion.” Above this threshold the reed is held motionless
against the lay. These two thresholds determine the dynamic
range of the clarinet for given embouchure parameters. The
threshold of oscillation has been extensively studied in the
literature �see, e.g., Grand et al., 1997; Kergomard et al.,
2000�. On the contrary, the threshold of extinction has been
only recently investigated �Dalmont et al., 2002; Atig et al.,
2004� despite being of crucial importance in the playing of
the clarinet. Experiments have shown that the threshold of
extinction above which the oscillations stop is larger than the
minimum mouth pressure pM sufficient to maintain the reed
channel closed �Dalmont et al., 2000�. It has also been ob-
served that losses in the pipe and especially nonlinear losses
at side holes might influence significantly the value of the
extinction threshold, that is, consequently, the maximum
power of a given instrument �Atig et al., 2004�.

The aim of the present paper is to investigate the playing
range of the clarinet for the fundamental regime �first regis-
ter� and to bring out the physical parameters which deter-
mine this range. To allow an analytical study, this analysis is
based on a simplified model of the clarinet. The simplest

model is to consider the body of the clarinet as an open
straight pipe without any radiation or thermoviscous losses.
This model is called here “lossless model” and has been
extensively studied by Kergomard �1995� and Maganza et al.
�1986� for example. However, it is not able to describe the
extinction phenomenon at high blowing pressures since with
this model, unless a nonlinear effect is introduced, there is no
limit to the amplitude of the acoustic pressure when the
mouth pressure is increased. Experiments and simulations
suggest that losses have to be introduced in the model Atig et
al., �2004�. In order to allow analytical calculations, losses in
the pipe are introduced by means of a constant parameter,
independent of the frequency. This kind of model has been
extensively used for the bowed string �Raman, 1918; Schel-
leng, 1973; Mc Intyre et al.1983;Woodhouse, 1993� and ap-
pears to be useful for the study of reed woodwinds oscilla-
tions �Ollivier et al., 2004, 2005�, therefore it is referred to in
the following as “Raman’s model.” In the present paper, it is
shown to be sufficiently simple to allow analytical calcula-
tions, in particular of the different threshold values.

In an extended state of the art �Sec. II� the model is
presented �Sec. II A� and the results for the static solution
and small oscillations are reviewed �Sec. II B�, as well as
results obtained with a lossless model �Sec. II C�. Raman’s
model is used to calculate the periodic solutions at the fun-
damental frequency from which bifurcation diagrams are de-
rived �Sec. III�. Some thresholds are calculated �Sec. III C�
and stability of the periodic solutions giving the bifurcation
schemes is discussed in Sec. III D. For clarity the details of
calculations are given in Appendix A. Some consequences
about the playing range of the musical instrument are dis-
cussed in Sec. IV.

a�Author to whom correspondence should be addressed; electronic mail:
jean-pierre.dalmont@univ-lemans.fr

b�Present affiliation: Laboratoire de Mécanique des Fluides et d’Acoustique
�UMR CNRS 5509� Ecole Centrale de Lyon, Ecully, France.
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II. STATE OF THE ART

A. Equations of the model

The clarinet can be divided into two parts, each being
described by a single equation: one is the body of the instru-
ment �the pipe� and one is the reed-mouthpiece set �the gen-
erator�.

1. The pipe

The pipe of the clarinet is assumed to be perfectly cy-
lindrical. The lowest level of approximation is given by the
lossless approximation in which a total reflection at the end
of the pipe is assumed and losses in the pipe are ignored. The
corresponding reflection function for pressure r�t� at the in-
put is given by

r�t� = − ��t − �� , �1�

where the delta function ��t� is delayed by �=2L /c, that is
the roundtrip travel time of a wave at speed c along the pipe
of length L.

A higher level of modeling might take into account the
visco-thermal dissipation and dispersion effect �see, for ex-
ample, Polack et al., 1987� as well as the radiation imped-
ance �Norris and Sheng, 1989; Nederveen, 1998; Dalmont et
al., 2001b�. An intermediate level is the so-called “Raman’s
model,” ignoring dispersion and assuming that losses, in-
cluding radiation, are frequency independent. The reflection
function r�t� is then given by

r�t� = − e−2�L��t − �� , �2�

where the constant parameter � is the absorption coefficient.
In the frequency domain, the Fourier transform of the reflec-
tion function is the reflection coefficient:

R��� = − e−2j�k−j��L, �3�

where k=� /c is the wavenumber.
The input impedance of the pipe Z= p /u, where p and u

are the acoustic pressure and volume velocity, respectively,
can be obtained from the reflection coefficient

Z��� = Zc
1 + R���
1 − R���

= jZc tan��k − j��L� , �4�

where Zc��c /S is the characteristic impedance of the pipe,
S being the cross-section area and � the density of air. In
practice, the absorption coefficient ��f� is frequency depen-
dent and is given, for a straight pipe, by

��f� � 3 · 10−5�f/a , �5�

where f is the frequency in Hz and a the radius of the pipe
expressed in MKS units �see, e.g., Fletcher and Rossing
�1998�, p. 196�. In the present paper, the value of � is cal-
culated at the first resonant frequency, that is for f =c /4L,
and as � is assumed to be independent of the frequency, all
the resonance peaks have the same amplitude �Fig. 1�, the
admittance at resonance fn= �2n−1�c /4L being real and
equal to

Y = 1/Z = tanh��L�/Zc. �6�

At zero frequency the input impedance is given by

Z0 = Zc tanh��L� . �7�

This value is probably much larger than the real value be-
cause the value of � is not valid for f =0. The input imped-
ance Z0 could be calculated for example by using the Poi-
seuille equation for viscous laminar flow which leads to a
much lower value �Reynolds number is shown to be lower
than 500 in Kergomard �1995�, p. 250�: for a 16-mm-diam
pipe of length 0.5 m, �L=0.025 at first resonant frequency
and should be �0L=0.001 25 at zero frequency according
to Poiseuille equation.

2. The generator

The second part of the system, the reed mouthpiece set,
acts as a valve �see, for example, Wilson and Beavers �1974�
or Hirschberg �1995��. The volume velocity u�t� through the
reed slit is controlled by the aperture height H�t� between the
reed and the mouthpiece, and by the velocity of the air v�t�.
This velocity depends nonlinearly on the pressure difference
�p equal to the mouth pressure pm, assumed to be static,
minus the acoustic pressure p�t� in the mouthpiece �see Fig.
2�

FIG. 1. Reduced input impedance Z /Zc of an open cylinder of 50 cm length
and 8 mm radius. Thick line: model with viscothermal losses. Thin line:
Raman’s model without dispersion and with frequency independent losses.
The horizontal dotted line indicates the limit value of the impedance when
frequency tends toward zero according to a Poiseuille flow.

FIG. 2. Schematic view of the mouthpiece.
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�p�t� = pm − p�t� . �8�

The nonlinear equation comes from Bernoulli equation and
is based on the assumption that the kinetic energy of the jet
entering in the instrument is completely dissipated into tur-
bulence during its expansion into the mouthpiece:

v�t� =�2�p�t�
�

. �9�

The volume velocity u�t� is proportional to the jet cross sec-
tion Sjet�t�, and is given by

u�t� = Sjet�t�v�t� . �10�

The cross section of the jet is assumed to be equal to the reed
slit opening surface which is assumed to be rectangular and
proportional to the height of the opening H�t�:

Sjet�t� = wH�t� , �11�

where w is the effective width of the slit �see Dalmont et al.
�2003� for a detailed discussion�. The reed is assumed to
behave as an ideal spring characterized by its stiffness K �in
Pa/m�. Then H�t� is linearly dependent on the pressure dif-
ference �p�t�:

H�t� = H0�1 −
�p�t�

pM
� if �p�t� � pM

H�t� = 0 if �p�t� � pM , �12�

where H0 is the opening at rest and pM =KH0 is the lowest
pressure for which the reed channel is closed, the reed being
held against the lay in static regime.

Combining Eqs. �8�–�12� leads to an instantaneous rela-
tionship between the volume velocity u�t� and the pressure
difference �p�t�:

u = F�p� = uA�1 −
�p

pM
���p

pM
if �p � pM ,

u = F�p� = 0 if �p � pM , �13�

where

uA = wH0�2KH0

�
�14�

is a volume velocity amplitude parameter. This function F�p�
is the nonlinear characteristics of the embouchure. The pa-
rameter uA is related to the maximum flow of the nonlinear
characteristics umax by

uA =
3�3

2
umax.

Then the elementary model can be reduced to two equations,
Eq. �13� characterizing the valve effect �reed� and Eq. �2�
characterizing the resonator by its reflection function. Many
assumptions behind this elementary model require further
discussion �see Hirschberg, 1995�, however, recent work has
shown that this model fits rather well with the pressure flow
characteristics measured in a real clarinet mouthpiece blown
by using an artificial mouth setup �see Fig. 3 adapted from
Dalmont et al. �2003��.

To summarize, seven parameters are involved in the
physical model. Three are related to the pipe: the length L of
the pipe, the absorption coefficient �, and the characteristic
impedance of the pipe Zc=�c /S which depends on the cross
section of the pipe. All three are fixed for a given length of
the pipe. Four parameters are related to the embouchure: the
effective width of the reed channel w, the reed slit opening at
rest H0, the reed stiffness K, and the mouth pressure pm. The
parameter w can be considered as almost constant. The
mouth pressure pm can be varied and controlled by the player
as well as the embouchure parameters K and H0. Typical
values of the parameter ranges are given in Table I �see also
Dalmont et al., 2003�.

B. Static solution and small oscillations for a lossy
resonator

The static solution can be found from Eq. �13�. This
corresponds to the equilibrium state of the reed associated to
each value of the mouth pressure pm in the absence of sound.
If losses at zero frequency are ignored �Z0=0 and p=0�, the
following values for the volume velocity ueq and the aperture
height Heq are obtained:

ueq = uA�1 −
pm

pM
�� pm

pM
,

TABLE I. Typical range values of the embouchure parameters.

w �mm� pm �hPa� H0 �mm� K �hPa/mm� pM �hPa� uA �cm3/s�

10–13 0–150 0.2–1.1 50–500 40–100 100–2000

FIG. 3. Nonlinear characteristics: flow through the reed channel vs the
pressure difference on both sides of the reed. Thick line: model; thin line:
experiment �adapted from Dalmont et al., 2003; experiment stops at �p
=85 hPa�. The points ��p1 ,u1� and ��p2 ,u2� corresponding to the different
thresholds are labeled on the curve: ��� threshold of oscillation ��p1

=�p2�; ��� beating reed threshold; ��� saturation threshold; ��� extinction
threshold.
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Heq = H0�1 −
pm

pM
� . �15�

The set of Eq. �15� is valid if pm	 pM, otherwise the reed is
held against the lay and then ueq and Heq are both equal to
zero. The static solution is stable only for given values of the
mouth pressure. Some papers have explored the equilibrium
solution stability �for a review, see Fletcher and Rossing
�1998��. The main result is that the static solution is stable at
low values of pm, and becomes unstable from a particular
value of mouth pressure, denoted pmth. Applying the results
of Grand et al. �1997� to the present model, it can be shown
�Dalmont et al., 2000� that a direct bifurcation is found re-
gardless of the values of the control parameters. As a conse-
quence, the threshold of instability of the static solution is
also the threshold of oscillation. The threshold value pmth is
reached for �u /�pm=−Y where Y is the value of the admit-
tance at the first resonant frequency and given by Eq. �6�. An
elementary calculation gives the value of �p= pm− p at the
threshold of oscillation �Kergomard et al., 2000�,

�pth = �1

3
+

2

3�3

1

�1 + 
1
2/3 +

2
1
2

9
�pM , �16�

where


1 = Y
pM

uA
=

pM

ZcuA
tanh �L . �17�

It should be noted that Eq. �16� is obtained as well with
Raman’s model as with a more sophisticated model of the
impedance of the pipe and despite the fact that Raman’s
model leads to a square signal rather than a sinusoidal one at
the threshold of oscillation �see Kergomard et al., 2000�. In
the absence of losses �i.e., �=0�, Y is zero at the resonance,
then 
1 is also equal to zero and the threshold of oscillation
is found to be pmth= pM /3. When either losses are large or
uA / pM �the flow parameter to closing pressure ratio� is
small the threshold of oscillations tends to pM when 
1

tends to unity. On the other hand, when the value of the
mouth pressure is larger than pM, the reed is held against
the lay, and the static solution is stable again because
�u /�pm and all the other derivatives are equal to zero. As
a consequence since pmth� pM the equilibrium state is al-
ways stable, no oscillation at all is possible. This situation
is easy to obtain in practice: if the reed opening is too
small no oscillation for any mouth pressure occurs despite
the fact that the threshold value is finite.

C. Lossless model: Periodic solutions and stability
analysis

The use of a lossless model for the resonator has been
initiated independently by Friedlandler �1953� and Keller
�1953� for the bowed string. This approximation cannot lead
to stable periodic oscillations of the bowed string if com-
bined with stick-slip characteristics which assume a perfect
sticking of the bow on the string �Friedlander, 1953; Wood-
house, 1993�. On the contrary, stable oscillations can be ob-
tained with a lossless model of a reed instrument because of
the “smoother” nonlinear characteristics plotted in Fig. 3

�Ollivier et al., 2004, 2005�. The use of a lossless model for
the resonator cannot provide information on the evolution of
the spectrum, but it is fruitful for the study of stability, tran-
sients, and bifurcations. This approach has been first used for
the clarinet by Maganza �1986�, who investigated period
doubling mechanism. More recently Kergomard �1995� used
such a model to analyze the role of the main control param-
eters on the oscillations of a clarinet. Lossless models have
also been fruitfully applied to stepped cones �see, for ex-
ample, Dalmont and Kergomard �1995� or Dalmont et al.
�2000� for theoretical and experimental comparison�.

Important results stemming from the lossless approxi-
mation and the method used to derive them are now recalled.
Given the reflection function r�t�=−��t−�� �Eq. �1��, the
positive and negative going plane wave pressures at the input
�p+ and p−, respectively� are related by

p−�t� = r�t�p+�t� = − p+�t − �� . �18�

The acoustical field is fully described by using the pair of
variables 	p+ , p−
 or the pair 	p ,u
 which are related by

p�t� = p+�t� + p−�t� ,

Zcu�t� = p+�t� − p−�t� ,

or

p+�t� = 1
2 �p�t� + Zcu�t�� ,

p−�t� = 1
2 �p�t� − Zcu�t�� . �19�

Using discrete-time representation, the acoustical field is cal-
culated at every sampling period, by using the sampling fre-
quency fs=1/�=c /2L which is twice the fundamental reso-
nant frequency of the pipe. In order to simplify the notations,
p�t� at t=n� is written pn, the nth sample. Then Eq. �18� is
written as pn

−=−pn−1
+ or, using Eq. �19�, as

pn − Zcun = − �pn−1 + Zcun−1� . �20�

Searching for the periodic regimes of fundamental frequency
c /4L, the periodicity of the solutions leads to pn+1= pn−1 and
un+1=un−1. Applying Eq. �20� for two successive steps leads
to

pn = − pn−1,

un = un−1. �21�

Using Eq. �21� and the nonlinear characteristics un=F�pn�,
the function F�p� being given by Eq. �13� with �pn= pm

− pn �pm is the mouth pressure�, the solutions at the funda-
mental frequency can be obtained. An extensive study of the
periodic solutions is done in Kergomard �1995�. Two kinds
of periodic regimes are distinguished: the nonbeating reed
regime and the beating reed regime for which one of the two
states of the reed is held motionless against the lay. The
nonbeating reed regime occurs for pM /3� pm� pM /2. In that
range of pressures it can be shown that pn=−pn−1

=��3pm− pM��pM − pm�. The beating reed regime occurs for
pm� pM /2 and it can be shown that in that case pn=−pn−1

= pm and un=un−1=0.
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As explained by Kergomard �1995� or Ollivier et al.
�2004, 2005� the periodic solutions are stable if the following
inequality is true:

Fstab�p� 	 0, �22�

where

Fstab�p� =
F��p� + F��− p�

1 + Zc
2F��p�F��− p�

�23�

is the stability function, F� being the first derivative of the
nonlinear characteristic Eq. �13�. A conclusion of the stabil-
ity analysis is that the beating reed regime is always stable.
The nonbeating reed regime is stable under certain control
parameters conditions, that is:

Zc
2uA

2 	
2�pM − 2pm�pM

3

�3pm − pM��5pM − 6pM�
. �24�

For a fixed value of uA, this condition is satisfied below a
limit value of pm. Above this limit, a range of mouth pressure
is found for which the oscillation is not stable and in this
range period doubling bifurcations can be found. Several re-
gimes where periods are multiple of these of the fundamental
frequency f =c /4L can exist. For these regimes the reed can
beat for mouth pressures lower than pM /2 �see the curves for
the volume velocity in Fig. 8, p. 253 of Kergomard �1995��.
So, the value pm= pM /2 which is called the beating reed
threshold �for the lossless model� is the beating reed thresh-
old only for the oscillating regime of fundamental frequency
f =c /4L.

III. RAMAN’S MODEL: PERIODIC SOLUTIONS AND
THEIR STABILITY

As discussed in Dalmont et al. �2002�, the main weak-
ness of the lossless model is that it allows periodic oscilla-
tions for every mouth pressure above the threshold of oscil-
lation, showing no extinction phenomenon. Recently Atig et
al. �2004� have shown theoretically and experimentally how
losses can modify and control the saturation and extinction
phenomena. The simplest way to take into account losses in
a theoretical approach is to use a Raman’s model in which
losses are independent of the frequency and in which the
dispersion phenomenon is ignored. This model, and its dy-
namic behavior �oscillating solutions, bifurcation diagrams�
is described in the following.

A. Equations of Raman’s model

Taking into account a frequency independent absorption
coefficient �, and using Eq. �2�, Eq. �18� becomes

p−�t� = r�t�*p+�t� = − e−2�Lp+�t − �� . �25�

In the discrete-time representation, Eq. �20� becomes

pn − Zcun = − e−2�L�pn−1 + Zcun−1� . �26�

The instantaneous relationship defining the volume velocity
u �Eq. �13�� remains valid. The slight complication intro-
duced in Eq. �26� as compared to Eq. �20� implies that Eq.
�21� is no longer valid. The periodic solutions of the Ra-
man’s model cannot be derived so easily. This difficulty is

overcome by a change in variables, where a new pair of
variables, 	q ,w
, is defined as a function of the pair 	p ,u
, as
follows:

q = p cosh��L� − Zcu sinh��L� ,

w = Zcu cosh��L� − p sinh��L� . �27�

The left and the right traveling pressure waves in the open
end of the pipe �po

+ and po
−, respectively� can be successively

written as functions of the pair 	p ,u
, and as functions of the
pair of variables 	q ,w
:

po
+ = e−�Lpn−1

+ = e−�L 1
2 �pn−1 + Zcun−1�

= �cosh �L − sinh �L� 1
2 �pn−1 + Zcun−1�

= 1
2 �qn−1 + wn−1� ,

po
−�t� = e+�Lpn

− = e+�L 1
2 �pn − Zcu�

= �cosh �L + sinh �L� 1
2 �pn−1 + Zcun−1�

= 1
2 �qn − wn� . �28�

With this change of variables the problem is formally similar
to that for the lossless model. Results are identical except
that the instantaneous relationship defining the volume ve-
locity u as a function of p Eq. �13� must be transformed into
a new relationship between w and q:

wn = G�qn� . �29�

Function G is known only implicitly since an explicit expres-
sion is difficult to find. Nevertheless an expression of its
derivative can be obtained, as shown in Sec. III D. Assuming
that at the open end the boundary condition is a pressure
node �Eq. �18��, Eq. �28� leads to

qn − wn = − �qn−1 + wn−1� . �30�

The acoustical field can be calculated step by step in time, by
using Eqs. �29� and �30� where the unknowns are q and w.
These equations are formally identical to Eqs. �13� and �20�
where the unknowns are p and u. Then searching for the
periodic regimes, that is determining the two states of the
periodic solution, leads to solve the following set of equa-
tions, similar to Eq. �21�:

qn = − qn−1,

wn = wn−1. �31�

Similar to the lossless model results �Eqs. �22� and �23��, the
periodic solutions are stable if the following inequality is
true:

Gstab�q� 	 0, �32�

where

Gstab�q� =
G��q� + G��− q�

1 + G��q�G��− q�
�33�

is the stability function, G� being the first derivative of G.
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B. Periodic solutions and bifurcation diagrams

The periodic regimes are defined by the two different
values of the acoustic pressure corresponding to the two al-
ternate states of the reed position. Let p1 and p2 be the pres-
sure in the mouthpiece for two successive states and u1 and
u2 the corresponding volume velocities. These two pressures
are solutions of Eq. �26�, which, using Eqs. �6� and �7�, leads
to

p1 + p2 = �Zcu1 + Zcu2�tanh �L = Z0�u1 + u2� ,

u1 − u2 = �p1 − p2�tanh �L/Zc = Y�p1 − p2� . �34�

The first equation expresses that the ratio of mean value of
the pressure to the mean value of the volume velocity is
equal to the impedance at zero frequency. At this stage it is
reasonable to consider that this impedance is low, that is to
assume p1�−p2. The second equation expresses that the ra-
tio of the pressure difference to the volume velocity differ-
ence is equal to the impedance at the resonant frequencies. It
is convenient, for the calculations of the solutions, to define
the following dimensionless parameters:


 = Z0
uA

pM
=

ZcuA

pM
tanh �L ,


1 = Y
pM

uA
=

pM

ZcuA
tanh �L ,


2 =
2
1

1 + 

1
=

pM

ZcuA
tanh 2�L . �35�

The first one, 
, can be seen as the adimensioned impedance
at zero frequency and the second, 
1, as the adimensioned
admittance at playing frequency. The parameter 
2 is a com-
bination of the two others and it can be noted that, if �L
�1, which is usually the case, 
�0 and 
2�2
1.

1. Beating reed regime

The beating reed regime is attained for �p= pm− p
� pM. So, the set of equations �34� is simplified by the fact
that u2=0, state 2 being arbitrarily considered as the closed
state. Then it follows from Eq. �34�:

p1 + p2 = Zcu1 tanh �L ,

Zcu1 = �p1 − p2�tanh �L , �36�

which implies

p2 = p1
�tanh2 �L − 1�
�tanh2 �L + 1�

Zcu1 = p1 tanh 2�L . �37�

Using Eq. �13�, u1 can be written as a function of p1, then the
second equation of Eq. �37� leads to the following nonlinear
equation for the unknown p1:

− 
2p1 + �pM − pm + p1��pm − p1

pM
= 0. �38�

From Eq. �38�, p1 can be calculated as a function of pm. This
leads to a third-order polynomial equation in �p1= pm− p1

which can be solved by using, for example, Cardan’s
method. A detailed analysis, including the stability, is given
in the Appendix. In the range of interest, for 
2	1 and pm

� pM there are two solutions, but only one is stable. In that
case there is an inverse bifurcation scheme at extinction �Fig.
4�a��. Above a threshold of extinction, written pme, no solu-
tions exist. For 
2�1 or pm	 pM only one solution exists,
which is stable. In that case there is a direct bifurcation
scheme at extinction �Fig. 4�b��.

As 
2�2
1, it can be concluded that the parameter 
1,
which has been shown previously to influence the threshold

FIG. 4. Bifurcation’s diagram: Pressure in the mouthpiece p vs mouthpres-
sure pm. Dotted line corresponds to an unstable branch and thick lines cor-
respond to stable branches �including static solution�. Losses correspond to
a 50-cm-long cylindrical tube. The points corresponding to the different
thresholds are labeled on the curve: ��� threshold of oscillation; ��� beating
reed threshold; ��� saturation threshold; ��� extinction threshold. �a� Reed
opening is H0=0.8 mm �pM =KH0=67 hPa, 
1=0.1, and 
=0.005�1�. �b�
Reed opening is H0=0.11 mm �pM =KH0=50 hPa, 
1=0.5, and 
=0.001
�1�.
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of oscillations, is shown here to influence also the amplitude
of the oscillations in the beating reed regime.

2. Nonbeating reed regime

By using Eq. �13�, u1 and u2 can be written as functions
of p1 and p2, respectively. Then Eq. �28� leads to a set of two
nonlinear equations of the two unknowns �p1= pm− p1 and
�p2= pm− p2:

2pm − �p1 − �p2 = 
��pM − �p1���p1/pM

+ �pM − �p2���p2/pM� ,

�pM − �p1���p1/pM − �pM − �p2���p2/pM

= 
1��p2 − �p1� . �39�

In the Appendix, it is shown that this system leads to the
solving of a third-order polynomial equation, followed by a
second-order one. Under the assumption that 
=0, i.e., Z0

=0, a great simplification occurs, the third order being re-
duced to a second order. Otherwise the threshold of existence
of the solutions can be checked to be the same as the insta-
bility threshold for the static regime.

3. Bifurcation diagrams

To summarize, solving the set of equations �39� gives
the nonbeating regimes, and solving Eq. �38� gives the beat-
ing regimes. This means that the bifurcation diagram can be
completed. As an illustration, two typical bifurcation dia-
grams are displayed: one shows an inverse bifurcation at
extinction �Fig. 4�a�� and the other one shows a direct bifur-
cation at extinction �Fig. 4�b��. For the studied example, the
parameter 
 is assumed to be small, this assumption being
realistic for practical situations. The diagram of Fig. 4�a� is
very similar to what can be observed with an artificial mouth
�see, e.g., Dalmont et al., 2000, or Atig et al., 2004�.

C. Thresholds from Raman’s model

As displayed in Fig. 4�a�, some remarkable points in the
bifurcation diagrams can be brought out. These are:

�1� the threshold of oscillation pmth for which oscillation
starts when pressure increases slowly,

�2� the beating reed threshold pmb for which the reed starts
beating �for sake of simplicity, we omit here and in the
following the precision “for the periodic regime of fre-
quency f =c /4L,” see explanations at the end of Sec.
II C�,

�3� the saturation threshold pms for which the maximum am-
plitude is reached,

�4� the extinction threshold pme beyond which there is no
oscillation, and

�5� the inverse oscillation threshold pmin for which oscilla-
tion starts when pressure decreases after the reed have
been blocked on the lay.

In what follows the pressure values of these thresholds
are calculated as a function of the parameters of the model,
that is pM, 
, 
1, and 
2. The parameter 
 is usually small

compared to unity. However, all the following results are
general, it means that 
 is not supposed to be small com-
pared to unity. On the contrary 
2�2
1 and 
1 can be larger
than unity, but, as discussed in the following, if 
1�1 no
oscillation is possible. The conditions for an inverse or a
direct bifurcation at the extinction are also derived.

1. Threshold of oscillation

This threshold is discussed in Sec. II B, Eq. �16�.

2. Beating-reed threshold

The beating reed threshold is defined by the condition
�p2= pM. Then at the beating threshold p2= pm− pM is
known, and p1 is derived from Eq. �38�:

p1 = �pm − pM�
�tanh2 �L + 1�
�tanh2 �L − 1�

= �pm − pM�
�

1 + 1�
�

1 − 1�

.

�40�

Equation �39� remains valid, and yields to the particular
value of the mouth pressure pmb which is the beating reed
threshold:

pmb = � 1
2 + 1

2 �

1 + 
1
2�1 − 

1���pM . �41�

In the absence of losses 
=
1=0 and pmb= pM /2. If 
1=1
then pmb= pM and, as discussed in Sec. II B, no oscillation is
possible, for any mouth pressure.

At the beating threshold, the two states p1b and p2b of
the periodic regime are

p1b =

1


2
�1 − 
1

2�pM ,

p2b = − p1b + 

1�1 − 
1
2�pM . �42�

3. Saturation threshold

The saturation threshold is the point for which the am-
plitude of the oscillation is maximum, that is �p1 /�pm=0.
This occurs when the maximum flow is reached �u1=umax

=3�3/2uA�, that is for �p1= pM /3 �see Fig. 3�. Then, using
pm=�p1+ p1 and Zcu1= p1 tanh�2�L�, Eq. �37� shows that

pms = �1

3
+

2

3�3
2
�pM . �43�

At this value, the corresponding pressures p1s and p2s are

p1s =
2

3�3
2

pM ,

p2s = − p1s +
2


3�3
pM . �44�

If 
2 tends to zero the saturation threshold as well as the
amplitude of the oscillations tend to infinity. The saturation
threshold cannot be lower than the beating reed threshold.
Both thresholds are equal when 
1=1/�3. So the previous
result is valid for 
1	1/�3. For 1�
1�1/�3 the beating
reed threshold is equal to the saturation threshold.
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4. Extinction threshold

Due to losses, when the mouth pressure pm is too large,
there is no more oscillation. The maximum value for which
oscillation is still possible is defined as the “extinction
threshold.” It is obtained from Eq. �38� which gives the beat-
ing reed periodic solutions. Two situations are possible. The
first one is obtained for 
2	1. In that case the extinction
threshold is larger than pM and is given by

pme = �1

9
+

2

27
2
�3 + 
2

2��
2 + �3 + 
2
2��pM . �45�

Such a situation has been observed in experiments with an
artificial mouth �Dalmont, 2000; Atig, 2004�. The second
situation is obtained for 
2�1, pme is equal to pM and in that
case there is a direct bifurcation at extinction, thus p1e and
p2e vanish.

5. Inverse oscillation threshold

The threshold pmin is the pressure for which oscillation
starts when the pressure is decreased after the reed have been
held motionless on the lay. It is equal to the lowest pressure
for which the reed closes the reed-mouthpiece channel, that
is pmin= pM.

All the previous results about the thresholds are summa-
rized in Fig. 5. It can be observed that all the threshold are
different for 
1	0.5. For 
2=1, that is 
1�0.5, the extinc-
tion threshold reaches pM, which means that the bifurcation
becomes direct at extinction �pM can be seen as the direct
threshold of oscillation for decreasing a pressure�. For 
1

=1/�3 the saturation threshold reaches the beating reed
threshold which means that the maximum amplitude is ob-
tained at the beating reed threshold. Finally when 
1�1 all
the thresholds collapse and no oscillation is possible.

6. Instability threshold

The threshold of instability is discussed in the next sec-
tion, because another dimensionless parameter needs to be
introduced.

D. Stability analysis

As written at the end of Sec. III A, the periodic solutions
are stable if the inequality �32� is true. The derivative of the
function G defined in Eq. �29� is given by

G� =
ZcF� − tanh �L

1 − ZcF� tanh �L
. �46�

According to Eq. �46�, the stability function Gstab�q� can be
written as follows:

Gstab�q� =
G��q� + G��− q�

1 + G��q�G��− q�
=
� ZcF��p1� − tanh �L

1 − ZcF��p1�tanh �L
� + � ZcF��p2� − tanh �L

1 − ZcF��p2�tanh �L
�

1 + � ZcF��p1� − tanh �L

1 − ZcF��p1�tanh �L
�� ZcF��p2� − tanh �L

1 − ZcF��p2�tanh �L
� , �47�

or

Gstab�q� =
ZcFstab�p1,p2� − tanh 2�L

1 − ZcFstab�p1,p2�tanh 2�L
�48�

with

Fstab�p1,p2� =
F��p1� + F��p2�

1 + Zc
2F��p1�F��p2�

, �49�

the stability condition being Gstab�q�	0.
Because tanh 2�L is positive, this condition can be split

into two conditions:

Fstab�p1,p2� 	 Zc
−1 tanh 2�L ,

Fstab�p1,p2� � Zc
−1 coth 2�L . �50�

To check the stability of the periodic regimes the signs of the
stability conditions �50� are first analyzed for the beating
case and then for the nonbeating case. The details are given
in the Appendix. For the beating case, F��p2�=0 implies that
Fstab�p1 , p2�=F��p1�. For this case, it can be seen that the
solutions p1 corresponding to the upper branch of the bifur-
cation diagram are always stable, and the solutions corre-
sponding to the lower branch are unstable, except for a very
special case: a complete analysis could be done for the case,
but it is without interest in practice, because it requires both
large losses and large uA.

FIG. 5. Thresholds as a function of parameter 
1 with 
�1.
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For the nonbeating reed �pmth	 pm	 pmb�, the analysis is
not straightforward and the conclusion is not so simple. Nev-
ertheless it can be checked that there is a low limit of the
mouth pressure, called pminst, under which the oscillations are
stable. If pminst	 pm	 pmb oscillations are not stable and a
period doubling can be observed as well as other regimes
with larger periods, or even chaos �Kergomard et al., 2004;
Kergomard, 1995�. The instability range is actually narrow
because the beating reed threshold for the periodic regime of
frequency c /4L is in practice close to the threshold of insta-
bility. In the appendix the value of the threshold of instability
is found for 
�1 �see Eq. �A32��. This threshold is plotted
in Fig. 6 as a function of ũA=ZcuA / pM.

The threshold of instability increases significantly when
losses increase and even disappears for some limit value of
parameter ũA depending on the value of the parameter 
1.
This result confirms numerical, ab initio calculations given
in Ollivier et al. �2004�. The limit value of 
1 up to which
there is no instability range is found to be at the second order
of ũA=ZcuA / pM:

tanh �L = 1
2 ũA

3�1 − ũA
2� for 
 � 1 �51�

This limit value is rather low, which means that period
doubling might usually not be observed. Indeed, with stan-
dard values of the limit pressure pM =10 kPa and maximum
flow umax=4.10−4 m3/s, ũA is found to be ũA=0.22. This
leads to 
1inst=0.023, which is much lower than the actual
value 
1=0.11 for a 16-mm-diam pipe of length 0.5 m. This
means that no period doubling may be observed. However
with a reed of low stiffness �a weak reed�, and a rather loose
embouchure the value of 
1 is decreased while the value of

1inst is increased. So, it is theoretically possible to obtain
period doubling as noted by Kergomard �1995� with some
unusual embouchure.

IV. DISCUSSION

Based upon a simplified model of the clarinet, solutions
for the mouthpiece pressure and their stability have been
found analytically. The playing range of the clarinet is found
to depend on two parameters. The first one is the minimum
pressure pM sufficient to close the reed channel in static re-
gime. The second parameter 
1=YpM /uA is the ratio of the
input admittance of the pipe at the playing frequency to the
flow amplitude parameter of the nonlinear characteristic uA

divided by pM. The definition of this second parameter 
1

shows that the playing range depends on the balance between
the embouchure, characterized by its nonlinear characteris-
tics, and the pipe characterized by its input admittance. In an
extreme situation, if, for example, the reed channel cross
section is small compared to the pipe cross section, no oscil-
lation for any mouth pressure occurs. Such an extreme situ-
ation can also be reached if losses are too large. This is the
case if side holes are too small since in that case nonlinear
losses become large �Keefe, 1983; Dalmont et al., 2001a�.
Parameter 
1 also determines the bifurcation scheme at ex-
tinction. If the parameter 
1 is lower than 0.5 the bifurcation
is inverse at the extinction and the extinction threshold is
larger than pM, showing an hysteretic phenomenon at extinc-
tion �see Atig et al. �2004� for experimental evidence�. This
is probably the most usual situation. On the contrary if the
parameter 
1 is larger than 0.5 the bifurcation is direct at the
extinction and the extinction threshold is equal to pM. These
same two parameters also determine the threshold of oscilla-
tion �Kergomard et al., 2000� as well as the beating reed
threshold for the periodic regime of frequency c /4L. How-
ever, the stability of the oscillations also depends on another
parameter: the dimensionless volume velocity amplitude ũA

=ZcuA / pM of the nonlinear characteristics. This parameter
also expresses the balance between the embouchure and the
pipe and its role has been first emphasized by Wilson and
Beavers �1974� and Kergomard �1995� in the context of the
lossless model. A limit value of 
1, as a function of ũA, exists
up to which oscillations at the fundamental frequency are
always stable. For realistic values of the physical parameters,

1 is shown to be larger than this limit value. This might
explain why period doubling is not usually observed on a
standard clarinet.

V. CONCLUSION

All these results are in a good agreement with experi-
mental observations �Atig et al., 2004� showing that, despite
its simplicity, Raman’s model is a powerful tool for the study
of the clarinet. The present results give a new enlightenment
on the playing of the clarinet. In particular, it reveals the
possibility of playing pianissimo by playing near the thresh-
old of extinction when the bifurcation at extinction is direct.
The way clarinet players use this possibility in performing is
a subject for further investigations.
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APPENDIX: STUDY OF THE OSCILLATING
SOLUTIONS AND THEIR STABILITY

The Appendix gives the detailed calculation of the oscil-
lating solutions and their stability. In order to simplify the
presentation, dimensionless quantities are used. Pressures are
divided by the limit pressure pM and flows are multiplied by
the ratio Zc / pM, where Zc is the characteristic impedance of
the tube.

Starting from Eq. �13�, it means that the following non-
linear function u=F�p� is considered:

u = uA�1 − �p���p if �p � 1

u = 0 if �p � 1, �A1�

where �p= pm− p, and uA=�2ZcwH /��pM. Note that in Ker-
gomard �1995� pm and uA are denoted  and �, respectively.
The two cases of the beating reed and the nonbeating reed
are studied successively.

1. Beating case

For one of the solutions, p2, F�p�=0. The other solution,
p1, is found to be solution of Eq. �37�, rewritten as follows:

H�X� =
1


2
�1 − X2�X + X2 − pm = 0, �A2�

where X=��p1=�pm− p1, which satisfies 0	X	1.
The first condition of stability from Eq. �50� is first ex-

amined. If it is satisfied, the solution is stable, if not, the
second condition remains to be examined. Because F�p2� is
zero as well as its derivative, the condition is

F��p� 	 tanh 2�L at p = p1. �A3�

Using Eq. �37�, we notice that

F�p1� = �H�X� + p1�tanh 2�L , �A4�

which leads to the following stability condition:

H��X� � 0

with

H�X� = 0. �A5�

The derivative H��X� of H�X� with respect to X is given
by

H��X� = �1 − 3X2�/
2 + 2X . �A6�

For X=0, H�X�=−pm and H��X�=1/
2. For X=1,
H�X�=1− pm and H��X�=2�1−1/
2�. The derivative of H�X�
vanishes for a unique, positive value

Xe = 1
3 �
2 + �
2

2 + 3� . �A7�

Because H��X� is a second-order polynomial, above this
value Xe, H��X� is negative, below, it is positive. If 
2	1,
Xe	1. On the contrary, if 
2�1, Xe�1. We now distinguish
the two cases:

a. First case: �2>1

Function H�X� increases from −pm for X=0 to 1− pm

when X=1.
If pm�1, there are no solutions. If pm	1, there is a

unique solution, with a positive derivative, therefore the so-
lution is stable.

b. Second case: �2<1

Function H�X� increases from −pm for X=0, then goes
through a maximum value at X=Xe, and finally decreases to
1− pm when X=1.

If pm	1, there is a unique solution X	Xe with a posi-
tive derivative, thus the solution is stable.

If pm�1, there are no solutions if H�Xe�	0, and two
solutions if H�Xe��0. This condition can be written as
H�Xe�=function�
2�− pm�0. Therefore there are two solu-
tions if

pm 	
1


2
�1 − Xe

2�Xe + Xe
2 =

1

9
+

2

27
2
�3 + 
2

2�

��
2 + �
2
2 + 3� = pme. �A8�

The value pme is interpreted as the extinction threshold.
The solution satisfying X	Xe has a positive derivative: it
means that the solution such as p1� pme, on the upper branch
in Fig. 4, is stable. The other solution, satisfying X�Xe,
corresponding to the lower branch, has a negative derivative.
It is expected to be unstable, the condition being that the
second condition from Eq. �50� is not fulfilled, i.e.,

F��p1� 	 coth 2�L . �A9�

Using Eq. �A4�, this condition is rewritten as

�−
1

2X
H��X� + 1� 	 coth2 2�L ,

or

1 − 3X2

2X
� −

1

uA
coth 2�L . �A10�

The function of the left-side member is decreasing from
X=Xe to X=1. Thus a sufficient condition is that the condi-
tion is satisfied for X=1. A final sufficient condition is found
to be

uA tanh 2�L 	 1. �A11�

We notice that for pm=1, the two solutions are X=
 and
X=1: thus the condition is also necessary. As a conclusion,
for given values of uA and �, the condition for the instability
of the lower branch solution for every value of pm lying in
the interval �1, pme� is given by inequality �A11�. This con-
dition is satisfied for every practical case, but we notice that
it is possible to have 
=uA tanh �L	1 while uA tanh 2�L
�1. As a matter of fact, this would imply a large value of
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either the losses ��L� or the parameter uA �at least uA larger
than unity�, and this case is probably not encountered in
practice.

2. Nonbeating case

a. Existence of the solutions

The solutions p1 and p2 are given by Eq. �39�

2pm − �p1 − �p2 = 
��1 − �p1���p1 + �1 − �p2���p2�

�A12�

�1 − �p1���p1 − �1 − �p2���p2 = 
1��p2 − �p1� ,

�A13�

where �p1= pm− p1 and �p2= pm− p2.
Writing

� = ��p1 + ��p2, � = ��p1
��p2, �A14�

the first equation leads to

2pm − �2 + 2� = 
��1 − �2 + 3�� �A15�

and the second one, after elimination of ��p1=��p2, corre-
sponding to the static regime,

1 − �2 + � = − 
1� . �A16�

Eliminating � ,� is found to be solution of the following
equation of the third order:

2
�3 − �1 + 3

1��2 + 2�
1 − 
�� + 2�1 − pm� = 0.

�A17�

The solution is particularly easy to find if parameter 
 is
small, and assumed to be zero.

The threshold of existence for the solutions is given by
�2=4�. Using Eqs. �A15� and �A16�, we get

pm = 
�1 − ���� + � �A18�

and

3� − 2
1
�� − 1 = 0. �A19�

Eliminating �, the threshold is found be equal to the
threshold of instability of the static regime.

b. Stability of the solutions

In order to be stable, the solutions need to satisfy one of
equations �50�. After some algebra, they are found to be

either K 	 1 �A20�

or K � coth2 2�L , �A21�

where

K =
2��3� − 1�


2�4� + uA
2��1 + 3��2 − 3�2��

. �A22�

Using Eq. �A19�, quantity K is found to be equal to
unity at the threshold of existence. Then, a numerical analy-
sis shows that, for increasing pm, the factor �3�−1� becomes

negative, and the condition �A20� is fulfilled. Then the de-
nominator vanishes, the quantity K tending to −�, then de-
creases from +�. Therefore the instability threshold appears
to be given by the single condition �A21�, written as follows:

4� + uA
2��1 + 3��2 − 3�2� =

2��3� − 1�

2 coth2 2�

�A23�

or

4�

uA
2 + �1 + 3��2 − 3�2 =


1

1 + 

1
��3� − 1� . �A24�

An analytical solution is difficult to find, except if 

=uA tanh � is small. With this assumption, the following
equation needs to be solved:

4�

uA
2 + �1 + 3��2 − 3�2 = 
1��3� − 1� , �A25�

where

2pm − �2 + 2� = 0 �A26�

and

1 − �2 + � = − 
1� . �A27�

This leads to a fourth-order polynomial equation in �,
thus we limit the analytical calculation to a first-order ap-
proximation with respect to parameter 
1. The following re-
sult is obtained:

�2 = 1 + � + 
1
�1 + � .

Then, using Eq. �A25�:

9�2 + � 4

uA
2 + 3�� − 2 = 
1

�1 + ��2 + 3�� . �A28�

At the zeroth order of 
1 �no losses are present�, the
result corresponding to Eq. �45� of the Kergomard �1995� is
obtained:

�0 =
1

18
�−

4

uA
2 − 3 +�� 4

uA
2 + 3�2

+ 72� , �A29�

then at the first order

� = �0 +

1

�1 + �0�2 + 3�0�
18�0 + 3 + 4/uA

2 �A30�

and finally the threshold of instability is found to be

pm,inst = 1
2 �1 − � + 
1

�1 + �0� . �A31�

This result has been found to be in good agreement with
numerical simulation, which shows that the bifurcation cor-
responds to a period doubling �it is deduced that the thresh-
old of instability increases significantly when losses in-
crease�.

An interesting point is that this threshold can reach the
beating threshold when losses become larger, and the insta-
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bility range disappears, as we will prove now. At the beating
threshold, �=
1 and �=1+
1, thus the equality of the
thresholds is given by Eq. �A24�:

4
1

uA
2 + 6
1 − 2 =

− 
1

1 + 
1

�1 + 
1��1 − 3
1� . �A32�

This leads to a third-order polynomial equation:

3
1
3uA

2�uA
2 − 2� + 
1

2uA
2 + 
1�2 + 2uA

2 − uA
4� − uA

2 = 0.

�A33�

For small uA, a series expansion leads to


1 =
uA

2

2
�1 − uA

2 +
5

4
uA

4 −
1

2
uA

6� . �A34�

For losses larger than this value, no period doubling oc-
curs. For practical cases; the second order in the bracket is
certainly sufficient.
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How do clarinet players adjust the resonances of their vocal
tracts for different playing effects?
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In a simple model, the reed of the clarinet is mechanically loaded by the series combination of the
acoustical impedances of the instrument itself and of the player’s airway. Here we measure the
complex impedance spectrum of players’ airways using an impedance head adapted to fit inside a
clarinet mouthpiece. A direct current shunt with high acoustical resistance allows players to blow
normally, so the players can simulate the tract condition under playing conditions. The
reproducibility of the results suggest that the players’ “muscle memory” is reliable for this task.
Most players use a single, highly stable vocal tract configuration over most of the playing range,
except for the altissimo register. However, this “normal” configuration varies substantially among
musicians. All musicians change the configuration, often drastically for “special effects” such as
glissandi and slurs: the tongue is lowered and the impedance magnitude reduced when the player
intends to lower the pitch or to slur downwards, and vice versa. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2041287�

PACS number�s�: 43.75.Pq, 43.75.Yy, 43.75.St, 43.58.Bh �NHF� Pages: 3306–3315

I. INTRODUCTION

Acousticians �Backus,1 Benade,2 Hoekje,3 Johnson et
al.,4 Wilson5� are divided over the extent of the influence of
the respiratory tract in playing reed instruments, of which the
clarinet is the most studied example. The reed and the air-
flow past it interact with acoustical waves in the bore of the
instrument and with waves in the player’s tract. A simple
argument shows that the acoustical impedances of these are
approximately in series.2 The cross section of the clarinet
bore is rather smaller than that of the tract, so its character-
istic impedance is higher. Further, the resonances in the in-
strument have a high value of quality factor, so the peaks in
impedance have high value and, to first order, usually deter-
mine the playing regime of the bore-reed-tract system.6 Nev-
ertheless, the effects of the impedance spectrum of the vocal
tract, even if smaller than those of the clarinet, may be im-
portant, because musicians are often interested in subtle ef-
fects. For instance, a 1% change in frequency could be a
large mistuning for a musician, and subtle changes in the
spectral envelope may be important in controlling timbre and
musical expression. Most researchers agree that the effect is
small but important—even if they do not necessarily agree
about how the vocal tract affects the sound production—
except for Backus who considers that the player’s tract has a
negligible influence on the instrument tone.

Strictly speaking, it is the impedance of the entire air-
way of the player, from mouth to lungs, that loads the reed or
lips and that drives the air flow past them. However, Mukai7

reported that experienced players of wind instruments keep
the glottis �the aperture between the vocal folds� almost
closed when playing. This is very important to the possible
influence of the tract: with an open glottis, the airway has

relatively weak resonances, because it is terminated with the
high losses in the lungs and lower airways. In contrast, an
almost closed glottis provides a high coefficient of reflection
for acoustic waves at all but the lowest frequencies, and so
would be expected to give strong resonances, similar to those
that give rise to formants in speech. For that reason, we shall
refer hereafter to the player’s vocal tract as the resonator that
is controlled by the player.

Impedance measurements have been made previously
�Benade,2 Backus,1 Hoekje,3 and Wilson5� but are not fully
exploitable or applicable due to the fact that they either were
performed under conditions that do not closely resemble
those used to play an instrument, or that they lacked phase
information, or contained high levels of background noise.
Moreover, they were made in most cases on only one sub-
ject. The measurement conditions should reproduce, as much
as possible, the playing condition, so that the player can
automatically adopt the tract configurations used in playing
under particular conditions. For example, Benade2 measured
the impedance of a clarinettist’s tract by inserting into the
player’s mouth a pipe containing the acoustical source and
the microphone. The pipe inner diameter was 20 mm, which
forces the player to open the mouth considerably more than
he would when playing a clarinet. This problem was solved
by Hoekje,3 who used a similar arrangement, with the excep-
tion that he reduced the size of the part which goes into the
musician’s mouth. Overall, Hoekje measured somewhat low
values of the impedance �maxima about 8 MPa s m−3�, there-
fore much smaller than the maxima measured for the clarinet
using most fingerings �Wolfe et al.,8 Backus9�. This may be
explained by the fact the player could not breathe into the
apparatus, nor was the glottis aperture monitored. It is likely,
therefore, that the subject may have relaxed the glottis, and
thus reduced the magnitude of the airway resonances, as dis-
cussed earlier. This is the case too with Backus’s1 measure-
ments which only give a maximum magnitude of

a�Current address: LIMSI-CNRS, BP 133, 91403 Orsay, France; electronic
mail: claudia.fritz@ens-lyon.org
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5 MPa s m−3. That would explain as well why he reported
that the values he obtained could not be consistently repro-
duced, as a musician cannot be consistent with his glottis if
he cannot blow. Moreover, all these studies only give the
amplitude of the impedance but not the phase. Wilson5 mea-
sured the complex impedance in a situation in which a clari-
nettist could mime playing while exhaling, in order, to her
opinion, to keep the glottis open �in contrast with the images
in Mukai’s work7�. These measurements were made with a
chirp of 1

3 s duration, and so have a relatively high noise
component. The performers were three professional clarinet-
tists and two advanced amateurs. She was also able to obtain
values for the impedance during playing at the frequencies of
the harmonics of the note played. These are interesting val-
ues but, because they are widely spaced in frequency, the
give little information about the tract configuration and few
data for numerical simulations. There may have been prob-
lems in consistency, because the two methods did not always
give similar results.

It has not yet proved possible to make accurate imped-
ance measurements in the vocal tract during playing because
of the very high sound levels produced by the reed. �The
acoustic current produced in the tract by the reed is compa-
rable with that produced in the clarinet, so peak pressure
levels are high.� Consequently, it is still necessary to measure
clarinettists miming playing. In our measurements reported
here, a direct current shunt was placed in parallel with the
impedance head, to allow the players to blow normally, and
so to adopt a tract configuration approaching that used for
playing.

Our measurements were done on professional clarinet-
tists and advanced students. They were asked to play notes
on their own clarinet, set up for normal playing, and then to
mime playing on the instrument containing the impedance
head. Notes over the range of the instrument were chosen,
and players were asked to play and to mime a range of con-
ditions requiring different embouchures to adjust the intona-
tion or register, or to produce other effects.

II. MATERIALS AND METHODS

A. The impedance spectrometer

The setup is based on the impedance spectrometer de-
veloped previously,10 which uses a source of acoustic current
produced from an output with high acoustic impedance �see
Fig. 1� and which is calibrated using an acoustically infinite
waveguide as the reference impedance. This reference is a
straight, cylindrical stainless steel pipe, 7.8 mm in diameter
and 42 m long, so that echos, in the frequency range of in-
terest, return attenuated by about 80 dB or more. Several
compromises were made to incorporate an impedance head

of this type into the clarinet mouthpiece so that it can mea-
sure the impedance that loads the clarinet reed without dis-
turbing the player.

A range of impedance heads and �cylindrical� reference
waveguides are available. For this experiment, we chose to
use one with diameter 7.8 mm, because it yields a cross-
sectional area comparable with that of the effective surface
area of the reed protruding past the lower lip inside the
mouth. Such an impedance head was mounted inside a modi-
fied clarinet mouthpiece as shown in Fig. 2. The angle is
chosen so that the head passes through the upper surface of
the mouthpiece just beyond the point where the player’s
teeth rest and meets the lower surface at the position of the
reed tip. The end of the attenuator �the current source� and a
small microphone �Countryman CAI-B6 miniature B6, diam-
eter 2 mm� positioned l=9 mm from the end of the head, and
the impedance at the end is calculated using the transfer ma-
trix for a cylindrical waveguide.

This angle produces an elliptical area at the end of the
measurement head. For calibration, this was simply sealed
on the circular area of the reference waveguide, with the
centers aligned. Several other geometries were also tried: one
used a bent waveguide between the measurement plane and
the reference plane. Another used straight tubes as here, but
the extra volume at the ends of the ellipse were filled with
modeling compound. To estimate the effect of the disconti-
nuities thus produced, the impedance was measured for a
range of waveguides with simple, known geometries �cylin-
drical pipes of different diameters and lengths�, for which the
impedance is known from other measurements to agree well
with theory. The most successful fits were obtained from the
geometry shown: the simple straight impedance head with
the open elliptical end. For pipes of same diameter as the
head, the comparison between the measurement gives an er-
ror of 1% in frequency and up to 20% in amplitude at high
frequency.

The mouthpiece was sealed with epoxy so that the mea-
surement head is connected only to the player’s tract and not
to the clarinet. In any case, the position of the head, which
should measure the impedance in the plane of the reed near
its tip, prohibits the installation of a reed. Preliminary experi-
ments showed however that musicians could reproduce em-
bouchures that had very similar acoustic impedance spectra.
This suggested that they have a high developed sensory or
muscle memory and can mime easily a configuration that
they use regularly. This is not surprising: it is presumably
what they must do normally before playing in order to have
the desired pitch and timbre from the beginning of their first
note. However, players are not usually aware of the position

FIG. 1. A schematic of the impedance spectrometer using the capillary
method.

FIG. 2. Cross section of the clarinet mouthpiece containing the impedance
head and a lossy shunt.
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of the vocal folds and the glottis and so, if they are not
blowing air, they may close them or relax them. For that
reason, a shunt with a dc impedance, judged by a clarinettist
to be comparable with that of a clarinet under normal playing
conditions, was introduced to allow subjects to blow nor-
mally. A small pipe �40 mm long and 3 mm diameter� was
positioned to provide a shunt or leak from the mouth to the
outside air. Its short length ensured that resonances and an-
tiresonances fell beyond the frequency range of interest and
measurement, its diameter ensures that its characteristic im-
pedance is between 10 and 100 times larger than the maxima
in the vocal tract impedance with which it is in parallel, and
it was filled with acoustic wool which makes the impedance
largely resistive, reduces the turbulent noise due to flow, and
provides a dc resistance comparable to that of a real clarinet.

To prevent water condensation in the measurement ap-
paratus, a low voltage electrical circuit was used to raise the
temperature of the impedance head to 40 °C.

B. Procedure

Seventeen players took part in the experiment and their
musical level varied between advanced student and profes-
sional. They first answered a survey about their musical
backgrounds and their opinions about the influence of the
vocal tract when playing. Throughout all measurement ses-
sions, a digital audio tape recorder was used to record play-
ers comments and played sounds. The microphone was po-
sitioned 10 cm from the bell.

For measurements, each player was asked first to play a
note mezzo forte on his/her own clarinet, and then to mime
playing the same note on the modified clarinet. The notes,
selected after discussion with clarinettists, were �written� G3,
G4, G5, and G6. G3 is close to the lower end of the instru-
ment range and uses almost the full length of the nearly
cylindrical part of the bore. It is a good example of a note in
the chalumeau register. G4 uses the fundamental mode of a
relatively short section of the bore: it is an example of a note
in the throat register. G5 uses the speaker or primary register
key and the second resonance of a medium length tube: it is
an example of the clarion register. G6 uses two open register
holes and is an example of a note in the altissimo register.

The subjects then played and mimed some unusual em-
bouchures: some peculiar configurations such as pitch bend-
ing �lowering the pitch without changing the fingering�, slur-
ring a register change and embouchures of their own
suggestion used for different playing conditions. They were
also asked to mime embouchures described in terms of vow-
els �in particular “ee” and “aw”�, a description used by some
clarinettists. For the slurred register change, the musicians
were asked to mime over 5 s what they usually do in less
than a second, during the transient between two notes.

The measurements were made over the range
0.1–3 kHz, which includes the playing range of the instru-
ment. In this range, there are usually three vocal tract reso-
nances, at typically 0.3, 1.3, and 2.3 kHz, although the fre-
quency varies among different players and playing
conditions. The sampling in the frequency domain was cho-
sen as a compromise between a high signal to noise ratio and

precision in frequency. The frequency resolution was set at
5.4 Hz. The measurement time was set at 10 s �except for
some unusual embouchures� as it is tiring and hard for a
musician to hold a constant embouchure longer.

III. RESULTS

A. The survey

Except from one amateur player, all the participating
musicians consider that their vocal tract has a very important
influence on the timbre. Regarding the pitch, four of them
think that the vocal tract is important whereas the thirteen
others regard it as very important.

For more specific details, we shall only quote here the
musicians who were the most able to describe their own
utilization of the vocal tract. We shall retain their own vo-
cabulary, which often corresponds to mental and musical im-
ages. Some of the subjects, with busy schedules as perform-
ing musicians, had done no teaching for many years and
were therefore not in the habit of describing what they do
with the mouth.

Player B, a very experienced music teacher, reported
having reflected at depth on what she does in order to explain
it to her pupils. She changes the vocal tract shape for:

�1� note bending �i.e., adjusting the pitch using the mouth,
rather than keys on the instrument�;

�2� changing tonal colors to give character to interpretations.
For that effect, she especially uses two configurations. In
one, which she names for the vowel in “hee,” she reports
that she has the back and middle tongue in a high posi-
tion, increased lip tension, the soft palate is lowered and
the throat somewhat closed. This embouchure she uses
and recommends for brightening the sound. In another
named for the vowel in “haw,” she reports a high soft
palate, the back of the tongue lowered and the throat
more open. This she recommends and uses for darkening
the timbre;

�3� for changing articulation: the tongue has to be as close as
possible to the tip of the reed to have a light articulation.
So the “hee” configuration is usually more appropriate
than the “haw” one.

Her tongue touches the lower lip but not usually the lower
teeth. The tongue can actually touch the lip/teeth in low or
clarion register but not in altissimo register. It is in general
between 1 and 2 mm away from the teeth.

Player D, another experienced player and teacher, re-
ported lifting the soft palate in order to obtain more reso-
nance and projection which, she said, induces a richer sound.
She reports that her tongue touches neither the lower teeth
nor the lower lip, and is in different positions according to
the register:

�1� for the low register, the tongue is low and arched, 1 cm
away from the lip;

�2� for the high register: the tongue is higher in the mouth,
moves a little forward �about 8 mm away from the lip�,
becomes wider, and flattens.

3308 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 C. Fritz and J. Wolfe: Impedance measurements of clarinet player’s airway



One advanced student, player H, prefers having the
tongue high in the mouth so the sound is more “focused.” He
uses changes in the vocal tract for register change, large
intervals, pitch bend, and multiphonics.

Player C, a very experienced professional player, re-
ported that he enriches the sound in high harmonics by open-
ing the oral cavity. Further, he “opens the throat,” but not
necessarily the glottis, when he descends a register. Above
all, however, he reports using his facial muscles in order to
modify the embouchure.

Another very experienced professional player, player A,
imagines, when playing, “focussing the sound through the
nose.” She has the impression that the more her soft palate is
arched the more the sound is “focussed.” �It should be re-
marked that the velum must be closed or very nearly closed
during clarinet playing, to avoid a dc shunt through the nose
that would prohibit playing. However, the muscular tension
in the velum could in principle affect the impedance spec-
trum.�

In at least one case, disagreements among the opinions
of the musicians were reported. Player D reported that large
mouth cavity was useful for a “rich, focussed” sound, while
others reported that they achieved such a sound by lifting the
tongue close to the soft palate. One possible explanation is
that the musicians in question have different meanings for
“rich” and especially for “focussed” in this circumstance.

B. Reproducibility of the impedance
measurements

Reproducibility was tested on each musician by making
about five measurements of the embouchure for the same

note �written G3� over the course of a session �typically
40 min�. Players were able to repeat their embouchures
rather reproducibly: in the typical result shown in Fig. 3, the
second resonance is obtained at 1250 Hz with a standard
deviation of 3% in frequency and 15% in amplitude.

FIG. 3. Typical results of measures testing the reproducibility of the player’s
tract configuration: the impedance spectra of the vocal tract of the same
player �player G� miming playing the note G3 on three occasions over an
interval of 40 min.

FIG. 4. The impedance spectra of the respiratory airway of two experienced
professional musicians �player B in black and player E in grey�, for notes
G4 �top� and G6 �bottom�.
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C. General comments

Most of the subjects in our study reported that, for nor-
mal playing, they use an embouchure that varies little over
most of the range, except for the highest register. This was
confirmed by the measurements: for all players, the form of
the impedance spectra is quite stable over the whole register,
except sometimes from the altissimo register.

The geometric average amplitude of the impedance is
similar for all musicians. The first peak, whose frequency is
between 200 and 300 Hz, has an amplitude between 1.8 and
5.6 MPa s m−3. The next resonances are on the other hand
different for both amplitude and frequency. For some player
embouchure combinations, the amplitudes are in the range
30–100 MPa s m−3 which is of the same order as that of the
impedance of the clarinet at its resonances.8

The difference between the impedance spectra recorded
for the “normal” playing configuration and that measured for
the tract configuration used for “special effects” is not very
large for any of the student players measured. For some of
the professional players, however, the effect was very large.
However, the spectra measured for the different special ef-
fects also varied substantially among these players, just as it
did for normal playing.

For several players, the “ee” configuration produced a
strong peak between 560 and 1000 Hz, a peak that is asso-
ciated with the constriction between tongue and palate �see
Fig. 7�. For many players, however, the configuration they
produced when asked to mime the “ee” embouchure had no
such peak and indeed resembled somewhat the impedance

measured when they were asked to mime the “aw” embou-
chure. However, the average level of impedance, even for
these players, was in general higher for “ee” than for “aw.”
Not all players use the “ee” and “aw” terminology for the
embouchure and it is possible that the instruction was in this
case confusing. It is important to remark that this terminol-
ogy in terms of vowels refers more to the position of the
tongue in the mouth than to the real configuration of the
vocal tract in speech as the mouth of the player is of course
closed around the mouthpiece.

FIG. 5. A comparison of the impedance spectra measured on player C for
the configurations for normal playing and for performing a pitch bend.

FIG. 6. A comparison between two professional players �player D above
and C below� for their normal playing configurations �top� and for those
used for some less usual effects �bottom�.
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D. Differences among players for “normal” playing
mode

We study here the configurations that musicians use in
“normal” playing, which means the configuration they adopt
usually, when they have no special musical intentions, in the
mezzo forte nuance. For comparisons, we choose the note G4
which is representative of the low and medium register and
the note G6 for the high register. In Fig. 4, the same two
musicians mime playing each of the notes.

The configuration for the note G4 is qualitatively similar
for both musicians. A few exceptions apart, it is a configu-
ration used by many players in the normal playing mode for
almost the whole range of the clarinet, as shown in the fig-
ures available in Ref. 11. However, the configuration adopted
for the very high register can differ quite considerably
among players: some musicians adopt a configuration that
enhances the second peak and moves it into the frequency
range of the note played whereas some others tend to adopt a
configuration that reduces the amplitude of this peak.

E. Variations used by players

Players agree that they use different embouchures for
different effects. The embouchure includes the lip and jaw
position, and hence the force, the damping, and the position
on the reed may vary. The aspect being studied here is the
way in which the mouth or vocal tract geometry changes can
affect the impedance spectrum. The substantial changes
shown in Fig. 5 suggest that the latter effect may not be
negligible even if the configuration in normal playing is quite
stable over the whole register.

It is interesting to note the remarkable similarity in the
impedances for “special effects” between two professional
players who played together for several years in a major
national orchestra, whereas they do not adopt the same con-
figuration for normal playing �Fig. 6�.

One of the professional players expressed her control of
pitch and timbre thus: she uses an “ee” for the high register
or for brightening the sound and in contrast she adopts an
“aw” configuration for darkening the timbre and lowering
the pitch. The differences between these two configurations
are represented in Fig. 7.

F. Subtlety

In most cases, different tract configurations that were
reported to be used to produce different effects on the sound
were found to have different impedance spectra. However,
for some of the players, the impedances measured when they
were miming “good” and “bad” embouchures differed by
amounts comparable with the measured reproducibility of a
single embouchure. For example, Fig. 8 shows a large simi-
larity between the impedances for embouchures described by
a very experienced soloist as those corresponding to a “nice”
and a “bad” sound. We presume that in this case the differ-
ences had more to do with aspects of the embouchure such as
lip tension and position, and less to do with the tract con-
figuration.

G. Summary of the measurements

The players are classified into groups for which the im-
pedances look similar for notes G3 to G5. The results of one
player contained unexpected and unexplained high levels of

FIG. 7. The impedance spectra of player D’s airway for two configurations
described as “ee” and “aw,” for the note C5.

FIG. 8. The impedance spectra of the vocal tract of player A for two con-
figurations associated with a “nice” sound or with a “bad” one, i.e., one
which is to be avoided �note G5�.
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noise, and are omitted. Results are summarized in Table I.
The first resonance is not listed. It is present for all players,
its amplitude is hardly varied and its frequency only slightly
little varied for playing conditions. Its frequency is between
220 and 280 Hz and its amplitude between 1.8�106 and
1.8�107 Pa s m−3.

IV. THEORETICAL MODEL

A. Model for the vocal tract

This model draws on work in speech science, where
scientists are more interested in what happens at the glottis
and usually calculate either the transfer function or the im-
pedance at the glottis. However, numerical simulations
which were done in speech synthesis to calculate the imped-
ance at the glottis can be used in our study by inverting the
calculation and using the appropriate impedance at the glot-
tis. The model used is the one developed by Sondhi12,13 with
yielding walls. The vocal tract is represented by concat-
enated cylinders and the relation between the variables at the
input of cylinder k+1 and cylinder k �k=0 at the glottis� is
the following:

�pk+1

uk+1
� = �A B

C D
��pk

uk
�

with

A = D = cosh��l

c
� ,

B =
�c

S
� sinh��l

c
�, C =

S

�c
� sinh��l

c
� �1�

with

� =� r + j�

� + j�
, �2�

� = ��� + j�� , �3�

� =
j��t

2

�j� + r�j� + �w
2 + � , �4�

� = �j�q , �5�

where r and �w are related to the yielding properties of the
vocal tract and represent, respectively, the ratio of wall re-
sistance to mass and the mechanical resonance frequency of
the wall. Their values are set to r=408 rad s−1 and �w /2�
=15 Hz. �t is the frequency of a resonance of the tract
when sealed at both the glottis and the lips, and which is
associated with the finite mechanical compliance of the
walls �like the “breathing mode” in a string instrument�:
�t /2�=200 Hz. The parameter q is a correction for ther-
mal conductivity and viscosity, which is set to q
=4 rad s−1.

The calculation was done was done using a program
written by Story,14 except that it was inverted in order to
calculate the impedance at the mouth �and not at the glottis�.
To complete the calculation we need the glottis geometry
�tube 0� as, in contrast with speech, the vocal folds are not

TABLE I. Summary of the features of impedance spectra measured on 16 players for the vocal tract configurations they used for the different cases listed.

Players

Normal playing Special effects

G3, G4, G5 G6 pitch bend

A, B, C, E, and
one other

Two resonances: 1000–1400 Hz
�3.2�106−107 Pa s m−3� and

2100–2400 Hz.

The second resonance dis-
appears for players A, C,
and D. For player F, the

second resonance is lowered
by 500 Hz.

Only one resonance: 600
Hz �1.3�107 Pa s m−3� for
player D, 1400 Hz �4�107

Pa s m−3� for F, 2500 Hz
for A and 2700 Hz �in the

last two cases, it is actually
the first resonance which

disappears�.
Player D One resonance: 700 Hz,

5.6�106 Pa s m−3.
This resonance is shifted to

1400 Hz.
Strong resonance �1.8�107

Pa s m−3� at 700 Hz which
suggests that she uses a

“ee” configuration.
Players H, F and four
other players

The impedance grows con-
tinuously with the fre-

quency, withy a slope of 30
dB for 2500 Hz. Two small

resonances at 1200 and
2000–2300 Hz.

The second resonance is
slightly enhanced.

For half of the players,
the resonances disappear;
for the others �like player
E�, the first resonance is

strongly enhanced.

Player G G3-G4: Two acute resonances
at 1200 and 2100 Hz. G5:

one strong resonance at
1400 Hz.

As for G5. As for G3 and G4.

Two players Same configuration for all playing modes. One strong resonance at 2200 or 2500 Hz,
between 3.2�107 and 108 Pa s m−3.
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entirely closed. We also need the boundary condition at the
glottis: p0=Zsgu0, where Zsg is the input impedance of the
subglottal tract.

B. The glottis

According to the laryngoscopic study by Mukai,7 the
glottis of professional wind musicians is usually a narrow
slit, to which our first-order approximation is a rectangle of
length a=10 mm, width b=1.5 mm, and thickness e
=3 mm.

However, the discontinuity between the cross section of
this slit and that of the trachea requires an acoustic end cor-
rection. Here the glottis is treated as a tube baffled at both
ends, having an effective length of eeff=e+0.85rg where rg is
the equivalent radius of the glottis �rg=�ab /�=2.2 mm�. �In
principle, the end correction for a slit is greater than that for
a circular aperture of the same area.15 However, this approxi-
mation is appropriate, given the experimental uncertainties.�

Consequently, cylinder 0, which represents the glottis
and thus connects the vocal tract to the subglottal tract in the
model, has a length eeff=4.7 mm and area ab.

C. The subglottal tract

For all but very low frequencies, the results depend only
very weakly on the subglottal tract, so we use a very simple
model. �Fig. 9�.

The lungs are very lossy at the frequencies of interest,
and so reflections are minimal. For that reason, they are
modeled here as a purely resistive load with the same char-
acteristic impedance �i.e., an infinitely long pipe whose ra-
dius equals that of the trachea, rt=9 mm�

Zsg =
�c

�rt2
. �6�

D. Correction at the input of the mouth

In comparison with the cross-sectional area of the
mouth, the area of the reed inside the mouth is small, as is
that of the impedance head. It resembles thus a small piston
vibrating in a baffle that seals a larger waveguide, or a dis-
continuity in waveguides, which is often modeled by adding
an end correction to the smaller element. Physically, the vol-
ume of air in the end correction has an inertance comparable
to that of air in the strongly diverging part of the radiation
field in the larger guide. The end correction for a baffled pipe
is used at this end of the vocal tract, too: an element with
radius r=3.9 mm and length l=0.85r.16

As we used mainly the MRI data from Story and Titze,17

we divided the vocal tract, of length 170.4 mm, in finite
elements of length 4 mm, giving 44 elements, plus the zeroth

element representing the glottis �this one is actually divided
in two elements: the first has the same length as the others
whereas the second is used to adjust the effective length of
the glottis�. A complication is due to the insertion of the
mouthpiece about 10 mm in the mouth, which puts the first
two tract elements effectively in parallel with the rest. The
iterative calculation of Sec. IV A is conducted on 33 tract
elements, beginning at the glottis, which is loaded with the
subglottal resistance. This gives the impedance Z1. The two
elements closest to the mouth and sealed at the mouth end
give an impedance Z2. The total uncorrected impedance is
therefore

Znc =
Z1Z2

Z1 + Z2
, �7�

which, when the end correction mentioned earlier is added,
gives

ZVT = Znc + jZ0
�

c
l �8�

with Z0=�c / ��r2�.
The result of end effects and the parallel elements at the

mouth are noticeable primarily at high frequency
�	3000 Hz�. However, at such frequencies the unidimen-
sional model fails anyway because of its neglect of trans-
verse modes. For example, El-Masri et al.18 showed how the
plane wave approximation gave poor predictions for the be-
havior of the tract at frequencies above 4500 Hz. Further
refinement is therefore inappropriate in this simple model.
What is of practical importance in these corrections is their
substantial reduction of the amplitude of the resonances at
high frequency, which avoids artifacts in simulations that
have strong high frequency resonances that do not corre-
spond to those of the tract made of flesh. Further, the cutoff
frequency of an array of open tone holes in the clarinet is
typically around 2000 Hz, so our interest need not exceed the
range 0–3000 Hz.

E. Results for two vowels: Adjustment

The aim of this simulation is to “invert” the model, i.e.,
to obtain the area function from the impedance spectrum.
Solutions to inversion are not unique, but other constraints
on vocal tract shape eliminate many. An inversion was ob-
tained with assistance from Story, which mapped the calcu-
lated impedance of the complete model, including correc-
tions to the area function. The program begins with the first
three resonance frequencies and the mapping was generated
using area functions such as given by Story et al.17 �using
4-mm elements�. In general it was found that the impedance
spectra calculated from the mapped area functions differed
noticeably from the original impedance measurements. A fur-
ther program was therefore written to allow iteration by local
adjustment of the area function to improve the fit. By such
iterations, anatomically possible area functions giving the
experimental impedance spectra were obtained.

Two important results are shown. Clarinettists often re-
fer to two tract configurations as “ee” and “aw,” being those
for the vowel sounds �those of “heed” and “hoard”� sensibly

FIG. 9. A schematic of the waveguide used to model the respiratory airway.
It is not to scale, and the number of elements has been reduced for clarity.
The clarinet mouthpiece is inserted between the lips at left.
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resembled by the playing position. The resemblance is only
approximate, of course: for the vowels, the mouth is open to
different extents, whereas in the playing configuration the
mouth is sealed by the mouthpiece of nearly constant area.

For “ee,” Fig. 10 shows the plausibility of the area func-
tion, which is rather similar to that of the vowels /i/ �“heed”�
and /(/ �“hid”�. This configuration has a cross section at the
palatal constriction lying between the values reported for the
two vowels, which in English differ little except in their
duration. At the mouth end, the area function is set equal to
the cross section of the clarinet mouthpiece, 15 mm from the
end.

It proved impossible, however, to fit the first peak, for
which the inversion gave frequencies that were systemati-
cally too high �e.g., between 230 and 250 Hz instead of
200 Hz for “aw” and between 250 and 280 Hz instead of
230 Hz for “ee”�.

A resistance of 1.5 MPa s m−3 was added at the glottis.
Although this was an empirical adjustment to fit the mea-
sured height of the peak values of impedance, it might be
justified by considering that energy would be lost from
propagating waves due to turbulence produced by flow
through this narrow slit.

For the case of “aw” �Fig. 11� the area function found by
inversion closely resembles that of the corresponding vowel.
However, the magnitude of the first peak is too great, even
allowing for the fact that the peak for this musician is sys-

tematically lower than that of other musicians. Thus for the
same vowel, the first peak of player G has an amplitude
between 5 and 7 MPa s m−3, and is thus better predicted by
the numerical simulation.

Overall, the inversion results have only moderate agree-
ment, and the area functions must be adjusted “by hand” in
order to give impedance spectra close to those measured.
Further, some effects have been neglected, such as the fact
that some players place the tip of the tongue just behind the
lower lip, which might plausibly add a parallel compliance
associated with the air volume under the tongue. Neverthe-

FIG. 10. Top: area function for the vowels /i/ and /(/ �data from Story and
Titze with glottis added�. Also shown are the calculated tract configuration
named “ee” by clarinettists, as determined from inversion. The abscissa is
the element number: the first two are the glottis �see Sec. IV D�, the next 44,
of length 4 mm, comprise a tract 174 mm long. Bottom: the impedance
spectrum for the “ee” tract configuration measured on one of the authors
�player G� an amateur clarinettist.

FIG. 11. Top: area function for the vowel /Å/ �data from Story and Titze with
glottis added�. Also shown are the calculated tract configuration named “aw”
by clarinettists, as determined from inversion. The abscissa is the element
number: the first two are the glottis �see Sec. IV D�, the next 44, of length
4 mm comprise a tract 174 mm long. Bottom: the impedance spectrum for
the “aw” tract configuration measured on player B.

FIG. 12. Calculated impedance spectra for a tract in the configuration “ee”
with three different values of the glottal opening. Two are taken from the
data of Mukai for an expert and an amateur player, the third is for an open
glottis.
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less, this does not prevent the obtaining of approximate area
functions and allows in particular the determination of a
palatal constriction.

F. Influence of the glottis opening

Figure 12 shows the impedance for an “ee” configura-
tion �as described in Fig. 10� calculated in three cases:

�1� the glottis is an expert’s glottis, almost closed, i.e., a slit
of area 15 mm2;

�2� the glottis is an amateur’s glottis, partially closed, of
section 90 mm2;

�3� the glottis is the same as the previous case and the cross-
sectiontional area of the last two cylinders of the vocal
tract �just above the glottis� was increased for more re-
alism: it is indeed very likely that the amateur not only
opened the glottis wider but also opened further the up-
per part of the vocal tract..

This figure shows that the opening of the glottis can
have a large effect �a factor of 2 or 6 dB� on the amplitude of
the peaks. The magnitude of peaks in the impedance data
allow us thus to assume that in many cases, the glottis is
almost closed.

V. CONCLUSION

The newly configured spectrometer permitted the mea-
surement of the impedance spectra of the vocal tracts of ex-
perienced clarinet players in a situation that allowed them to
mime the conditions of playing. In contrast with most previ-
ous measurements, the players could blow into the mouth-
piece and, probably as a consequence of this, the impedance
spectra showed the strong resonances that are characteristic
of a nearly closed glottis, which is the case both for speech
and for the playing of experience wind instrument players.7

As the glottal opening could not be monitored, this deduction
is only made on both the good reproducibility which ensures
us that the glottis is well controlled by the musician during
the measurement and the high level of the impedance in
comparison to previous measurements.

The peak values of impedance measured were in some
cases comparable with the peak values of that of the clarinet
�Wolfe et al.,8 Backus9�. Moreover, the vocal tract imped-
ance is much larger than the clarinet impedance around the
even harmonics. The phase of these harmonics, when we
consider the whole impedance �i.e., the sum of the clarinet
impedance and the vocal tract one� is thus shifted, which
may affect the playing frequency. This suggests that the
acoustic effects of the vocal tract should not be neglected and
that they may have a musically significant influence on the
sound produced.

The combination of these measurements with a survey
about the utilization by clarinet players of their vocal tract
allow us to relate observed acoustical responses to the re-
ported embouchures of the players. All players agreed that
the vocal tract had a large influence on the sound, but their
opinions regarding the best configuration to adopt differ con-
siderably. This is a potentially important conclusion for mu-
sicians: many highly respected professional clarinettists

achieve fine sound quality using rather different tract con-
figurations. Nevertheless, two general trends can be ob-
served. The players try to keep their configuration stable for
most part of the register, which is in contrast to Johnson’s
suggestion4 that players may tune one of the vocal tract reso-
nances to the note played. On the other hand, the configura-
tion can be changed substantially for special effects such as
difficult slurs across registers or pitch bend: players lower
the tongue and the overall magnitude of the impedance when
they aim to bend the pitch down, or to slur downwards over
registers, and vice versa. To examine this phenomenon in
more detail, we hope that, in the future, it may be possible to
make such measurements in real time in order to determine
how the musician changes his configuration during a transi-
tion.
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In this article, a class of numerical schemes for the simulation of nonlinear coupled longitudinal/
transverse string vibration is presented. Though there are various ways of arriving at such schemes,
special attention is paid here to energy conservation in nonlinear model systems and its transfer to
an analogous discrete quantity in a difference scheme. Such exact numerical energy conservation
can lead to simple global stability conditions, which can be otherwise difficult to ascertain for
nonlinear difference schemes—in particular, such conditions may be arrived at without any reliance
on frequency domain concepts �i.e., Fourier or Laplace transforms�, which are of only moderate
utility in the analysis of nonlinear systems. Implementation details are discussed and numerical
results are presented. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2046787�
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I. INTRODUCTION

Work on nonlinear string vibration has been ongoing for
more than a century, and the field has, in some respects,
reached maturity. There are various partial differential equa-
tion �PDE� models which describe the large amplitude vibra-
tion of a nonlinear string, and in particular the coupling be-
tween longitudinal and transverse motion, to varying degrees
of complexity. Though a complete summary is impossible in
this short article, it is worth mentioning that there are two
discernible families of such models: �1� general forms for
which the nonlinearity is pointwise dependent on the string
state,1,2 and �2� simplified forms �referred to here as
Kirchhoff-Carrier type models� for which the longitudinal
motion is “averaged out” to yield a nonlinear system in the
transverse motion alone, with the nonlinearity intervening in
a distributed, but not spatially varying way.3–6 It is to be
noted that the formulation and study of such models is of
fundamental importance, as the nonlinear string is perhaps
the simplest distributed nonlinear system occurring in nature.
The reader is referred to the text by Morse and Ingard1 and
the work of Vallette7 for an overview. Nonlinear string mod-
els are intimately related to �and can often be viewed as
special cases of� various models of beam vibration, and in
particular, the so-called “geometrically-exact” formulation of
Simo and Vu-Quoc.8,9

Though there do exist various established PDE models
for nonlinear string dynamics, when it comes to numerical
solution techniques, the situation is far less clear, and this
aspect has been given relatively little attention in the litera-
ture. This is surprising, given the utility of numerical results
as a means of comparing theory and measured data. Though
there have been a few cursory descriptions of numerical
schemes for nonlinear strings,10–12 these are usually simple
extensions of schemes for the linear wave equation; in par-
ticular, the important question of numerical stability is not
addressed. �Two exceptions are the work of Furihata,13 who
employs a technique loosely related to that to be presented

here to a simplified transverse-only nonlinear string model,
and Rubin’s work on numerical methods based on the theory
of a Cosserat point;14 in neither case is any numerical stabil-
ity analysis carried out.�

In previous work, this author has described finite differ-
ence schemes for a Kirchhoff-Carrier string model in a single
transverse polarization.15–17 These schemes mirror not only
the dynamics of the continuous string model, but also pos-
sess a conserved quantity analogous to an energy—this con-
servation property may then be used to find useful global
stability conditions �i.e., stability which is independent of
initial conditions�, through analysis often referred to as the
energy method,18–21 which relies on concepts in functional
analysis.22 Stability verification for nonlinear difference
schemes is otherwise difficult, and, in particular, cannot be
arrived at definitively through Fourier or spectral analysis
techniques �often referred to as von Neumann analysis in this
context23,24�. �The text by Gustaffson, Kreiss, and Oliger18

discusses the ranges of applicability of spectral techniques in
great detail.� Energy-based analysis and construction of nu-
merical schemes has seen quite a bit of increased activity in
recent years, and has been applied to various types of solid
systems �see, e.g., Ref. 25�.

Kirchhoff-Carrier type models, however, are but simpli-
fied representations of nonlinear string dynamics, and the
numerical results in previous work by this author15 exploit
the spatially averaged character of the nonlinearity �the same
can be said of extended digital waveguide type approaches to
solutions of the so-called “tension-modulated” string26–28 as
well as quasimodal descriptions of nonlinear strings,29,30

which lead to highly accurate energy conserving methods17

of the spectral type31,32�. Furthermore, as mentioned earlier,
longitudinal motion is not explicitly modeled. In more real-
istic nonlinear string models, however, the pointwise nonlin-
ear coupling between the transverse and longitudinal motion
persists; such models are the subject of this article, and are
related to so-called “geometrically exact” beam vibration
formulations mentioned earlier. The case of planar motion is
discussed here—an extension to full three-dimensional mo-
tion �see, e.g., Ref. 33� is immediate.a�Electronic mail: s.bilbao@qub.ac.ak
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The techniques earlier applied to Kirchhoff-Carrier
models are here extended to the much more general case of
pointwise nonlinear string equations of various types, which
are given along with an energetic analysis in Sec. II. Several
commonly encountered approximate forms of the nonlinear
string equations are presented �see Table I�, only one of
which �S4

*� is suitable for energy-based stability analysis. In
Sec. III, some basic facts regarding grid functions and finite
difference operators are presented, followed by finite differ-
ence schemes of the interleaved type for the string system S4

*

described in Sec. II. A discussion of conservation properties
ensures, and a particular scheme for which numerical stabil-
ity may be guaranteed is presented �scheme s4

*,�c�, given in
Table II�. The section is concluded with a cursory look at
boundary conditions and implementation issues. Numerical
results follow in Sec. IV.

As a note, the author wishes to add that a latent goal of
the present study is to develop a general methodology for the
robust analysis and synthesis of sound for stringed musical
instruments; such schemes are the only rigorous means of
generating synthetic sound for those musical instruments
whose timbre is inextricably linked to nonlinear effects �so-
called “phantom partials” in piano tones10,34 and pitch glides
in plucked instruments such as the Finnish kantele26,27 being
two notable examples�. Though this article is intended for a
more general readership, the numerical examples are chosen
so as to hint at the possibilities for musical sound synthesis.

II. MODEL EQUATIONS

A general model of nonlinear string dynamics, described
by Morse and Ingard1 and which can be related to the geo-
metrically exact theory of beams,35 is given by the following
set of equations:

��̈ = EA�� − �EA − T0�� 1 + ��
��1 + ���2 + ����2��

, �1a�

��̈ = EA�� − �EA − T0�� ��
��1 + ���2 + ����2��

. �1b�

Here, ��x , t� and ��x , t� describe, respectively, the longitudi-
nal and transverse deviation of a point on the string as a
function of time t�0 and distance along the string x
� �0,L�. Such a point, located at Cartesian coordinates �x ,0�
when the string is at rest, will have dynamic coordinates �x
+� ,��. E, A, �, and T0 are Young’s modulus, cross-sectional
area, linear mass density, and nominal tension for the string,
all assumed constant here. Dots and primes indicate partial
differentiation with respect to time and space, respectively.
System �1� may be generalized further in various ways, in-
cluding through the introduction of linear terms modeling
loss and dispersion, as well as excitations, and to include
motion in both transverse polarizations; all of the results on
finite difference schemes which follow are affected only in a
minor way by such generalizations. It may also be general-
ized to include more subtle higher order effects, as per the
work of Narasimha;2 such improved models may fall outside
the range of the techniques presented here, and their consid-
eration is left to a future work.

Two types of boundary conditions are be considered
here. For analysis purposes, most useful are so-called peri-
odic boundary conditions18 of the form

��0,t� = ��L,t�, ��0,t� = ��L,t� �2�

As a more realistic case, conditions of the fixed type, i.e.,

��0,t� = ��L,t� = 0, ��0,t� = ��L,t� = 0 �3�

are briefly examined as well.
System �1� requires the specification of four initial con-

ditions, namely ��x ,0�, �̇�x ,0�, ��x ,0�, and �̇�x ,0�.

A. A transmission-line form

It is useful to rewrite system �1� as a system of four
first-order equations. Defining the variables

p� = �̇, q� = ��, p� = �̇, q� = �� �4�

it then follows that

�ṗ� = EAq�� − �EA − T0�� ��

�q�
��

,

�ṗ� = EAq�� − �EA − T0�� ��

�q�
��

,

�S�

q̇� = p��, q̇� = p�� �Auxiliary System� , �5�

where the quantity ��q� ,q�� �representing a contribution to
the potential energy density of the string due to the nonlin-
earity� is defined by

� = ��1 + q��2 + q�
2 + a + a�q� + a�q� �6�

for arbitrary constants a, a�, and a� �note that these constants
have no effect on the solutions of system �1��. System S
�signifying “string”�, accompanied by the auxiliary system
�5�, can be viewed as a pair of nonlinearly coupled transmis-
sion lines, one in the variables p� ,q�, and the other in the
variables p� ,q�. The coupling occurs through the terms con-
taining ��q� ,q��.

B. Series approximations and simplifications

Slightly more tractable forms, as presented in Table I,
may be obtained through the use of Taylor series approxima-
tions about q�=q�=0 �employing the choices a=a�=−1 and
a�=0� to the function ��q� ,q��, given in the following to
fourth order:

� = 1
2q�

2 − 1
2q�q�

2 + 1
2q�

2q�
2 − 1

8q�
4 + ¯ . �7�

As discussed in the following, the energetic behavior of the
resulting system depends critically on the type of approxima-
tion made. The standard series approximation, found, e.g., in
Morse,1 is given by truncating this series approximation to
fourth order, yielding the system S4. Truncation of � to third
order is also sometimes employed,10,11 giving the form S3,
and truncation to second order uncouples the longitudinal
and transverse motion completely �see form S2�.

The approximation �4
*, employed by Anand,5 and given

by
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�4
*�q�,q�� = 1

2q�
2 − 1

2q�q�
2 − 1

8q�
4 �8�

is correct to third order, but lacks one of the fourth-order
terms of �, and leads to the system S4

*. One might well ask
in what sense the use of system S4

* is justified. One answer
follows from the energetic properties to be discussed in the
next section; another relates to the relative orders of magni-
tude of q� and q� in system S. As noted by Anand5 and
Morse,1 q� is of the same order of magnitude as q�

2 , and it is
perhaps more natural, then, to use a homogeneous approxi-
mation, truncated to powers of, say, q�. Given that the term
q�

2q�
2 is clearly of sixth order in q�, it is then justified to

neglect it with respect to the term in q�
4 .

As a useful nonlinear test problem for finite difference
schemes, it is also worthwhile to consider the transverse-only
system �i.e., assuming p�=q�=0� under a fourth-order non-
linearity, given as ST,4 in Table I.

C. Energetic analysis

The procedure by which one may extract a conserved
energy-like quantity from a system is similar to that which
was applied to a Kirchhoff-Carrier system by this author in
Ref. 15. A condensed treatment is provided here.

As a notational preliminary, it is worth recalling here the
definition of the spatial L2 inner product of two real-valued
functions f�x , t� and g�x , t� over the interval x� �0,L�, as
well as the associated norm:

�f ,g	 = 

0

L

fgdx, �f�· ,t�� = �f , f	1/2. �9�

Consider first system S. Multiplying the first and second
equations by p� and p�, respectively, and integrating over the
range x� �0,L� gives



0

L

�p�ṗ�dx = 

0

L

p��EAq� − �EA − T0�
��

�q�
��

dx ,



0

L

�p�ṗ�dx = 

0

L

p��EAq� − �EA − T0�
��

�q�
��

dx .

Using integration by parts on the right-hand side of these
equations, and either of the boundary conditions of Eq. �2� or
Eq. �3�, as well as the auxiliary equations �5� gives



0

L

�p�ṗ�dx = − 

0

L

q̇��EAq� − �EA − T0�
��

�q�
�dx ,



0

L

�p�ṗ�dx = − 

0

L

q̇��EAq� − �EA − T0�
��

�q�
�dx .

Finally, applying the definition of the norm as per Eq. �9�
and summing the resulting equations gives

d

dt
HS = 0 ⇒ HS = TS + VS = constant �10�

with

TS =
�

2
��p��2 + �p��2� ,

VS =
EA

2
��q��2 + �q��2� − �EA − T0�


0

L

�dx .

Thus HS is a scalar conserved quantity of system S; in par-
ticular, it behaves as an energy �H signifies “Hamiltonian”�,
with a kinetic part TS dependent on p� and p� and a potential
part VS dependent on q� and q�.

The systems S4, S4
*, S3, and S2 all result from series

approximations to �, and as such, also possess conserved
quantities. The kinetic energy terms remain the same in all
cases, and the potential energy is given by the above-
presented expression for VS, with � replaced by the series
truncated form. The resulting expressions are denoted by VS4

,
VS4

*, VS3
, and VS2

, respectively, and appear at the right in

TABLE I. Approximations to system S, as well as the associated expressions for kinetic and potential energy.

Defining equations �aux� Kinetic energy Potential energy

S4 �ṗ�=EAq��+
EA−T0

2
�q�

2�1−2q���� VS4
=

T0

2
��q��2+ �q��2�

�ṗ�=T0q�� +
EA−T0

2
�q�

3 +2q�q��1−q���� +
EA−T0

8
��q�

2 +2q��2− �q�q��2�

S4
*

�ṗ�=EAq��+
EA−T0

2
�q�

2�� VS4
* =

T0

2
��q��2+ �q��2�

�ṗ�=T0q�� +
EA−T0

2
�q�

3 +2q�q���
q̇�= p�� TS=

�

2
��p��2+ �p��2� +

EA−T0

8
�q�

2 +2q��2

S3 �ṗ�=EAq��+
EA−T0

2
�q�

2��

q̇�= p��

VS3
=

EA

2
�q��2+

T0

2
�q��2

�ṗ�=T0q�� +
EA−T0

2
�2q�q��� +

EA−T0

2
�q� ,q�

2	

S2 �ṗ�=EAq�� VS2
=

EA

2
�q��2+

T0

2
�q��2

�ṗ�=T0q��

ST,4 �ṗ�=T0q�� +
EA−T0

2
�q�

3��
q̇�= p�� TST

=
�

2
�p��2 VST,4

=
EA

2
�q��2+

EA−T0

8
�q�

2�2
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Table I. For the simplified nonlinear transverse-only system
ST,4, the kinetic and potential energies are denoted by TST
and VST,4

; explicit expressions for these are also given in
Table I.

D. Bounds on solution size

As a prelude to an energetic analysis of finite difference
schemes, it is useful to compare the above-mentioned ap-
proximations to the system S, especially insofar as the con-
served quantities mentioned earlier lead to global bounds on
the size of the solution.

Consider system S2, which, it is to be recalled, is the
linearized form of the string equation. From the expressions
given in Table I, it is clearly true that TS�0 and VS2

�0,
implying HS2

�0 and, furthermore,

�p��,�p�� ��2HS2

�
, �11�

�q�� ��2HS2

EA
, �q�� ��2HS2

T0
. �12�

As HS2
is constant and equal to its value at time t=0, there

are thus global bounds on the size of the solution of system
S2 at all future times.

In contrast, for the commonly encountered approximate
systems S3 and S4, such global conditions do not exist, as the
energy function is not necessarily positive for all possible
choices of the string state; choosing, for instance, q�

=sgn�T0−EA�q�
2 , then VS4

and VS3
are negative and un-

bounded in the limit as q� becomes large. Because the solu-
tions themselves cannot be bounded, it is unreasonable to
expect to find finite difference schemes which are provably
numerically stable under general conditions; systems S3 and
S4 are not considered henceforth in this article, though it

should be emphasized that they do possess a conserved
energy-like quantity which can be transferred to discrete
time.

System S4
*, however, is well-behaved in this sense, under

the restricted condition

EA � T0. �13�

This is indeed the case for many systems of practical �and
also musical� interest. TS and VS4

* are both non-negative, and
it follows immediately that

�p��,�p�� ��2HS4
*

�
, �q��,�q�� ��2HS4

*

T0
. �14�

It is probably possible to tighten the above-mentioned
bounds through further analysis.

For the simplified system ST,4, the energy HST,4
=TST

+VST,4
is non-negative, again under condition �13�, leading to

bounds

�p�� ��2HST,4

�
, �q�� ��2HST,4

EA
. �15�

III. FINITE DIFFERENCE SCHEMES

In the following, finite difference schemes for the vari-
ous nonlinear string systems discussed in Sec. II are intro-
duced. Stability conditions which are based on discrete en-
ergy conservation, when available, are then derived. A good
tutorial treatment of the energy method for finite difference
schemes is given by Vu-Quoc and Li.36,37 The reader is re-
minded that frequency-domain concepts are nowhere em-
ployed in this method.

TABLE II. Finite difference schemes of the interleaved type for the systems S2, S4
*, and ST,4 as given in Table I.

Defining equations �Auxiliary�

s2 ��t+p�,i
n−1=EA�x−q�,i+1/2

n−1/2

��t+p�,i
n−1=T0�x−q�,i+1/2

n−1/2

s4
*,�a�

��t+p�,i
n−1=EA�x−q�,i+1/2

n−1/2 +
EA−T0

2
�x−�q�,i+1/2

n−1/2 �2

��t+p�,i
n−1=T0�x−q�,i+1/2

n−1/2 +
EA−T0

2
�x−��q�,i+1/2

n−1/2 �3+2q�,i+1/2
n−1/2 q�,i+1/2

n−1/2 � �t+q�,i+1/2
n−1/2 =�x+p�,i

n

s4
*,�b�

��t+p�,i
n−1=EA�x−q�,i+1/2

n−1/2 +
EA−T0

2
�x−�q�,i+1/2

n−1/2 �2

�t+q�,i+1/2
n−1/2 =�x+p�,i

n

��t+p�,i
n−1=T0�x−q�,i+1/2

n−1/2 +
EA−T0

2
�x−���q�,i+1/2

n−1/2 �2+2q�,i+1/2
n−1/2 �	t0q�.i+1/2

n−1/2 �

s4
*,�c�

��t+p�,i
n−1=EA�x−q�,i+1/2

n−1/2 +
EA−T0

2
�x−�q�,i+1/2

n−1/2 	t0q�,i+1/2
n−1/2 �

��t+p�,i
n−1=T0�x−q�,i+1/2

n−1/2 +
EA−T0

2
�x−��q�,i+1/2

n−1/2 �2	t0q�,i+1/2
n−1/2 +q�,i+1/2

n−1/2 	t+	t−q�,i+1/2
n−1/2 �

sT,4
�a�

��t+p�,i
n−1=T0�x−q�,i+1/2

n−1/2 +
EA−T0

2
�x−�q�,i+1/2

n−1/2 �3 �t+q�,i+1/2
n−1/2 =�x+p�,i

n

sT,4
�b�

��t+p�,i
n−1=T0�x−q�,i+1/2

n−1/2 +
EA−T0

2
�x−��q�,i+1/2

n−1/2 �2	t0q�,i+1/2
n−1/2 �
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A. Preliminaries

In order to approximate a real-valued function such as
f�x , t� which appears as a dependent variable in a PDE, a first
step is to introduce a grid function f i

n, which serves as an
approximation at the coordinates x= ihx, t=nht, for i and n
integer. Here hx and ht are the grid spacing and time step,
respectively. In view of the use of such grid functions in
initial boundary value problems such as the string, the re-
strictions n�0 and i=0, . . . ,N−1, where N=L /hx, are also
imposed. As the difference schemes to be discussed here are
of the interleaved or finite-difference time domain
variety,38,39 it is also helpful to define grid functions such as
gi+1/2

n+1/2, again for integer n and i=0, . . . ,N−1, representing an
approximation to a continuously variable function g�x , t� at
time t= �n+1/2�ht and at location x= �i+1/2�hx.

The forward time difference operator �t+ and time-mean
operators 	t+, 	t−, and 	t0 are defined by

�t+f i
n =

1

ht
�f i

n+1 − f i
n� ,

	t+f i
n = 1

2 �f i
n+1 + f i

n� 	t−f i
n = 1

2 �f i
n + f i

n−1� ,

	t0f i
n = 1

2 �f i
n+1 + f i

n−1�

and forward and backward spatial difference operators �x+

and �x− by

�x+f i
n =

1

hx
�f i+1

n − f i
n�, �x−f i

n =
1

hx
�f i

n − f i−1
n � .

For periodic boundary conditions, the spatial indices of the
grid function are to be taken modulo N. For instance,
�x+fN−1

n = �1/hx��f0
n− fN−1

n �.
All the discrete operators defined earlier are pairwise

commutative. �The symbols � and 	 are intended as mne-
monics for “difference” and “mean,” respectively.�

The identities

�	t+f i
n���t+f i

n� = �t+� 1
2 �f i

n�2� , �16�

	t+�t+f i
n =

1

2ht
�f i

n+2 − f i
n� , �17�

�	t0f i
n��	t+�t+f i

n−1� = 	t+�t+� 1
2 �f i

n−1�2� �18�

follow immediately from the above-presented definitions.
It is useful to define an inner product at time step n

between two real-valued grid functions f i
n and gi

n �and the
associated norm� by

�fn,gn	 = �
i=0

N−1

hxfi
ngi

n, �fn� = �fn, fn	1/2.

�The grid function gi
n above may be replaced by a grid func-

tion gi+1/2
n+1/2, interleaved with respect to f i

n without affecting
the above-presented definition.� It then follows that

�fn,rn,gn	 = �fnrn,gn	 �19�

for any three grid functions f , g, and r.
Recall also the triangle inequality,

�fn + gn� � �fn� + �gn� �20�

which implies, in particular, that

��x−fn� �
2

hx
�fn� . �21�

The useful identity

�fn,�x−gn	 = − ��x+fn,gn	 �22�

holds for periodic boundary conditions and is the discrete
analogue of integration by parts.

B. Interleaved schemes

In developing difference schemes, it is perhaps simplest
to begin from the uncoupled linear system S2. Due to this
lack of coupling, it is permissible to examine the two sys-
tems, one in p� and q�, the other in p� and q�, in isolation. A
centered finite difference scheme, here called s2, can then be
written as shown in the first row of Table II. Here, the grid
functions p�,i

n and p�,i
n , approximations to p��x , t� and p��x , t�

are interleaved in time and space with respect to the grid
functions q�,i+1/2

n−1/2 and q�,i+1/2
n−1/2 , which are approximations to

q��x , t� and q��x , t�.
To see this interleaving property clearly, it is helpful to

rewrite system s2 in update form. For the uncoupled system
in p�,i

n and q�,i+1/2
n−1/2 ,

p�,i
n = p�,i

n−1 +
T0

�

�q�,i+1/2

n−1/2 − q�,i−1/2
n−1/2 � ,

q�,i+1/2
n+1/2 = q�,i+1/2

n−1/2 + 
�p�,i+1
n − p�,i

n � ,

where the important parameter 
 is defined by


 = ht/hx. �23�

If the updates are performed in the order in which they are
presented above, the scheme is fully explicit. The other sub-
system in p�,i

n and q�,i+1/2
n−1/2 is of the same form.

As a first example of a nonlinear difference scheme,
consider the simplified transverse-only nonlinear system
ST,4, which depends only on p� and q�. There are plainly
many ways to approximate the nonlinearity. Perhaps the
most straightforward choice is scheme sT,4

�a� , given in Table II.
This finite difference scheme, like system s2, is again inter-
leaved and can be updated explicitly; unfortunately, it does
not possess a simple conserved quantity analogous to HST,4

,
and its stability properties are difficult to ascertain. Another
choice of difference scheme is given by sT,4

�b� . Many other
choices are possible, but as discussed presently, scheme sT,4

�b�

possesses a simple conserved energy which allows for a con-
venient global stability condition. It should be noted, how-
ever, that scheme sT,4

�b� is not fully explicit, i.e., it requires the
solution of a sparse linear system at each time step. More
details are provided in Sec. III F.

Returning now to the full coupled system of interest, S4
*,

in Table II are presented, for the sake of comparison, three
distinct schemes, all of the interleaved type: s4

*,�a�, s4
*,�b� and

s4
*,�c�. Scheme s4

*,�a� is explicit, and schemes s4
*,�b� and s4

*,�c� are
implicit. Both s4

*,�b� and s4
*,�c� possess conserved energy-like
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quantities, but as will be seen shortly, only for scheme s4
*,�c�

may the energy function be constrained to be positive, and
thus provably stable.

By virtue of the centering of difference operators, all the
schemes shown in Table II are second-order accurate23 in
both hx and ht.

C. Conserved quantities

A good place to embark on a study of the conservation
properties of the algorithms given in Table II is certainly the
linear scheme s2; as mentioned earlier, it is composed of two
uncoupled systems, one in p�,i

n ,q�,i+1/2
n−1/2 , and the other in

p�,i
n ,q�,i+1/2

n−1/2 . Considering only the transverse subsystem, take
the inner product of the second equation of system s2 with
	t+p�,i

n−1 to get

��	t+p�
n−1,�t+p�

n−1	 = T0�	t+p�
n−1,�x−q�

n−1/2	 .

Using identity �16�, this may be rewritten as

0 = �t+��

2
�p�

n−1�2� − T0�	t+p�
n−1,�x−q�

n−1/2	 .

Using summation by parts Eq. �22�, and commutativity of
the operators �x+ and 	t+ gives

0 = �t+��

2
�p�

n−1�2� + T0�	t+�x+p�
n−1,q�

n−1/2	

and finally, using the transverse auxiliary equation, and iden-
tity �17�,

0 = �t+��

2
�p�

n−1�2 +
T0

2
�q�

n−1/2,q�
n−3/2	� . �24�

By symmetry, one may obtain, for the longitudinal sub-
system,

0 = �t+��

2
�p�

n−1�2 +
EA

2
�q�

n−1/2,q�
n−3/2	� �25�

and combining Eqs. �24� and �25�, finally, one arrives at

�t+Hs2

n−1 = 0 ⇒ Hs2

n = Hs2

0 = constant �26�

for the scalar function Hs2

n defined by

Hs2

n = Ts
n + Vs2

n

with

Ts =
�

2
��p�

n�2 + �p�
n�2� ,

Vs2
=

EA

2
�q�

n+1/2,q�
n−1/2	 +

T0

2
�q�

n+1/2,q�
n−1/2	 .

The quantity Hs2

n is clearly analogous to HS2
for the model

system S2; it is a conserved quantity of difference scheme s2,
but is not necessarily positive. The determination of condi-
tions under which Hs2

n is positive is related to stability con-
ditions for scheme s2. Such stability conditions will be de-
rived in the next section.

As a first example of energetic analysis applied to a
nonlinear difference scheme, consider schemes for the
transverse-only system ST,4. Two such schemes are presented
in Table II, sT,4

�a� and sT,4
�b� . The first of these is purely explicit,

and certainly the simpler form. Unfortunately, it does not
possess a conserved energy-like quantity, and thus stability
conditions are not immediately forthcoming. The implicit
scheme, sT,4

�b� , on the other hand, does. In general, implicit
schemes for nonlinear equations are very problematic, in that
existence and uniqueness are not easy to show �though, in-
terestingly, through energy-based analysis, one may often
show that if a solution does exist, it will be stable13�. As is
shown in Sec. III F, the schemes to be discussed here do not
cause these difficulties, as the implicit character of the
schemes intervenes in an essentially linear way.

Beginning from sT,4
�b� , again take an inner product with

	t+pi
n−1, to get

0 = ��	t+p�
n−1,�t+p�

n−1	 − T0�	t+p�
n−1,�x−q�

n−1/2	

−
EA − T0

2
�	t+p�

n−1,�x−��q�
n−1/2�2	t0q�

n−1/2�	 .

Applying the same steps as for system s2, one obtains

0 = �t+��

2
�p�

n−1�2 +
T0

2
�q�

n−1/2,q�
n−3/2	�

+
EA − T0

2
�	t+�t+q�

n−3/2,�q�
n−1/2�2	t0q�

n−1/2	

= �t+��

2
�p�

n−1�2 +
T0

2
�q�

n−1/2,q�
n−3/2	�

+
EA − T0

2
��	t0q�

n−1/2��	t+�t+q�
n−3/2�,�q�

n−1/2�2	

= �t+��

2
�p�

n−1�2 +
T0

2
�q�

n−1/2,q�
n−3/2	�

+
EA − T0

4
�	t+�t+�q�

n−3/2�2,�q�
n−1/2�2	 = �t+��

2
�p�

n−1�2

+
T0

2
�q�

n−1/2,q�
n−3/2	 +

EA − T0

8
��q�

n−3/2�2,�q�
n−1/2�2	�

where, in the final three steps above, the identities �19�, �18�,
and �17�, respectively, have been used. Clearly, then,

HsT,4
�b�

n = TsT,4

n + VsT,4
�b�

n = constant, �27�

where TsT,4

n and V
s
T,4
�b�

n
are as given in Table III.

Finally, consider the three schemes for the full coupled
transverse/longitudinal system, as discussed in the previous
section, and as given in Table II. Scheme s4

*,�a� is explicit, but
again, does not possess a conserved energy. Schemes s4

*,�b�

and s4
*,�c� are implicit, and conservative; manipulations simi-

lar to those performed earlier may be applied in order to
arrive at kinetic and potential energies. These are presented
without further comment for both schemes in Table III.
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D. Numerical stability

Given the conserved forms shown in Table III, it is rela-
tively straightforward to arrive at bounds on the solution,
provided that discrete energy may be shown to be positive.
Beginning from the conserved energy for scheme s2, first
note that

�q�
n+1/2,q�

n−1/2	 = �	t+q�
n−1/2�2 −

ht
2

4
��x+p�

n�2,

�q�
n+1/2,q�

n−1/2	 = �	t+q�
n−1/2�2 −

ht
2

4
��x+p�

n�2.

The total conserved energy for the scheme can then be re-
written as

Hs2

n =
1

2
���p�

n�2 −
EAht

2

4
��x+p�

n�2 + EA�	t+q�
n−1/2�2�

+
1

2
���p�

n�2 −
T0ht

2

4
��x+p�

n�2 + T0�	t+q�
n−1/2�2� .

Using inequality �21�, one then has

Hs2

n �
1

2
�� − EA
2��p�

n�2 +
EA

2
�	t+q�

n−1/2�2

+
1

2
�� − T0
2��p�

n�2 +
T0

2
�	t+q�

n−1/2�2.

Under the conditions


 � ��/EA, 
 � ��/T0 �28�

the energy is strictly positive, and, furthermore, the follow-
ing bounds may be obtained:

�p�
n� �� 2Hs2

0

� − EA
2 , �p�
n� �� 2Hs2

0

� − T0
2 , �29�

�	t+q�
n−1/2� ��2Hs2

0

EA
, �	t+q�

n−1/2� ��2Hs2

0

T0
. �30�

It is simple to translate the above mentioned bounds on
�	t+q�

n−1/2� into a more direct bound on �q�
n−1/2�, by using the

fact that q�,i+1/2
n−1/2 =	t+q�,i+1/2

n−1/2 + �ht /2��x+p�,i
n , and an application

of the triangle inequality �21�. A similar statement holds for
�	t+q�

n−1/2�.
Similar stability bounds can be course be obtained in

this linear case by using von Neumann �Fourier� methods;23

Vu-Quoc and Li37 applied such analysis to energy-
conserving schemes for the Klein-Gordon equation under
linear conditions.

Consider now the conserved energy for the nonlinear
transverse-only scheme sT,4

�b� , again given in Table III. It can
be expressed as

HsT,4
�b�

n =
1

2
�p�p�

n�2 −
T0ht

2

4
��x+p�

n�2 + T0�	t+q�
n−1/2�2�

+
EA − T0

8
��q�

n+1/2�2,�q�
n−1/2�2	

�
1

2
�� − T0
2��p�

n�2 +
T0

2
�	t+q�

n−1/2�2

+
EA − T0

8
��q�

n+1/2�2,�q�
n−1/2�2	 .

Under condition �13� and the second of Eq. �28�, all terms
are positive, leading to similar bounds

TABLE III. Discrete kinetic and potential energies for the schemes given in Table II; their sum will be conserved. The closed circle ��� indicates that the
scheme is not conservative.

Kinetic energy Potential energy

s2 Ts
n=

�

2
��p�

n�2+ �p�
n�2� Vs2

n =
EA

2
�q�

n+1/2 ,q�
n−1/2	+

T0

2
�q�

n+1/2 ,q�
n−1/2	

s4
*,�a� � �

s4
*,�b�

Ts
n=

�

2
��p�

n�2+ �p�
n�2� V

s
4
*,�b�

n
=

T0

2
��q�

n+1/2 ,q�
n−1/2	+ �q�

n+1/2 ,q�
n−1/2	�+

EA−T0

8
��q�

n+1/2�2+2q�
n+1/2 , �q�

n−1/2�2+2q�
n−1/2	

s4
*�c�

Ts
n=

�

2
��p�

n�2+ �p�
n�2� V

s
4
*,�c�

n
=

EA

2
�q�

n+1/2 ,q�
n−1/2	+

T0

2
�q�

n+1/2 ,q�
n−1/2	+

EA−T0

8
��q�

n+1/2q�
n−1/2+2	t+q�

n−1/2�2−4�	t+q�
n−1/2�2�

sT,4
�a� � �

sT,4
�b�

Ts4

n =
�

2
�p�

n�2 V
s
T,4
�b�

n
=

T0

2
�q�

n+1/2 ,q�
n−1/2	+

EA−T0

8
��q�

n+1/2�2 , �q�
n−1/2�2	

3322 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Stefan Bilbao: Conservative numerical methods for nonlinear strings



�p�
n� �� 2HsT,4

�b�
0

� − T0
2 , �	t+q�
n−1/2� ��2HsT,4

�b�
0

T0
.

The coupled scheme s4
*,�c� can be dealt with similarly.

Rewriting the expression for conserved energy as earlier, and
applying similar manipulations, one arrives at

Hs4
*,�c�

n
�

1

2
�� − EA
2��p�

n�2 +
T0

2
�	t+q�

n−1/2�2

+
1

2
�� − T0
2��p�

n�2 +
T0

2
�	t+q�

n−1/2�2

+
EA − T0

8
�q�

n+1/2q�
n−1/2 + 2	t+q�

n−1/2�2,

which is positive under conditions �28� and �13�. Bounds on
the solution size follow as before:

�p�
n� �� 2Hs4

*,�c�
0

� − EA
2 , �p�
n� �� 2Hs4

*,�c�
0

� − T0
2 ,

�	t+q�
n−1/2�,�	t+q�

n−1/2� ��2Hs4
*,�c�

0

T0
.

In contrast, scheme s4
*,�b� does not allow such bounds on

the solution size. From the form of the potential energy Vs
4
*,�b�

given in Table III, it is clear that the last term, of highest
order in the state variables, is not necessarily positive, in
contrast with scheme s4

*,�c�. In fact, for certain choices of the
state variables, it can become unbounded and negative. Thus
conservative behavior in a difference scheme is not sufficient
for stability. Further comments on this topic appear in Sec.
IV.

The simplicity of the nonlinear stability results presented
here are a direct consequence of the series-approximated
form of the nonlinearity, in which case various algebraic
symmetries may be exploited. The stability analysis here is
thus less general than in a case for which the form of the
nonlinearity is not as simple �e.g., that carried out by Li and
Vu-Quoc36 for the nonlinear Klein-Gordon equation, with a
nonlinear term of unspecified form, which is much more in-
volved�.

E. Boundary conditions

In all the above-presented analysis, periodic boundary
conditions of the form of Eq. �2� have been assumed; simple
fixed conditions, as given in Eq. �3� change virtually none of
this analysis. These are simply incorporated into any of the
schemes presented in Table II, which are used as written for
i=1, . . . ,N−1. At i=0, one may simply set p�,0

n = p�,0
n =0, and

the computations of �x+p�,N−1
n and �x+p�,N−1

n may still be per-
formed using periodicity, under this constraint. A fuller dis-
cussion of the distinction between periodic and fixed bound-
ary conditions in the case of energetic analysis of difference
schemes for strings appears in previous work by this
author.15

F. Implementation details

As mentioned earlier, the schemes of most interest,
namely sT,4

�b� and s4
*,�c� for which numerical stability bounds

can be shown, are implicit. As such, it is worth discussing a
computer implementation in detail. Fixed boundary condi-
tions, as discussed in the previous section, are assumed here.

The implicit character of scheme sT,4
�b� results directly

from the inclusion of the term 	t0q�,i+1/2
n−1/2 . Noting that

	t0q�,i+1/2
n−1/2 = q�,i+1/2

n−1/2 +
ht

2

2
�x+�t+p�,i

n−1

scheme sT,4
�b� may be rewritten as

��t+p�,i
n−1 = T0�x−q�,i+1/2

n−1/2 +
EA − T0

2
�x−�q�,i+1/2

n−1/2 �3

+
ht

2�EA − T0�
4

�x−��q�,i+1/2
n−1/2 �2�x+�t+p�,i

n−1� . �31�

Introducing vectors p�
n and q�

n−1/2, defined as

p�
n = �p�,1

n , . . . ,p�,N−1
n �T, q�

n−1/2 = �q�,1/2
n−1/2, . . . ,q�,N−1/2

n−1/2 �T

�32�

system sT,4
�b� may be rewritten, in vector-matrix form, as

p�
n = p�

n−1 + �An−1/2�−1D−bn−1/2, �33a�

q�
n+1/2 = q�

n−1/2 + D+p�
n , �33b�

where

An−1/2 = IN−1 − D−��n−1/2�2D+,

bn−1/2 = �T0

�
IN + 2��n−1/2�2�q�

n−1/2,

�n−1/2 =
�

2
diag�q�

n−1/2� ,

� =�EA − T0

�
�34�

and the N �N−1� matrix D+, which incorporates the fixed
boundary condition constraints, is defined by

D+ = 

1

− 1 1

� �

− 1 1

− 1
� . �35�

The matrix D− is defined by D−=−D+
T, and IM is the M

M identity matrix. Clearly, in order to solve Eq. �33a�, it is
not necessary to invert the matrix An−1/2, but merely to solve
a sparse linear system �note that An−1/2 is tridiagonal�, which
can be done in O�N−1� operations, at each time step, which
is comparable to the cost for an explicit scheme.

Difference scheme s4
*,�c� may be treated similarly. Defin-

ing the vectors p�
n and q�

n−1/2 in analogy with Eq. �32�, it may
be written as
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�p�
n

p�
n � = �p�

n−1

p�
n−1� + �An−1/2�−1�D− ·

· D−
�bn−1/2,

where

An−1/2 =  IN−1 −
�2

�
D−�n−1/2D+

−
�2

�
D−�n−1/2D+ IN−1 − D−��n−1/2�2D+

� ,

bn−1/2 =  EA

�
��n−1/2

2��n−1/2 2��n−1/2�2 ��q�
n−1/2

q�
n−1/2�

and �n−1/2 and D− are as defined in Eqs. �34� and �35�.
It is important to note that these algorithms preserve

energy exactly in exact machine arithmetic; in a finite preci-
sion machine, it will necessarily fluctuate, due to round-off
error. In this respect, an important concern will be the means
of solution of the linear systems mentioned earlier. Typically,
this must be done using an iterative method of some sort,
perhaps a variant of the conjugate gradient method;23 if the
matrix defining the linear system is poorly conditioned, con-
vergence may be slow and, worse still, unconverged results
can lead to large energy fluctuations and finally instability.
More comments on this topic are to be found in Sec. IV.

Initialization of any of the above-mentioned interleaved
algorithms is complicated, marginally, by the fact that the
grid variables are not computed simultaneously. In general,
grid variables p and q must be set at time steps 0 and 1/2,
respectively. Given initial conditions p��x ,0� and q��x ,0�,

one may clearly set p�,i
0 = p��ihx ,0�; q�,i+1/2

1/2 requires slightly
more care—from the auxiliary equation, it may be set ac-
cording to a one-sided difference formula as q�,i+1/2

1/2

=q��ihx ,0�+ �ht /2��x+p�,i
0 . The initialization of p�,i

0 and
q�,i+1/2

1/2 is similar. Other initialization strategies are also pos-
sible.

IV. NUMERICAL EXPERIMENTS

As a test of the various schemes presented in this article,
several simulation results are here discussed. First, consider
the test system ST,4, and the associated difference schemes
sT,4

�a� and sT,4
�b� . For a string of parameters as given in Fig. 1,

simulation results are given under triangular initial displace-
ment or “center-plucked” conditions, of various amplitudes.
For the energy-conserving scheme, the discrete energy is
conserved to machine accuracy �values given adjacent in the
figure�; recall that this scheme is stable for any initial condi-
tions, provided EA�T0 �which is true in this case�, and for

��� /T0. The value 
=0.85�� /T0 has been chosen for all
simulations presented in the figure. The scheme is implicit,
and the stabilized biconjugate gradient method has been used
in order to solve the linear system which arises, as discussed
in the previous section. In the first case, for an initial dis-
placement amplitude of 0.01 m, the problem is essentially
linear, but for higher amplitudes of 0.05 and 0.08 m, nonlin-
ear effects may be observed, in particular the increase in the
propagation speed, in a gross sense. For the nonconservative,
explicit scheme sT,4

�a� , an instability develops �bottom right
panel of Fig. 1�, which quickly diverges—this behavior oc-
curs even under the relatively small amplitude of

FIG. 1. Snapshots of the time evolution of the profile of a plucked string, according to the test model ST,4. The string is assumed made of steel �with E
=2.11011 N/m2 and density 7850 kg/m3�, under tension T0=120 N, of length L=0.65 m, and of cross-sectional area A=3.610−8 m2. The string is
plucked at the center, according to the amplitudes given in the left-most column. For the first three simulations �shown in the first three rows�, the
energy-conserving scheme sT,4

�b� is used; the conserved energy, in joules, is also given for each simulation, in the left-most column. For the fourth simulation,
scheme sT,4

�a� is used. In all cases, a value of 
=0.85�� /T0 and a sample rate of 200 kHz are used. Plot units are in m.
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0.021 52 m. Though this instability may be weakened
through the use of lower values of 
 �at the expense of
reduced efficiency�, conditions under which it will not arise
are not forthcoming.

In order to examine the results of application of scheme
s4

*,�c� for the coupled longitudinal/transverse system M4
*, and

for the sake of variety, the results of several initial velocity,
or striking simulations are presented in Fig. 2, where string
and striking parameters are as given in the accompanying
caption. Again, energy is conserved to machine accuracy,
and the scheme is globally stable, even for large strike am-
plitudes as shown. Note, again, the gross change in wave
speed as strike velocity is increased, as well as the distinctive
nonlinear distortion for high velocities—this is not a result of
any kind of numerical dispersion of spurious oscillations in
the numerical scheme �which was run at 1 MHz�.

In analogy with the results presented in Fig. 1, it would
be possible to demonstrate instability in the simple explicit
scheme s4

*,�a�, even under relatively low striking velocities.
More interesting, however, is the case of scheme s4

*,�b�, which
is conservative, but not globally stable. In general, this
scheme performs better than the explicit scheme �i.e., over a
wider range of velocities�, but suffers from another weak-
ness, namely poor conditioning of the linear system which
must be solved. This is an important issue which cannot be
explored in any depth in this short article, but in essence, if
the linear system is not adequately solved at each time step,
the conservation guarantee fails, eventually leading to insta-
bilities of the form seen when using, e.g., scheme s4

*,�a�. Both
types of instability take the form of explosive oscillatory
behavior, similar in character to those which occur in the last

row of panels in Fig. 1; for this reason, simulation results are
not presented here. As for the previous transverse-only sys-
tem, decreasing 
 has an ameliorating effect on any stability
concerns, for either of these two schemes.

V. CONCLUSION

Many interrelated issues have been raised here regarding
model and difference scheme choice for nonlinear string vi-
bration simulation. It is worth stepping back to view the
main considerations, which all stem from an insistence on
energy conservation, and rely in no way on frequency do-
main techniques. As far as model choice goes, in order to be
able to arrive at difference schemes which are provably
stable under an energetic criterion, the following constraints
must be obeyed:

�1� The model should possess a conserved energy-like quan-
tity.

�2� The conserved quantity should be a positive function of
the state variables.

The first follows from good modeling of the system itself
�though in certain models it is violated10�; the second condi-
tion is also a very natural one, though it is not satisfied by
several series-approximated forms which appear in the litera-
ture �system S4 in particular�. As discussed in this article,
form S4

* does satisfy the second condition above, and is thus
a more suitable candidate for the creation of a stable scheme.
�A related question is: How should series approximations to
nonlinearities be carried out, so as to respect the second con-
straint listed above? As was discussed earlier, an examination

FIG. 2. Snapshots of the time evolution of the profile of a plucked string, according to the test model S4
*. The string is assumed made of steel �with E

=2.11011 N/m2 and density 7850 kg/m3�, under tension T0=120 N, of length L=1 m, and of cross-sectional area A=3.1410−6 m2. The string is struck
at the center, according to a raised-cosine velocity distribution, of width 0.1 m, and of peak velocity 10, 50, and 100 m/s �in the three rows, respectively�. For
all three simulations, the energy-conserving scheme s4

*,�c� is used; the conserved energy, in joules, is also given for each simulation, in the left-most column.
In all cases, a value of 
=0.9�� /EA and a sample rate of 1 MHz are used. Plot units are in m.

J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Stefan Bilbao: Conservative numerical methods for nonlinear strings 3325



of the relative orders of magnitude of the dependent vari-
ables is a key to this issue, but further amplification is nec-
essary.�

If the above-mentioned conditions are observed, and a
difference scheme is constructed, then the following con-
straints are also to be observed:

�1� The difference scheme should possess a conserved
energy-like quantity.

�2� The conserved quantity should be a positive function of
the discrete grid functions.

This second pair of constraints does not follow immediately
for a given difference scheme, even if it is constructed from
a model system which obeys the first set. In particular, often
the most obvious choice of scheme �such as the explicit
schemes discussed given in Table II� satisfies neither; a
scheme which satisfies both of the above-mentioned condi-
tions s4

*,�c� has been presented. It is interesting that even if the
first of these conditions is satisfied, and the continuous
model problem itself satisfied the first set of conditions men-
tioned earlier, this is still insufficient for global stability;
scheme s4

*,�b� is an example of such a scheme. As is often the
case for Lyapunov-type stability analysis �the present case of
the nonlinear string being one example�, it is not at all clear
that there is a systematic framework for constructing a
scheme which is energy conserving; trial and error, informed
by experience and intuition appear to be the only tools avail-
able to the algorithm designer, as exemplified by other
energy-based methods for related systems which appear in
the literature.13,36 Given that the number of discretization
possibilities for nonlinear systems is vast, more work is
clearly necessary, and an investigation of the related sym-
plectic integration techniques40 for Hamiltonian-type sys-
tems may be of some value.

In the present case of the string, one might ask whether
difference schemes for the model system S may be ap-
proached directly using energy-based methods. Certain re-
sults in the literature point to an affirmative answer,13 but the
resulting schemes are either �a� explicit, and without a posi-
tivity guarantee on the discrete energy, or �b� implicit, and
lacking any guarantee of existence or uniqueness of
solutions.21 For the series-truncated forms discussed here, it
has been shown here that relatively simple, computationally
efficient implicit globally stable schemes are available, and
that existence/uniqueness issues do not arise, as the solution
may always be arrived at through the solution of a linear
system. This is a distinct advantage, and one that would ap-
pear to have wide applicability not merely to string vibration
problems, but to other nonlinear systems of similar form
which appear throughout solid mechanics �simulation of
nonlinear plate vibration being a prime example�.
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High intensity focused ultrasound-induced gene activation
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Cultured human cervical cancer �HeLa� and rat mammary carcinoma �R3230Ac� cells were
transfected with vectors encoding green fluorescent protein �GFP� under the control of hsp70B
promoter. Aliquots of 10-�l transfected cells �5�107 cells/ml� were placed in 0.2-ml thin-wall
polymerase chain reaction tubes and exposed to 1.1-MHz high intensity focused ultrasound �HIFU�
at a peak negative pressure P−=2.68 MPa. By adjusting the duty cycle of the HIFU transducer, the
cell suspensions were heated to a peak temperature from 50 to 70 °C in 1–10 s. Exposure
dependent cell viability and gene activation were evaluated. For a 5-s HIFU exposure, cell viability
dropped from 95% at 50 °C to 13% at 70 °C. Concomitantly, gene activation in sublethally injured
tumor cells increased from 4% at 50 °C to 41% at 70 °C. A similar trend was observed at 60 °C
peak temperature as the exposure time increased from 1 to 5 s. Further increase of exposure
duration to 10 s led to significantly reduced cell viability and lower overall gene activation in
exposed cells. Altogether, maximum HIFU-induced gene activation was achieved at 60 °C in 5 s.
Under these experimental conditions, HIFU-induced gene activation was found to be produced
primarily by thermal rather than mechanical stresses. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2041247�

PACS number�s�: 43.80.Gx, 43.80.Cs, 43.25.Yw �FD� Pages: 3328–3336

I. INTRODUCTION

In recent years, high intensity focused ultrasound
�HIFU� has been used successfully as a noninvasive and non-
ionizing therapeutic modality for the treatment of a variety of
cancers, including liver �Chen et al., 1999; Kennedy et al.,
2004�, prostate �Chapelon et al., 1999; Chaussy and Thuroff,
2003�, ocular �Lizzi et al., 1992�, and breast �Hynynen et al.,
2001� cancers. Extensive physical and biological studies
have been carried out, which demonstrate that HIFU, with a
spatial peak temporal average intensity �ISPTA� between 103

and 104 W/cm2, can produce well-defined lesions in deep-
sited tissue through coagulative necrosis and cavitation dam-
age �ter Haar, 1995, 2001; Bailey et al., 2003; Wu et al.,
2004; Kennedy et al., 2003�. In addition to thermal ablation,
there is also preliminary yet encouraging evidence to suggest
that HIFU may induce a distinct stress response in suble-
thally injured tumor cells surrounding the lesion. For ex-
ample, following HIFU treatment in patients with benign
prostatic hyperplasia, �BPH�, significant up-regulation of
heat shock proteins �hsps� has been observed at the border of
HIFU-induced necrosis region �Kramer et al., 2004�. It has
been further postulated that the up-regulation of hsps may

play a critical role in eliciting an anti-tumor immunity
�Kramer et al., 2004; Wu et al., 2004�. Although heat shock
response induced by conventional hyperthermia �42 °C for
30 min� is well documented �Hildebrandt et al., 2002�, the
physical conditions for HIFU-induced stress response have
not been thoroughly investigated. Furthermore, as we will
discuss later, a synergistic combination of HIFU-induced
stress response and/or gene therapy with HIFU-produced
thermal ablation may help to improve the effectiveness of
cancer therapy.

When cells are exposed to stressful conditions, such as
hyperthermia, environmental toxicity, and even mechanical
stresses, the expression of a specific family of genes that
control the production of heat shock �or stress� proteins, also
known as molecular chaperones, will be dramatically up-
regulated �Morimoto, 1993�. In cells of diverse origins, heat
shock proteins are well conserved throughout evolution. In
particular, it has been shown that hsp70 protein family rep-
resents the most abundant gene product in response to exter-
nal stresses �Voellmy, 1996�. One member of the hsp70 gene
family, hsp70B, is strictly stress inducible and absent in un-
stressed cells �Hildebrandt et al., 2002�. Taking advantage of
this unique property, various heat-inducible gene constructs
have been developed recently for both cytotoxic and
immuno-stimulatory gene therapies, which are usually acti-
vated by hyperthermia in a 42 °C water bath for 30 min �Li
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and Dewhirst, 2002�. Compared to other physical means
such as radiation for gene activation, heat-regulated gene ex-
pression under the control of hsp70B promoter has excellent
inducibility with very low background, making it an attrac-
tive approach for controlling gene expression both tempo-
rally and spatially �Huang et al., 2000; Borrelli et al., 2001�.

Recently, ultrasound-induced hyperthermia has also
been exploited to regulate transgene expression both in vitro
and in vivo �Vekris et al., 2000; Zhong et al., 2003�. Follow-
ing exposure to 2 W/cm2 ultrasound for 20 min, Smith et al.
�2002� demonstrated a locally induced luciferase or FasL
gene expression under the control of hsp70B promoter. Us-
ing a MRI-guided ultrasound system, Guilhon et al. �2003�
reported heat inducible transgene �GFP� expression in a rat
tumor model after ultrasound-induced hyperthermia within a
thermal dose of 44 °C for 20 min to 48 °C for 3 min. How-
ever, the profile of heat shock response of tumor cells ex-
posed to temperatures in the range of 50–70 °C for a few
seconds is largely unknown. These thermal exposure condi-
tions are most relevant to those experienced by the suble-
thally injured tumor cells surrounding HIFU-produced ne-
crosis lesion. Moreover, it should be noted that heat shock
response could also be induced by pulsed ultrasound without
thermal effects �Barneet et al., 1994; Angles et al., 1990;
Locke and Nussbaum, 2001� or even by cyclic mechanical
shear stress �Xu et al., 2000�, usually for long exposure du-
rations of 30 min to 6 h. However, the relative contribution
of thermal versus mechanical stresses to ultrasound induced
heat shock response in biological cells/tissue has not been
systematically evaluated.

The purpose of this study was to determine the activa-
tion of transfected GFP marker gene under the control of
hsp70B promoter in tumor cells that were sublethally injured
during HIFU exposure in vitro. Specifically, the goals of this
study are threefold: �1� assessing the inducibility of trans-
fected exogenous heat-sensitive gene in sublethally injured
tumor cells following HIFU treatment, �2� evaluating the op-
timal thermal dosage �temperature and duration� for eliciting
strong and consistent gene expression both in surviving and
total exposed cell populations, and �3� comparing the contri-
bution of underlying physical mechanisms �thermal stress
versus mechanical stress� for HIFU-induced gene activation.

II. MATERIALS AND METHODS

A. Cell culture and gene transfection

Human cervical cancer �HeLa� cell line was maintained
routinely in minimal essential medium �MEM� with 10%
heat-inactivated fetal bovine serum �FBS� and 5% antibiotics
in a humidified incubator at 37 °C containing 5% CO2. One
day before HIFU treatment, HeLa cells were transfected with
Adeno-hsp70B-GFP adenovirus vector at a MOI �multiplic-
ity of infection=ratio of infectious virus particles to cells� of
10. In another set of experiments, rat mammary carcinoma
�R3230Ac� cells were transfected with hsp70B-EGFP plas-
mid using lipofecfamine �Gibco-BRL, Bethesda, MD�. To
select stably transfected R3230Ac cells, G418 �400 �g/ml�
was added to the transfected cell culture and hyperthermia
was performed in a water bath �42 °C-30 min�. Colonies

that showed high level of inducible GFP expression and low
fluorescence background were selected and subsequently ex-
panded and frozen in aliquots for future use. One week be-
fore the experiment, a frozen stock of the constructed
R3230Ac cells were recovered at low seeding density and
cultured in T-25 flasks with DMEM containing 10% FBS and
1% penicillin-streptomycin. Before HIFU treatment, the
transfected HeLa and R3230Ac cells were grown to about
60% confluence, trypsinized, pelleted �80 g, 3 min�, and then
suspended in culture medium with a cell density of 5
�107 cells/ml.

B. High intensity focused ultrasound „HIFU…

apparatus

A 1.1-MHz HIFU transducer �H-102, Sonic Concepts,
Seattle, WA� with a focal length of 62 mm was mounted
horizontally inside a heated �37 °C� chamber filled with de-
gassed water. As shown in Fig. 1�a�, the HIFU transducer
with its 50-� matching network was driven by sinusoidal
tone-burst signals produced by a function generator
�33120A, Agilent, Palo Alto, CA�, which was connected in
series with a 55-dB power amplifier �A150, Electronic Navi-
gation Industries, Rochester, NY�. The operation and expo-
sure parameters of the HIFU system were controlled by LA-

BVIEW programs via a GPIB board installed in a PC. A
volume of 10-�l cell suspension was loaded in a 0.2-ml
Polymerase Chain Reaction �PCR� thin-wall tube �Product
No. 3746, Corning, NY�, which was placed vertically with

FIG. 1. �Color online� �a� Schematic diagram of the experimental system.
�b� Pressure distribution across the focal plane of the 1.1-MHz HIFU trans-
ducer in water. P+: peak positive pressure and P−: peak negative pressure.
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its conical bottom aligned within the −6-dB beam focus of
the HIFU transducer. Using a calibrated needle hydrophone
�TUN001A, NTR Sys, Seattle, WA�, the pressure distribution
in the focal plane of the transducer was measured, which
revealed a peak positive �P+�/peak negative pressure �P−� of
3.05/−2.68 MPa and a −6-dB beam diameter of 1.64 mm
when the function generator was operated at 0.1 Vpp �Fig.
1�b��. The corresponding spatial average pulse average inten-
sity �ISAPA� of the acoustic field around the beam focus was
calculated to be 278 W/cm2, based on an established proto-
col �Harris, 1985�. At this output level, different temperature
elevations in the cell suspension could be achieved by ad-
justing the duty cycle �10%–30%� of the tone burst signal at
a fixed pulse repetition frequency of 200 Hz.

C. Temperature measurement

Temperature elevation in the cell suspension during
HIFU exposure was monitored using a 0.2-mm bare-ware
thermocouple �Customer designed IT-23, Physitemp Inc.,
Clifton, NJ�, which minimizes ultrasound beam distortion
and measurement artifacts due to viscous and sheathing heat-
ing �Hynynen and Edwards, 1989�. The thermocouple output
voltage was conditioned by an electronically compensated
isothermal terminal block �TC-2190, National Instrument,
Austin, TX� and registered at 6-Hz sampling rate by a Data
Acquisition Board �NI4351, National Instrument, Autsin,
TX� controlled by a LABVIEW program �Fig. 1�a��. Using this
system, the nonuniform spatial temperature fluctuation inside
the cell suspension �2 mm medium high� was determined to
be less than 3.0 °C, which was presumably caused by the
inhomogeneous ultrasound absorption at the tube wall.

Figure 2 shows two representative temperature profiles
that can be produced in the cell suspension during HIFU
exposure—heat plateau and heat shock, both of which
reached a peak temperature of 60 °C. For heat plateau
scheme, the initial temperature rise was linearly proportional
to the absorbed energy density in the first 5 s and subse-
quently the temperature rise slowed down as the local heat
conduction became pronounced. With continued ultrasound
exposure, a thermal equilibrium was eventually achieved to
maintain a temperature plateau during the 15- to 30-s insoni-
fication. Such a heat plateau profile is most important for
hyperthermia therapy. In comparison, heat shock profile is
more relevant for HIFU therapy, in which the initial �5 s�
temperature rise becomes dominant. Because of the high ul-
trasound intensity and short exposure time, a local thermal
equilibrium cannot be reached before the end of HIFU expo-
sure �Lizzi and Ostromogilsky, 1987; Hill and ter Haar,
1995�.

D. Experimental design

Three series of experiments were carried out in this
study. The first series of experiments were designed to pro-
vide a transition from hyperthermia-induced gene activation
�heat plateau� to HIFU-elicited gene activation �heat shock�.
Here the temperature in the cell suspension was gradually
escalated from 42 to 70 °C while the treatment time was re-

duced concomitantly from 30 min to 5 s. Multiple durations
at 50, 60, and 70 °C temperature levels were evaluated.

Once the feasibility of HIFU-induced gene activation
was demonstrated, a second series of experiments were car-
ried out with HIFU-relevant heat shock exposures in which
either the treatment time was fixed at 5 s while the peak
temperature was increased from 50 to 70 °C or the peak
temperature was maintained at 60 or 70 °C while the heat
shock duration was increased progressively from 1 to 10 s.
Based on these experiments, the optimal exposure conditions
were identified for producing maximum gene activation ei-
ther in the surviving cells or with respect to the total exposed
cell population.

In the third series of experiments, the contribution of
thermal stress versus mechanical stress to HIFU-induced
gene activation was investigated. To evaluate the contribu-
tion of thermal stress transfected HeLa cells cultured on
etched grid cover slips �Bellco Biotechnology, Vineland, NJ�
were plunged rapidly into PBS solutions of 50, 60, or 70 °C,
respectively, for a short immersion period of 2 s. Such expo-
sures yielded similar cell death to the corresponding 5-s
HIFU heat shock treatment. In comparison, to assess the ef-
fect of mechanical stress transfected HeLa cells were treated
under the identical acoustic parameters for the 70 °C-5-s
HIFU exposure except that the ambient temperature in the
water bath was lowered to 5 °C. Using this approach, the
peak temperature in the cell suspension during the 5-s HIFU
treatment could be kept below 35 °C, thus eliminating the
contribution of the thermal stress.

In addition, cavitation activity in cell suspension during

FIG. 2. �Color online� Two representative temperature profiles �a� heat pla-
teau and �b� heat shock produced by the 1.1-MHz HIFU transducer in cell
suspension.
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HIFU treatment was measured by passive cavitation detec-
tion �PCD� using a 15-MHz transducer �M2062, Panamet-
rics, Waltham, MA� positioned perpendicularly to the HIFU
beam and 5 mm away from the cell samples. A total of 100
acoustic emission signals �each collected in a 10-�s win-
dow� emanated from the HIFU-induced cavitation bubbles
were amplified by a pulse/receiver �5052PR, Panametrics,
Waltham, MA� and recorded in sequence mode on a digital
oscilloscope �9310A, LeCroy, Chestnut Ridge, NY� during
the 5-s exposure period �Chen et al., 2004�. Fast Fourier
Transform �FFT� spectrums of these wave forms from ten
measurements were averaged and compared for different ex-
posure settings. rms amplitude of the broadband noise sig-
nals for each FFT spectrum between 12.5 and 17.5 MHz in
frequency domain was further calculated and presented in
time sequence. The level of inertial cavitation �IC� activity
was quantified by computing the cumulated IC dosage
�ICD�, defined by the integration of the rms amplitude
�12.5–17.5 MHz� over the entire exposure period �Chen et
al., 2003�.

E. Viability and gene expression assays

Immediately following HIFU exposure, cell samples
were plated and cultured on the etched-grid cover slips in a
six-well plate for 24 h before assayed for cell viability and
gene expression. Cell viability was determined by counting
viable cells from 10 randomly selected areas of each sample
under a microscope after 5 min in situ Trypan Blue Staining.
The results from HIFU treated groups were normalized by
viability of the corresponding control group.

To assess GFP gene expression, the cultured cells were
trypsinized and FACS analysis was performed using a flow
cytometer �FACScan, Becton Dickinson, San Jose, CA� op-
erated at an exciting wavelength of 488 nm and emission
detection wavelength of 530±15 nm.

F. Statistical analysis

Each experiment data point was averaged from six
samples except otherwise indicated. Student’s t-test was used
to determine the statistical significance and p�0.05 was
considered to indicate a statistically significant difference be-
tween two experimental configurations. All statistics were
computed by using SIGMAPLOT 8.0 �Systat Software, Point
Richmond, CA�.

III. RESULTS

A. Heat plateau- and heat shock-induced gene
activation

Inducible GFP gene activation was observed in both cell
lines following a wide range of ultrasound exposure. Figure
3 shows the maximum gene expression in surviving cells
24-h post-treatment at four different peak temperature levels:
water-bath hyperthermia �42 °C for 30 min�, heat plateau
�50 °C for 15 s+2 min; 60 °C for 15 s+15 s� and heat
shock �70 °C in 5 s�. In comparison, the transfected cells in
the control group displayed a very low basal fluorescence
activity ��1.5% �, confirming the highly inducible nature of

the hsp70B promoter. The corresponding cell viability is
summarized in Table I, which reveals a graduate decrease
from 84% for 42 °C-30-min hyperthermia to 13% for
70 °C-5-s heat shock treatment. In addition, the mean GFP
fluorescence intensity in the GFP positive cells was calcu-
lated and used as a means to evaluate the strength of the heat
shock response in each treatment group.

For gene activation in the transfected HeLa cells, the
percentage of GFP positive cells in the surviving population
was found to be in the range of 54% to 41% for heat plateau
and heat shock treatments, which are lower than 66% in-
duced by hyperthermia treatment �Fig. 3�a��. This is presum-
ably caused in part by the heterogeneous temperature distri-
bution in cell suspension produced by the ultrasound
treatment, compared to the uniform temperature distribution
in water-bath hyperthermia. However, the mean GFP inten-
sity in HIFU-treated groups was found to be increased by
31-fold to 42-fold from the control group, although no sta-
tistical difference in gene expression was found within the
heat plateau treatment groups �p�0.14�. In comparison, the
mean GFP intensity was increased by 21-fold in the hyper-
thermia treatment group. This finding suggests that stronger
heat shock response can be induced in sublethally injured
tumor cells that survive the insult of HIFU exposure com-
pared to hyperthermia treatment. Similar patterns of HIFU-
induced gene activation were observed in the transfected
R3230Ac cells �Fig. 3�b��.

FIG. 3. Gene activation in transfected �a� HeLa and �b� R3230Ac cells
following various hyperthermia and HIFU exposures.
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B. Effect of peak temperature on HIFU-induced gene
activation

The effect of peak temperature on HIFU-induced gene
activation in transfected HeLa cells for a fixed heat shock
exposure time of 5 s is shown by phase contrast and fluores-
cence images in Fig. 4. Detectable level of GFP expression
was observed as early as 4–6 h following the HIFU expo-
sure. The gene expression level reached a maximum about
24 h and remained detectable 72 h post HIFU treatment.
This temporal profile of inducible gene activation by HIFU is
similar to that produced by ultrasound-induced hyperthermia
�Smith et al., 2000�. Quantitatively, a low level of GFP ex-
pression �4%� was induced at 50 °C peak temperature and its

GFP intensity increased about 3-fold compared to the control
group �Fig. 5�a��. However, as the peak temperature was in-
creased to 60 and 70 °C, much stronger GFP expression of
38% and 41% was induced in the surviving cells with con-
comitant expression intensity increased by 35-fold and 42-
fold, respectively �Fig. 5�a��. However, no statistical differ-
ence in gene expression �p�0.09� was found between the 60
and 70 °C treatment groups. The inducible gene expression
in the surviving cells appeared to reach a saturation threshold
at 60 °C peak temperature. In fact, cell viability was 95%
and 71% following HIFU exposure at 50 and 60 °C peak
temperatures and the corresponding value dropped signifi-
cantly to 13% post-70 °C exposure �Table I�. This transition
in HIFU-induced cell necrosis between 60 and 70 °C is com-
parable to the temperature threshold for tissue necrosis
��60 °C� observed in several animal studies �Yang et al.,
1993; ter Haar, 1995�.

For assessing the potential therapeutic effect, the gene
expression efficiency with respect to the total exposed cells
is most relevant. This value can be calculated as the product
of cell viability and gene expression efficiency in the surviv-

TABLE I. Cell viability of HeLa cells under HIFU exposures.

Control

Heat plateau Heat shock

42 °C
30 min

50 °C
120 s

60 °C
15 s

50 °C
5 s

60 °C
1 s

60 °C
2 s

60 °C
5 s

60 °C
10 s

70 °C
5 s

Viability �%� 100 84 64 31 95 81 80 71 47 13
STD �%� 0 ±6.9 ±15.1 ±9.2 ±6.7 ±6.7 ±5.7 ±6.2 ±9.1 ±7.8

FIG. 4. �Color online� Representative phase contrast �left column� and fluo-
rescence �right column� images of transfected HeLa cells after 5-s heat
shock exposure at different peak temperatures. These images were taken
24 h after the experiment.

FIG. 5. Gene expression of transfected HeLa cells in �a� surviving and �b�
total cell populations after 5-s heat shock exposure.
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ing cells, and the results are shown in Fig. 5�b�. It was found
that with respect to the total exposed cells, the maximum
gene expression was induced at 60 °C peak temperature. For
example, a 20-fold increase �compared to control� was ob-
served at 60 °C peak temperature, which is much higher
than the corresponding results of a 3-fold increase for 50 °C
and a 4-fold increase for 70 °C, respectively �Fig. 5�b��. Al-
together, these findings suggest that on the one hand, gene
expression cannot be activated if the cells are not stressed
sufficiently �e.g., 50 °C for 5 s�. On the other hand, if cells
are overstressed �e.g., 70 °C for 5 s� excessive cell death
will be produced, leading to a low gene expression efficiency
with respect to the total exposed cells. An optimal window of
thermal dosage �around 60 °C for 5 s� exists for inducing
the maximum overall gene expression following a 5-s HIFU
exposure in our experimental system. It is worth noting that
the maximum gene expression induced by HIFU
�60 °C-5 s� is about 52% in percentage and 86% in intensity
compared to the gene expression induced by 42 °C-30-min
water bath hyperthermia �Fig. 5�b��. Similar results were ob-
tained from the R3230Ac cells following HIFU treatment
�data not shown�.

C. Effect of treatment duration on HIFU-induced gene
activation

The effect of treatment duration on HIFU-induced gene
activation in transfected HeLa cells at 60 °C peak tempera-
ture is shown in Fig. 6. It was found that gene expression in
the surviving cells increased initially with the exposure du-

ration and gradually saturated after 5-s exposure �Fig. 6�a��.
No statistically significant difference �p�0.1� was observed
between the gene activation levels produced by the 5- and
10-s exposures with respect to expression percentage and
intensity. However, for the total exposed cells HIFU-induced
gene activation showed a similar initial increase from
1 to 5 s, followed by a dramatic decline after 10-s exposure.
These results suggest that an optimal dosage for HIFU-
induced gene activation is 5 s at 60 °C peak temperature,
and further increase in treatment time will dramatically in-
crease cell injury and thus significantly diminish the overall
inducible gene activation. A similar pattern of HIFU-induced
gene activation was also observed at 70 °C peak temperature
with an exposure duration ranging from 1 to 10 s; yet the
corresponding gene activation efficiency in total cells was
lower than its counterpart at 60 °C �data not shown�.

D. Physical mechanisms: Thermal stress versus
mechanical stress

The thermal stress produced by HIFU exposure was
simulated by immersing transfected HeLa cells cultured on
etched cover slips in hot PBS solutions with temperature of
50, 60, and 70 °C, respectively, for 2 s. As shown in Fig.
7�a�, gene expression can be clearly observed in the 60 and

FIG. 6. �Color online� Effect of treatment duration on gene expression of
transfected HeLa cells in �a� surviving and �b� total cell populations at a
peak temperature of 60 °C.

FIG. 7. �Color online� �a� Representative phase contrast �left column� and
fluorescence �right column� images of transfected HeLa cells and �b� corre-
sponding cell viability and gene expression in the surviving population after
exposure to heated PBS solutions of various temperatures for 2 s. These
images were taken 24 h after the experiment.
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70 °C groups but barely in the 50 °C group. Quantitatively,
GFP intensity in surviving cells was increased 42-fold and
38-fold in the 60 and 70 °C groups �Fig. 7�b��, which are
comparable to the gene activation �35-fold and 42-fold� pro-
duced by the 5-s HIFU treatment �Fig. 5�a��. Because of the
much more uniform thermal exposure in the hot PBS immer-
sion system, the resultant gene expression percentage �52%
for 60 °C, Fig. 7�b�� was higher than the corresponding
value �38%, Fig. 5�a�� induced by the HIFU exposure. In
addition, a dramatic decrease in cell viability was also ob-
served from 60 to 70 °C. Therefore, with respect to the total
exposed cells, the maximum gene activation level was again
produced at 60 °C, confirming the results from HIFU-
induced gene activation �Fig. 5�b��.

To assess the effect of mechanical stress in gene activa-
tion, HIFU-induced cavitation activities in the cell suspen-
sion were measured by PCD under identical acoustic expo-
sure conditions yet with different ambient water temperature:
70 °C-5 s�Twaterbath=37 °C� and 35 °C-5 s�Twaterbath=5 °C�.
Representative frequency spectrums of the emitted PCD sig-
nals are shown in Fig. 8�a�. A significant increase of the

broadband noise associated with inertial cavitation was ob-
served during insonification, which is comparable between
the two exposure conditions. In addition, subharmonics and
higher harmonics �second, third, fourth, etc.� generation can
be clearly identified in the frequency domain, which could be
produced by the nonlinear scattering of stable cavitation
bubbles in the cell culture medium �Miller and Bao, 1998�.
Moreover, the averaged rms amplitude of the broadband
noise in the frequency range of 12.5–17.5 MHz during the
5-s HIFU exposure is plotted in Fig. 8�b�, from which the
integrated inertial cavitation dosages �ICD� were calculated
to be 69.1±10.9 and 61.3±12.5 dBm* s, respectively. Again,
no statistically significant difference was found between the
two exposure conditions �p�0.1�. It is interesting to note
that all these indexes for cavitation activity dropped signifi-
cantly when the culture medium was replaced by degassed
water. Altogether, these results suggest that substantial cavi-
tation activities could be induced in cell suspension during
HIFU treatment, and comparable bubble activities were pro-
duced using either the 70 °C-5 s �thermal+mechanical
stresses� or the 35 °C-5-s �mechanical stresses� exposure
condition.

The results for cell viability and gene activation pro-
duced by the two exposure conditions are shown in Fig. 8�c�.
At a medium temperature of 70 °C, cell viability dropped to
13% following HIFU treatment; yet gene activation was in-
duced in 41% of the survival cells with a concomitant 42-
fold increase in expression intensity. In comparison, at a me-
dium temperature of 35 °C cell viability was 72% with
minimal level of gene activation, which is not statistically
significant different �p�0.1� from the value in the control
group. Together, these results suggest that the dominant
mechanism for HIFU-induced cell necrosis and gene activa-
tion is thermal stress. The mechanical stress induced during
the HIFU treatment contributes to about 1 /3 of the cell dam-
age, but it is not sufficient to elicit a measurable stress re-
sponse �i.e., activation of the hsp70B promoter�. However,
the mechanical stress and thermal stress may interact syner-
gistically during HIFU exposure to enhance thermal ablation
of the tumor.

IV. DISCUSSION

During HIFU treatment, the peak temperature in tissue
at the beam focus could increase rapidly above 80 °C, which
leads to effective cell killing and coagulative necrosis even
for a few seconds exposure �Kennedy et al., 2003�. At the
boarder of the lesion, a steep temperature gradient exists and
multiple layers of cells that are sublethally injured form a
sharp demarcation that separate the necrotic tissue and the
surrounding untreated tissue. More important, over expres-
sion of heat shock proteins in the boarder zone has been
observed recently, which may incite inflammation and even
stimulate an anti-tumor immune response �Kramer et al.,
2004�. However, the thermal exposure condition that leads to
the heat shock response in the boarder zone was not deter-
mined. In this study, using an in vitro cell exposure system
we have mimicked the response of tumor cells in different
temperature regions within the boarder zone of HIFU-

FIG. 8. �Color online� �a� Representative frequency spectrum of PCD sig-
nals measured during different HIFU exposures and medium conditions, �b�
time evolution of averaged broadband noise of the PCD signals during the
5-s HIFU treatment, and �c� comparison of thermal+mechanical vs me-
chanical stresses on HIFU-induced cell viability and gene activation in the
surviving population of transfected HeLa cells.
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induced lesion. Our results suggest that heat shock response
can be produced in sublethally injured tumor cells within the
temperature range of 50–70 °C. The maximum heat-induced
gene activation could be induced at a peak temperature about
60 °C with a 5-s exposure time. Furthermore, our results
suggest that HIFU-induced gene activation is produced pri-
marily by thermal rather than mechanical stresses because of
the extremely short exposure duration in HIFU �a few sec-
onds� compared to the long treatment duration ��30 min� in
hyperthermia and physiotherapy. In future work, it would be
interesting to evaluate stress response of tumor cells that are
exposed to a long duration of ultrasound-induced mechanical
stresses that yield a similar level of sublethal cellular damage
as produced by HIFU-generated thermal stress.

HIFU-induced cell death rises rapidly as the peak tem-
perature is increased from 60 to 70 °C �see Table I�. This
observation is consistent with the temperature threshold for
tissue necrosis ��60 °C� observed in several animal studies
�Yang et al., 1993; ter Haar, 1995�. However, even at a peak
temperature of 70 °C or above �data not shown� a small
number of tumor cells can still survive. Similarly, incomplete
tissue necrosis has been observed in tissue specimens col-
lected from prostate cancer patients following HIFU treat-
ment �Van Leenders et al., 2000�. These results are presum-
ably caused by the heterogeneity in heat conduction and
biological response of the tumor cells/tissue to HIFU
therapy. In light of this observation, it is desirable to combine
therapeutic modalities that are effective against residual tu-
mor cells, such as immunotherapy, with HIFU so that the
overall quality of cancer therapy can be improved.

Within the population of cells that were sublethally in-
jured by HIFU treatment, heat-induced gene activation was
found to increase initially with either peak temperature �for a
fixed treatment duration� or treatment time �for a fixed peak
temperature� before reaching a maximum at 60 °C for 5 s.
Further increase in peak temperature or treatment duration
led to a rapid reduction of gene activation in the total ex-
posed cells �see Fig. 6�b��. This dose-dependent gene activa-
tion may be caused by the two fundamental yet opposite
biological responses �i.e., survival and death� that are acti-
vated simultaneously when cells are stressed. At the molecu-
lar level, the cellular response to stress is represented by the
induction of hsps that may function either as molecule chap-
erones or proteases �Jolly and Morimoto, 2000�. When the
stress is low and duration is short �e.g., �60 °C and 5 s�,
molecule chaperones may assist in protein folding, translo-
cation, refolding of intermediates, and thus restoring homeo-
stasis. In contrast, when the stress is high and the duration is
long �e.g., �70 °C and 5 s�, the production of proteases
such as the ubiquitin-dependent proteasome may increase
significantly to degrade efficiently the damaged and short-
lived proteins. Furthermore, at high stress levels the induced
heat shock response may also lead to apoptosis or necrosis
�Barry et al., 1990�. The intricate balance between these two
opposite pathways and their interplay will determine whether
a cell exposed to heat shock will die or survive �Jolly and
Morimoto, 2000�.

Taking advantage of the ubiquitous heat shock response,
several groups have recently exploited the use of heat-

induced gene therapy for cancer treatment �Li and Dewhirst,
2002�. The most significant advantage of heat-inducible gene
therapy is that site-specific control of gene expression in tar-
geted tissues can be achieved. This is particularly important
for reducing the systemic toxicity of most therapeutic genes,
which are toxic to both tumor and normal tissues. Moreover,
significant tumor regression has been produced by
hyperthermia-induced cytotoxic �Blackburn et al., 1998� and
immunostimulatory �Huang et al., 2000� gene therapy while
no such therapeutic effects are seen with hyperthermia or
intratumoral injection of the transgene alone. Potentially,
there is also a synergistic interaction between hyperthermia
and gene therapy, which may be related to hyperthermia-
induced Fas and FasL expression in the heated tumor cells
�Li and Dewhirst, 2002�. However, two major limitations
exist for hyperthermia-regulated cancer gene therapy. First,
to induce gene activation by hyperthermia the temperature in
the target tissue has to be kept closely at 42 °C for a long
period of time ��30 min�, a condition that is difficult to
maintain in internal organs due to blood perfusion �Diederich
and Hynynen, 1999�. Second, hyperthermia-regulated gene
therapy only retards the growth but cannot eradicate the tu-
mor completely �Blackburn et al., 1998; Huang et al., 2000�.
To be more effective, hyperthermia-regulated gene therapy
has to be used in conjunction with other existing cancer
treatment modalities, such as radiation or chemotherapy �Li
and Dewhirst, 2002�. In contrast, these limitations may be
potentially overcome by HIFU-regulated gene therapy,
which can be produced simultaneously with HIFU-induced
thermal ablation. For example, HIFU can be used to activate
cytotoxic or immuno-regulatory genes in sublethally injured
peripheral tumor cells while thermally ablating �or reducing�
the primary tumor mass. Because of the short exposure du-
ration and temperature gradient produced by HIFU, no rig-
orous control of the tissue temperature is needed. Moreover,
the heat-induced cytotoxic gene products or immunostimula-
tory factors may significantly improve the effective killing of
residual and distal metastasis tumor cells via bystander ef-
fects or a boosted anti-tumor immune response �Li and De-
whirst, 2002�. Alternatively, a pre-treatment by HIFU-
induced gene activation in the target tumor at low intensity
�i.e., without thermal ablation� may be used to prime the host
anti-tumor immune response before a regular HIFU therapy
for complete eradication of the tumor mass. With real-time
monitoring of HIFU-induced thermal dosimetry in tumors by
MRI �Hynynen et al., 2001; Guilhon et al., 2003�, such new
treatment strategies should be feasible and may improve the
overall quality of cancer therapy by HIFU.

In conclusion, we have demonstrated the feasibility of
HIFU-induced transgene activation in sublethally injured tu-
mor cells in vitro. Further animal studies are warranted to
identify the optimal HIFU exposure condition for maximum
gene activation and to explore treatment strategies that can
combine synergistically HIFU-induced gene therapy with
HIFU-produced thermal ablation for overall improved qual-
ity and effectiveness in cancer therapy.
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Sperm whales �Physeter macrocephalus� produce multipulsed clicks with their hypertrophied nasal
complex. The currently accepted view of the sound generation process is based on the click structure
measured directly in front of, or behind, the whale where regular interpulse intervals �IPIs� are found
between successive pulses in the click. Most sperm whales, however, are recorded with the whale
in an unknown orientation with respect to the hydrophone where the multipulse structure and the IPI
do not conform to a regular pulse pattern. By combining far-field recordings of usual clicks with
acoustic and orientation information measured by a tag on the clicking whale, we analyzed clicks
from known aspects to the whale. We show that a geometric model based on the bent horn theory
for sound production can explain the varying off-axis multipulse structure. Some of the sound
energy that is reflected off the frontal sac radiates directly into the water creating an intermediate
pulse p1/2 seen in off-axis recordings. The powerful p1 sonar pulse exits the front of the junk
as predicted by the bent-horn model, showing that the junk of the sperm whale nasal complex
is both anatomically and functionally homologous to the melon of smaller toothed whales. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2082707�

PACS number�s�: 43.80.Ka �WWA� Pages: 3337–3345

I. INTRODUCTION

Based on the observation that sperm whales produce
multipulsed clicks �Backus and Schevill, 1966�, Norris and
Harvey �1972� advanced the idea that the hypertrophied na-
sal complex of the sperm whale operates as a sound genera-
tor. They suggested that a single initial sound pulse is gen-
erated at the phonic lips �Fig. 1� and then reflected from air
sacs at the anterior and posterior ends of the large spermaceti
compartments of the nose to produce a multipulsed click.
They conjectured that the primary sound pulse of highest
amplitude is projected directly into the water and that the
following pulses of decaying amplitude are successively de-
layed by the two-way travel time between the air sacs of the
nose.

Møhl �1978; 2001� amended the Norris and Harvey
theory by proposing that the bulk of the sound energy is
directed backwards into the spermaceti organ and that only a
small fraction of energy leaks directly into the water in the
creation of a weak p0 pulse. Most of the sound energy travels
through the spermaceti organ and the junk complex before
emission into the water as a narrowly focused p1 pulse
�Møhl et al., 2003; Cranford, 1999�. Recent findings have
corroborated the basics of this so-called bent horn model

�Møhl et al., 2003� by showing that sound is indeed gener-
ated in the nose �Madsen et al., 2003� and that excitement of
the system with a pressure transient at the phonic lips �Fig.
1� produces multiple pulses with an interpulse interval �IPI�
that matches the two-way travel time back and forth between
the air sacs �Møhl, 2001; Møhl et al., 2003�.

Møhl et al. �2000; 2003� have demonstrated that the p1
pulse is highly directional with some on-axis source levels in
excess of 240 dBpp re :1 �Pa, which supports both the sonar
function of these clicks and the bent horn amendments to the
Norris and Harvey theory. Zimmer et al. �2005� corroborated
these findings with a different experimental approach and
found, in consistency with the bent-horn model, that the
weaker p0 pulse has a broad backward-directed beam
whereas the highly-directional p1 pulse is projected forward
from the whale �Zimmer et al., 2005�.

It follows from both the original Norris and Harvey
theory and the bent horn model that the IPIs between outgo-
ing pulses should be related to the distance between the re-
flective air sacs. Since there is an allometric relationship be-
tween the size of the nose and the overall body size of the
whale �Nishiwaki et al., 1963�, it can be inferred that the
whales may convey size information in every click they
make to conspecifics and interested bioacousticians alike
�Norris and Harvey, 1972�.a�Electronic mail: walter@nurc.nato.int
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Based on photogrammetric size estimation and matched
sound recordings, Gordon �1991� derived an empirical rela-
tion between sperm whale length and IPI �Goold and Jones,
1995; Goold et al., 1996� using a sound speed in spermaceti
oil of some 1350 m/sec �Flewellen and Morris, 1978; Goold
et al., 1996�. Investigations on stranded animals �Møhl,
2001� and onboard recordings with acoustic tags �Madsen et
al., 2002a� show a good agreement between length estimates
and the predictions of the Gordon equation. Recently, Rhine-
lander and Dawson �2004� verified the correlation between
IPIs and the size of the animal. However, they also reported
some discrepancy between photogrammetric length estimates
and length prediction from the Gordon equation, and pro-
posed a slightly different equation for large animals. The
contention is therefore that the IPI is indeed related to the
size of the animal and that such information is conveyed in
all sperm whale usual clicks.

Despite the potential for acoustic size estimation of
sperm whale stocks, the technique has only been employed
in a few studies �Adler-Fenchel, 1980; Leaper et al., 2002;
Pavan et al., 2000; Drouot et al., 2004; Miller et al., 2004;
Rhinelander and Dawson, 2004�. While there may be a num-
ber of reasons for this, one likely relates to the fact that
recorded sperm whale clicks seldom conform to the clear
multipulse structure depicted in textbooks and papers. Clicks
with complex wave forms and pulse structures that cannot be
accounted for on the basis of a fixed IPI must often be ex-
cluded from the analysis �Gordon, 1987; 1991; Goold, 1996;
Pavan et al., 1997; Drouot et al., 2004, Rendell and White-
head, 2004; Rhinelander and Dawson, 2004;�.

In an attempt to explore the mechanisms behind the
complex structures of sperm whale usual clicks that do not
conform to the clear multipulse pattern, we analyzed acoustic
data from a field experiment combining a towed hydrophone
array in the far field with an acoustic and orientation record-
ing tag attached to a sperm whale. This approach provided
recordings of both the emitted clicks in a fixed recording
aspect �from the tag� and in varying, but known recording
aspects in the far field �from the towed array� �Zimmer et al.,
2005�. We demonstrate that the interpulse structure of usual
clicks from a sperm whale varies considerably and that
sperm whale body length, therefore, is not estimated cor-
rectly from the IPI of clicks recorded off the body axis. The
multipulse structure of sperm whale usual clicks can be re-
lated to the recording aspect of the whale by a more complex
geometric model. We develop such a model, consistent with

the bent horn hypothesis of sound production, and show that
the observed variations in IPI with aspect closely follow
those predicted by the model.

II. MATERIALS AND METHODS

The following analysis is based on sperm whale data
recorded in the Ligurian Sea in 2001 during Sirena-01, a
field trial organized by the NATO Undersea Research Centre
�NURC� as part of its Marine Mammal Acoustic Risk Miti-
gation program. Data collected during Sirena trials included:
visual observation of animals at the surface, passive sonar
detection and tracking while animals were diving, and tag-
ging of animals with a compact acoustic and orientation re-
corder, the DTAG, �Johnson and Tyack, 2003� developed at
the Woods Hole Oceanographic Institution �WHOI�.

Clicking sperm whales were detected by a passive sonar
system developed at NURC consisting of a horizontal line
array of 128 hydrophones, a real-time digital beamformer
and sonar display system. The hydrophone array was towed
just below any substantial thermocline at a depth of about
80 m. The received sound was processed and visualized in
real-time on a passive sonar display �Zimmer et al., 2003�,
and archived on a 240 MBit/ s digital tape recorder, together
with relevant nonacoustic data such as array depth and ship’s
position, heading, and speed. The hydrophones of the towed
array were set to an effective saturation level of
140 dBpeak re :1 �Pa and sampled with 16 bit resolution at
31.25 kHz, allowing a maximum bandwidth of about
15 kHz.

The passive sonar was able to track sperm whales
throughout their foraging dives, but not to record the detailed
orientation or short-term movements of the animal between
clicks. For this task a DTAG was attached to the whale,
recording the sounds and movement patterns of the whale
with high resolution �Johnson and Tyack, 2003�. Key fea-
tures of the DTAG in 2001 were 12-bit analog-to-digital con-
version of a hydrophone signal, a sampling rate of 32 kHz
and a clipping level set to 153 dBpeak re :1 �Pa. The pressure
sensor, three-axis accelerometers and three-axis magnetome-
ters were all sampled at 47 Hz and strict synchrony was
maintained between audio and sensor sampling.

The procedure for tagging sperm whales was based on
the following scheme: once a sperm whale was located
acoustically and visually, a small workboat was deployed
from the NRV Alliance to attempt tagging. Responses to tag-
ging were monitored visually and acoustically from NRV

FIG. 1. Bent-horn model of sperm
whale sound generation �modified
from Fig. 1 of Madsen et al. �2002a�.
B, brain; Bl, blow hole; Di, distal air
sac; Fr, frontal air sac; Ju, junk; Ln,
left naris; Ma, mandible; Mo, monkey/
phonic lips; MT, muscle/tendon layer;
Rn, right naris; Ro, rostrum; So, sper-
maceti organ; p0 , . . . ,p4, pulse com-
ponents of a sperm whale click show-
ing their relative level and constant
interpulse interval �IPI�.

3338 J. Acoust. Soc. Am., Vol. 118, No. 5, November 2005 Zimmer et al.: Off-axis structure of sperm whale clicks



Alliance as well as from the small workboat. After tagging,
the whale was followed visually when it surfaced close to the
ship, acoustically when it was clicking at depth, and using a
radio direction finder to track a VHF radio transmitter on the
tag when the whale surfaced.

On 2-October-2001, a DTAG was attached for nearly
7 h to a whale �SW01�275b� estimated by visual observation
�Miller et al., 2004� to be about 12 m long. While tagged, the
whale performed eight complete deep foraging dives to
depths of 550–900 m. Data analysis was performed in mul-
tiple steps described in detail in Zimmer et al. �2005�, where
the same data set was used to determine the beampattern of
the usual sperm whale click. The underwater track of the
whale was reconstructed from visual sightings, passive
acoustics, and tag measurements of whale orientation and
depth. Clicks made by the tagged whale were then detected
in the DTAG recording and the corresponding clicks were
identified in the recording from the towed hydrophone array.

The positions of source �whale� and receiver �towed ar-
ray� were transformed from geo-referenced axes �i.e., east,
north, zenith� to a whale-relative coordinate system �i.e., for-
ward, left, up�. The roll ���, pitch ���, and heading ���
angles of the whale were estimated from the tag data during
the reconstruction phase. Using these angles, the coordinate
system of the whale is defined by the following vectors:

XW = T1,

YW = T2 cos � + T3 sin � , �1�

ZW = T3 cos � − T2 sin � ,

where

T1 = �cos � cos �

cos � sin �

sin �
�, T2 = � sin �

− cos �

0
� ,

T3 = �− sin � cos �

− sin � sin �

cos �
� ,

where XW points in the forward direction and defines the
longitudinal axis, YW points to left of the whale, and ZW

points dorsally. For simplicity, we consider the whale coor-
dinates to have their origin at the phonic lips.

The geo-referenced vector R pointing from the whale to
the receiver �Fig. 2�a�� can now be expressed in whale-frame
coordinates by Q= �qx ,qy ,qz�T where

qx = XW � R ,

qy = YW � R , �2�

qz = ZW � R ,

and X �R denotes the dot product between vector X and Y.
Note that while the two vectors R and Q have the same
length, that is �R�= �Q�, they are expressed in different coor-
dinate systems �R is geo-referenced and Q is in whale-frame
coordinates�. The off-axis angle � describes the angle be-
tween the forward direction of the whale �assumed to be the
acoustic axis� and the direction to the receiver and is defined
by the relation cos �=qx �Fig. 2�a��.

The key geometric approximation used in the following
pertains to the path length difference between a direct and
reflected sound ray as perceived by a distant observer �Fig.
2�b��. If the vectors between the source and observer, and
between the reflector and observer are, respectively, Q and
Q1, and F is the vector connecting the source and reflector,
then the path length difference, �, is approximated for �Q�
� �F� by

� = �F� + �Q1� − �Q� � �F� + F � Q1/�Q1�

= �F� + F � Q/�Q� = �F��1 + cos �� ,

where � is the angle between F and Q1 �or, equivalently, Q
for a distant observer�. The approximation is excellent for
k= �Q� / �F�	100 giving a maximum path length error of
about �F� /2k.

FIG. 2. �a� The general geometry of the whale coordinate system �XW ,YW ,ZW�, indicating the range vector Q in whale coordinates Q= �qx ,qy ,qz�, and the
off-axis angle �. �b� The geometry used to estimate the path length difference between two acoustic rays, with Q connecting the sound source directly to the

receiver and Q1 describing the sound path from a reflector at point F. F � Q̂1 is the dot product between vector F and the unit vector Q̂1 and describes the

projection of vector F on vector Q̂1 and produces the distance between the points F and A.
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III. RESULTS AND DISCUSSION

The combination of an orientation recording tag on the
whale and an acoustic recorder in the far field allowed us to
derive the off-axis aspect of the recorder with respect to the
whale for each emitted click �Zimmer et al., 2005�. Figure
3�a� provides an example of a click recorded close to the
forward direction �azimuth of 9° and elevation of 7° �Zim-
mer et al., 2005�� and thereby close to the acoustic axis of
the whale. The click structure conforms to the findings of
Møhl et al. �2003� having a weak p0 pulse, a dominating p1
pulse followed by a weaker p2 pulse. The interpulse intervals
can clearly be measured by either the time difference be-
tween p0 and p1 or p1 and p2. Figure 3�b� displays another
click recorded close to the body axis, but at an off-axis angle
of 160° �Zimmer et al., 2005� and therefore from behind the
animal. In this case the p0 pulse dominates because the re-
cording aspect is now close to the acoustic axis of p0 and off
the acoustic axis of the powerful p1 pulse �Madsen et al.,
2002a; Zimmer et al., 2005�. Note that the amplitudes are
normalized in Figs. 3�a� and 3�b�. In reality the on-axis
source level of the p1 pulse is some 40 dB higher than that of
the p0 pulse. It is evident from Fig. 3�b� that the interpulse
intervals can be easily measured when recording directly be-
hind the animal, e.g., in the footprint of a diving whale �Gor-
don, 1987; Goold and Jones, 1995; Rhinelander and Dawson,
2004�. Thus, recordings made on the body axis of a sperm
whale, whether in front or behind, will show a clear multi-
pulse structure and consistent IPIs.

However, most sperm whale recordings are made with a
single hydrophone and with the whale in an unknown orien-
tation. When analyzing such recordings it is often painfully
clear that most sperm whale clicks do not conform to the
clean pattern outlined in Fig. 3, looking more like the click
displayed in Fig. 4. In such complex wave forms, the click is
still multipulsed, but the pulses are not evenly spaced and it
is far from obvious how to number the various pulses ac-
cording to the pattern of Fig. 1 with p0 to pN. Such pulses

are therefore often discarded from the process of acoustic
size estimation �Gordon, 1991; Goold, 1996; Rendell and
Whitehead, 2004� or used uncritically which in turn renders
a range of varying and sometimes unrealistic size estimates
for the same animal. It is challenging to make sense of the
wave forms of such off-axis clicks even when the recording
aspect is known but when a large number of consecutive
clicks are aligned in a stacked plot a pattern emerges �Fig. 5�.
In this plot, nearly 290 consecutive clicks, recorded from a
single hydrophone in the towed array, were stacked together
by aligning the clicks at the onset of the p0 pulses. Later
arriving pulses have varying interpulse delays between 2 and
6 ms, and if such delays were used as IPI estimates for
acoustic size determination �following the formulas of Gor-
don, 1991 or Rhinelander and Dawson, 2004�, the estimated
size of the whale would vary between 6 and 13 m. It should
be emphasized that this variation in the pulse structure gen-

FIG. 3. Usual sperm whale clicks from forward, panel �a� and backward
direction, panel �b�, as measured by the remote receiver. The different com-
ponent pulses in the clicks are denoted p0, p1, p2, and p3.

FIG. 4. Single off-axis sperm whale click as measured by the remote re-
ceiver. Time 0 corresponds to the reception of the p0 pulse.

FIG. 5. Multiple sperm whale clicks, as recorded from a remote hydro-
phone, stacked horizontally. Each vertical slice contains the envelope of a
received click aligned at the p0 pulse. The oscillating multipulse structure is
visible at time delays of up to 6 ms.
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erally cannot be overcome by processing the received signal:
both autocorrelation and cepstral analyses of isolated sperm
whale clicks will yield incorrect IPIs.

Closer inspection of Fig. 5 reveals that the multipulse
pattern develops over time and it seems that there is a corre-
lation between the wave form of a click and the wave forms
of the clicks preceding and following it. We hypothesize that
such variability in the temporal structure can either �1� relate
to variability in the sound production system or �2� be caused
by changing geometry between the clicking whale and the
receiver in the far field. To address the first hypothesis, we
aligned the same clicks displayed in Fig. 4, but as recorded
by the tag on the animal �Fig. 6�. This approach ensures that
the recording aspect is close to being fixed, and that changes
in the received wave form most likely relate to changes in
the output of the sound generator rather than aspect changes
�Madsen et al., 2002a�. Figure 6 shows that while the re-
ceived levels vary slightly over the course of time, the mul-
tipulse structure is stable with pulses at around 0, 4, and
5.7 ms. There are small fluctuations, which may relate to
minor changes in the recording conformation between the
tag at the dorsal fin and the sound generator in the front of
the nasal complex of the swimming whale. However, com-
pared to the large IPI fluctuations of the same clicks recorded
in the far field, the pulse structure is stable, and it is safe to
conclude that source modifications cannot explain the fluc-
tuations in the multipulse structure observed in the far field
�sensu Madsen et al., 2002a�.

Given that the pulse structure of the emitted wave forms
is stable over time intervals of minutes, we analyzed the data
for aspect-dependency in the far field. To do so, we com-
pared the observed signals to a simplified source model
based on the bent horn theory. We know from tag �Madsen et
al., 2002a�, cadaver �Møhl et al., 2002�, and far field record-
ings �Møhl et al., 2003; Zimmer et al., 2005� that the sperm
whale sound generator can be viewed as a sound source with
two reflectors and several discrete exit paths �Fig. 7�. While
the functional morphology and acoustic properties are likely
more complicated, a simple compartmental model of this

form provides a tractable framework in which to explore the
relationship between observer aspect and pulse delays in the
observed signals.

If there is no leakage from the system other than at the
anterior surface of the nose, it is expected from the simple
pipe experiment of Norris and Harvey �1972� that the inter-
pulse intervals would be constant irrespective of the record-
ing aspect. On the other hand, if the sound energy is not
entirely contained in the spermaceti compartments, a reflec-
tion should result from the frontal air sac and result in a new
pulse, that we coin p1/2 �“p-half”�, in addition to the p0 and
p1 pulses predicted by the Norris and Harvey �1972� and the
bent-horn amendment �Møhl, 1978; Møhl, 2001�. It is pre-
dicted that the p1/2 pulse will appear in the far field with an
orientation-dependent delay relative to the p0 pulse varying
between 0 �i.e., merging with the p0� when recorded behind
the whale, and the two-way-travel time of the nose �i.e.,
merging with p1� when recorded directly in front of the
whale on the acoustic axis of the p1 pulse.

To predict the p1/2 time delay as a function of aspect,
we first need to define the position of the reflection point on
the frontal sac. This organ is posterior to the spermaceti or-
gan and below the longitudinal axis as defined earlier, and so
has a position vector F= �fx0fz�T where fx is the longitudinal
distance from the phonic lips to the frontal sac, essentially
the length of the spermaceti organ. For simplicity, we model
the frontal sac as a single reflection point ventral of the lon-
gitudinal axis �fz
0� and with no lateral offset �fy =0� with
respect to the phonic lips, as justified by the lateral symmetry
of the frontal sac �Madsen, 2002b�.

The apparent time delay, �1/2, of the p1/2 pulse, relative
to p0, is the combination of two factors �sensu Fig. 2�b��:

�i� the travel time of sound from the phonic lips to frontal
sac. This is given by �F� /vs where vs is the speed of
sound in the spermaceti organ, and

�ii� the travel time difference between the path from fron-
tal sac to observer as compared to the path from
phonic lips to observer. For a distant observer �spe-
cifically, for �R�� �F��, the aspect of every point of
the whale’s nose is essentially the same and so the

FIG. 6. Stackplot of the same consecutive sperm whale clicks shown in Fig.
5, but measured by the DTAG that was attached to the clicking whale.

FIG. 7. Diagram of the modified bent-horn model of sound production in
sperm whales; �, off-axis angle of the receiver with respect to the acoustic
axis; p0, primary pulse generated by the phonic lips; p1, highly directional
sonar pulse; p1/2, pulse reflected from frontal air sac.
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path length difference is simply given by �1/2=F � Q̂,

where Q̂=Q / �Q� is the unit vector in the direction of
the observer �expressed in whale-frame coordinates�.
The path length difference �1/2 is a function of aspect
with �1/2�0 at broadside and �1/2��F� or −�F� when
the aspect is 0° or 180°, respectively.

Converting path length difference to travel time is com-
plicated by the fact that the segment of path may pass pre-
dominantly through connective tissue and water �aspects
close to broadside�, through the spermaceti organ �aspects
close to 0°�, or through the whale body �aspects larger than
90°�. The speed of sound differs in these different tissues, but
by using the sound speed in the spermaceti organ to convert
path length to time delay, we make the least error for aspects
close to 0. Combining these results, the apparent time delay

of the p1/2 pulse can be expressed as: �1/2= ��F�+F � Q̂� /vs.
The results of the �1/2 prediction for the click subset of

Fig. 5 are shown by the top dotted line in Fig. 8�a� where the
reflector positions were determined so as to minimize the
square error between the predicted and measured delays giv-
ing fx=3.6 m and fz=−0.6 m. It can be seen that the pre-
dicted p1/2 delays fit the actual delays quite well, explaining
the intermediate pulses in off-axis clicks such as that of Fig.
3. As demonstrated in Fig. 8�a�, the predicted arrival time of
the p1/2 pulse consistently matches a pulse component in the
off-axis clicks supporting the p1/2 pulse hypothesis. The
model is successful at predicting the arrival time of this pulse
in clicks that were not used to estimate the model parameters
�the negatively numbered clicks in Fig. 8� based only on the
off-axis angle, an important validity test for the model. How-
ever, it is also evident in Fig. 8 that the p1/2 pulse arrives
over a fairly broad spread of delays rather than a single delay
as predicted by the model indicating that the reflection from
the frontal sac cannot be localized to a single point, as might
be expected given the size of this reflector of about 1 m
�Madsen, 2002b�. The presence of a p1/2 pulse is neverthe-
less supported by the data and we conclude that a small part
of the sound energy reflecting off the frontal sac must escape
from the spermaceti compartments and radiate directly into

the water, giving rise to the p1/2 pulse with an aspect-
dependent delay between the p0 and the p1 pulse.

In the bent-horn model and its modifications �Møhl
et al., 2003; Zimmer et al., 2005�, the majority of the sound
energy propagating backwards from the phonic lips is re-
flected at the frontal sac and directed into the junk complex
to produce the highly directional and powerful p1 sonar
pulse. It is assumed in the models that this pulse exits from
the flat anterior surface of the junk �Møhl, 2001� although
this has not been demonstrated experimentally on a live ani-
mal. If the model is correct, then the time delay, �1, between
the p0 and the p1 pulse as observed by a remote listener will
be aspect dependent due to the vertical separation of the two
exit points. In particular, �1 ought to vary with changes in
pitch and roll. To test this hypothesis, we first define the
location vector of a presumed radiation point from the junk
to be J= �00jz�T, where it is assumed that the junk is located
ventral to the phonic lips by jz and that any lateral and lon-
gitudinal displacement is small in comparison. As with the
p1/2 pulse, we assemble the p0-p1 time delay out of the
following parameters:

�i� the travel time of sound from phonic lips to frontal
sac, �F� /vs.

�ii� the travel time of sound from frontal sac to anterior
surface of the junk, �J-F� /vs where we use vs as a
proxy for the speed of sound in the junk.

�iii� the travel time difference between the path from junk
radiator to observer �p1� as compared to the path from
phonic lips to observer �p0�. Again making the as-
sumption of a distant observer, the path length differ-

ence is �1=J � Q̂, where Q̂ is redefined as the unit
vector from the junk radiator to the observer. �1 is
close to zero when the observer is in the horizontal
plane of the whale and is ±jz when the observer is
dorsal or ventral of the phonic lips, respectively.

For off-axis angles less than 90°, both the p0 and the p1
pulse travel mainly in water, while for off-axis angles greater
than 90°, both pulses travel through whale tissue with vari-
able sound speed. To simplify the presentation, we use the

FIG. 8. �a� Multiple sperm whale
clicks stacked and zoomed with model
overlaid. The lower dotted line de-
scribes the modeled p1 pulse, the up-
per dotted line the modeled p1/2 pulse,
and the horizontal dashed line corre-
sponds to the nominal IPI. Clicks with
positive click numbers correspond to
the clicks shown also in Fig. 5 that
were used for least-squares parameter
estimation. Clicks with negative click
numbers precede the clicks of Fig. 5,
and are shown together with the pre-
dicted p1 and p1/2 values. �b� The es-
timated off-axis angle for each click.
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speed of sound in water vw, which was measured to be about
1510 m/s to the whale depth �Zimmer et al., 2003�. Com-
bining these results, the apparent time delay of the p1 pulse

is: �1= ��F�+ �J-F�� /vs+J � Q̂ /vw.
The prediction of �1 using this model is superimposed

on the multipulse patterns in Fig. 8�a� where, as before, the
position parameter is determined by least-squares error fit-
ting. It is evident �lower dotted line� that the modeled p1
delay is a good fit to the actual p1 delay both in clicks used
for the parameter estimation �the positive click numbers in
Fig. 8�, and also for novel clicks �negative click numbers in
Fig. 8�. The temporal offset between the phonic lips and the
junk surface that gave the best fit between the model and
data was 0.73 ms. Using a sound speed in water of
1510 m/s, this delay corresponds to a junk exit point cen-
tered at 110 cm ventral of the phonic lips, which for a 12 m
sperm whale is close to the center of the flat anterior junk
surface �Fig. 7; Madsen, 2002b�.

We have shown that observed far-field signals from an
instrumented sperm whale are consistent with there being
three, spatially separated exit paths for sound from the nasal
complex. A portion of the energy in the initial p0 pulse,
generated by the phonic lips, radiates directly into the water
but most of the caudally directed part of the sound energy
passes through the spermaceti to be reflected at the frontal
sac producing a second weak sound source, dubbed here
p1/2. The main part of the forward reflected energy from the
frontal sac passes through the junk to form the p1 pulse,
which is the primary sonar pulse for echolocation �Madsen
et al., 2002b; Møhl et al., 2003�. Results given here match
the predictions of the bent horn model and are the first direct
evidence from a live sperm whale that the powerful, and
highly directional p1 pulse is emitted via the anterior surface
of the junk into the water, a result that supports the amend-
ment to the original Norris and Harvey model �1972� pro-
posed by Møhl �1978; 2001�. The demonstration that the
junk is the exit for sonar pulses in sperm whales also sup-
ports evolutionary scenarios of the functional morphology in
this species in which the junk is seen as being homologous to
the sound conducting melon of smaller toothed whales
�Schenkan and Purves, 1972; Cranford et al., 1996�. The
junk of the sperm whale nose is therefore most likely both
anatomically and functionally homologous to the melon of
smaller toothed whales.

While the basic geometric predictions of the bent horn
model have been confirmed by the data �Fig. 8�, it should be
noted that some components of the off-axis clicks are still
unaccounted for. The energy arriving after the p1 pulse and
seen at delays between 7 and 10 ms in clicks 20 through 150
in Fig. 5 has not been explained and we are unable to say
unequivocally whether this is due to reflections within the
whale or reflections from objects in the water column. How-
ever, they are most likely generated in the nose since reflec-
tions from the sea surface or bottom can be excluded as the
delays are too short being equivalent to source-reflector sepa-
rations of 10–15 m.

The empirical validation of the geometry of the bent
horn model for sound propagation in the sperm whale nose
may prove helpful in analyzing signals from animals of un-

known orientation. An understanding of the basic geometry
behind the complex pulse structure opens the possibility that
animal orientation and size could be derived acoustically
from off-axis clicks if a large enough sample set is analyzed
as in Fig. 8. However, until a proven algorithm for this is
presented, we strongly recommend that IPIs used for acous-
tic size estimation are derived from clicks recorded right be-
hind a diving whale �Gordon, 1991; Goold, 1996; Rhine-
lander and Dawson, 2004� or close to the acoustic axis of the
p1 pulse in front of the whale �Møhl et al., 2003�.

We have shown that the time delays �1/2 and �1 of pulses
in sperm whale usual clicks, when observed from a remote
position, depend on the relative orientation of the whale. We
expect that fluking is the main cause of the short-period os-
cillation in off-axis angle seen in Fig. 8�b� and this oscilla-
tion is consistent with delay variations in the p1/2 and p1
pulses visible in Fig. 8�a�. Amplitude variations of similar
scale are also evident in the clicks recorded by the tag �Fig.
6� indicating that these are related to relative motion of the
tag and sound source, consistent with body flexure during
fluking. The indication is that the propulsion mechanism of
the whale modulates the orientation of the sound generation
system and consequently the acoustic transmission axis of
the biosonar. As the beamwidth of the p1 pulse has been
reported to be very narrow �directivity index of 27 dB or a
−3 dB beam width of about 8.3°, Møhl et al., 2003, Zimmer
et al., �2005��, it would seem that motion-induced variation
of the acoustic axis should impact sonar functionality. Our
results suggest that sperm whales do not completely stabilize
the direction of the p1 pulse during fluking, or perhaps in-
tentionally use the motion-induced variation to insonify
larger volumes.

The multipulse structure of sperm whale clicks has been
proposed to serve the purpose of conveying information
about size to conspecifics and one of the hypotheses behind
the hypertrophy of the nasal complex relates to sexual selec-
tion on that basis �Cranford, 1999�. Provided that the audi-
tory system of sperm whales can cope with the problems of
forward masking and the differentiation of very small time
delays �Madsen, 2002a�, sperm whales could tell the size of
a nearby clicking whale from its usual clicks if the IPIs were
stable and independent of aspect. The observed variation of
IPIs with aspect will clearly complicate such size estimation.
However, the predictable nature of the multipulse structure
as a function of aspect angle demonstrated here, may, along
with spectral cues �Møhl et al., 2003�, provide information to
nearby whales regarding the orientation of the clicking whale
similar to the situation for calls of delphinids �Miller, 2002;
Lammers and Au, 2003�. The low decay rate of coda clicks
compared to usual clicks �Madsen et al., 2002a� holds more
potential for IPI decoding, but it remains to be seen how the
wave forms of coda clicks appear in different recording as-
pects �Rendell and Whitehead, 2004�. If the production of
coda clicks does not involve the junk complex as suggested
by Madsen et al.�2002a�, then sound energy would princi-
pally exit from the nose at the distal and frontal sacs leading
to a highly aspect-dependent variation in the multipulse
structure. This is in apparent contrast to observations in the
field of stable coda IPIs �Rendell and Whitehead, 2004�. Fu-
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ture studies should investigate this discrepancy experimen-
tally and address the biomechanics of different sound pro-
duction modes in the sperm whale nose.

IV. CONCLUSION

Remote recordings of sperm whale clicks together with
simultaneous acoustic and orientation information measured
by a tag on the same whale have been combined to investi-
gate the origin of the multipulse structure in sperm whale
usual clicks. These recordings were compared to a lumped-
parameter geometric model for sound reflection in the sperm
whale nose based on the bent-horn model developed by
Møhl and co-workers �Møhl, 1978; 2001; Møhl et al., 2003�
and on recently reported three-dimensional radiation patterns
of p0 and p1 pulses of sperm whale usual clicks �Zimmer
et al., 2005�.

One consequence of the bent-horn model should be a
small variation in time delay between the p0 and p1 pulse as
a function of aspect angle due to the spatial separation be-
tween the phonic lips, where the p0 pulse is generated, and
the center of the flat anterior junk surface, where the p1 pulse
is hypothesized to exit. A careful analysis of off-axis mea-
surements confirms the predicted variations and allows us to
conclude that the powerful p1 sonar pulse is indeed emitted
from the junk surface. Production of usual sonar clicks in
sperm whales therefore involves both the spermaceti organ
and the junk complex, and the latter is accordingly both ana-
tomically and functionally homologous to the melon of
smaller toothed whales.

The existence of a wide backward-oriented beam of the
p0 pulse demonstrates that small amounts of sound energy
leak from the spermaceti organ when the p0 pulse travels
from the phonic lips to the frontal sac �Zimmer et al., 2005�.
Similar leakage is also likely for sound that is reflected from
the frontal sac back into the junk complex and spermaceti
organ. We validate this prediction by the empirical demon-
stration of a so far undescribed intermediate pulse, called
p1/2, which is characterized by a large and aspect-dependent
variation in time delay relative to the p0 pulse. Fitting the
observed p1/2 pulse delays to a geometric model provides a
prediction for the effective reflection point which is consis-
tent with the center of the frontal sac. A consequence of the
aspect-dependent pulse structure described here is that both
the size and aspect of a clicking whale are effectively coded
in the pulse intervals and this may allow conspecifics to es-
tablish the size and orientation of other clicking whales.
However, this coding represents a confound for field meth-
ods that estimate the size of clicking whales based on the
interpulse-interval of single clicks and such estimates should
be confined to clicks measured directly in front �on-axis� or
directly caudal to minimize error in the apparent IPI due to
the aspect-dependent p1/2 pulse.
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During a recent cetacean survey of the U.S. waters surrounding the Hawaiian Islands, the probable
source of the mysterious “boing” sound of the North Pacific Ocean was identified as a minke whale,
Balaenoptera acutorostrata. Examination of boing vocalizations from three research surveys
confirms previous work that identified two distinct boing vocalization types in the North Pacific. The
eastern boing �n=22� has a pulse repetition rate of 92 s−1 and a duration of 3.6 s and was found only
east of 138°W. The central boing �n=106� has a pulse repetition rate of 115 s−1 and a duration of
approximately 2.6 s and was found only west of 135°W. Central boing vocalizations produced by
a single source �n=84� indicate that variation in repetition rate and duration of the calls of the
individual were not significantly different than the variation among individuals of the same boing
type. Despite a slight latitudinal overlap in the vocalizations, pulse repetition rates of the eastern and
central boings were distinct. �DOI: 10.1121/1.2046747�

PACS number�s�: 43.80.Ka, 43.30.Sf �WWA� Pages: 3346–3351

I. INTRODUCTION

The “boing” sound was first described by Wenz �1964�
from U.S. Navy submarine recordings made in the 1950s off
San Diego, California, and Kaneohe, Hawaii. Despite much
attention, the source of the sound has remained a mystery
until now. Wenz �1964� noted variation in the duration of the
signals �with a possible concurrent variation in the intervals
between signals�, as well as variation in frequency modula-
tion. Thompson and Friedl �1982� tracked boing sounds
made from multiple recordings from bottom-mounted hydro-
phones off of Oahu, Hawaii, noting long intersound intervals
�6 min� for solitary sound sources, and brief intersound in-
tervals �0.5 min� for multiple sound sources. The sources of
the boing sounds typically approached the northern coast of
Oahu singly, although paired or small groups were detected
occasionally �Thompson and Friedl, 1982�. Boings were de-
tected seasonally, from November through March, and had
an estimated sound source level of 150 dB re 1 �Pa at 1 m
�Thompson and Friedl, 1982�. Given this information, Th-
ompson and Friedl �1982� suggested that the sound source
was likely a whale, but they did not speculate as to which
species. The first suggestion that the boing may be produced
by the minke whale �Balaenoptera acutorostrata� was made
by Gedamke et al. �2001� based on the structural similarity
of the boing and the sound produced by the dwarf minke
whale in the Great Barrier Reef, Australia.

Antarctic minke whales �B. bonaerensis� and northern
minke whales have been recorded making low-frequency
downswept vocalizations in the Ross Sea �Schevill and Wat-
kins, 1972; Leatherwood et al., 1981� and the St. Lawrence
Estuary �Edds-Walton, 2000�, respectively. These sounds
were described as sweeping from over 100 Hz down to
90 Hz �St. Lawrence Estuary� or 60 Hz �Ross Sea�. Winn
and Perkins �1976� recorded pulse trains and grunts in the
presence of minke whales in the Caribbean. Ratchets, single
pulses, and higher frequency clicks were also recorded, al-

though less frequently. Mellinger et al. �2000� noted that
thump trains recorded in the Caribbean occurred as “speed-
up” pulse trains or less often as “slow-down” pulse trains.
Pulse trains also were recorded in the presence of group-
feeding minke whales in the Gulf of St. Lawrence �Zbinden
and Di Iorio, 2003�. High-frequency clicks as well as
whistles, grunts, and other calls were recorded in the pres-
ence of minke whales in the Ross Sea �Leatherwood et al.,
1981�, although other species may have been present. In the
North Pacific Ocean, there have been no published record-
ings of vocalizations attributed to minke whales.

The Hawaiian Island Cetacean and Ecosystem Assess-
ment Survey �HICEAS� was conducted in the U.S. exclusive
economic zone �EEZ� surrounding the Hawaiian Islands be-
tween July and December, 2002. This survey combined vi-
sual and acoustic methods to determine the distribution and
abundance of cetaceans �Barlow et al., 2004� and provided a
unique opportunity to investigate the source of these boing
sounds. On 7 November 2002, the acoustics team located the
source of a series of boing sounds and directed the ship and
visual team to this location, where experienced marine mam-
mal observers identified a minke whale. This paper details
the events leading us to attribute the boing sound to the
North Pacific minke whale and summarizes the characteris-
tics of the boing vocalizations recorded during this particular
encounter and during three research cruises in the North Pa-
cific Ocean.

II. METHODS

Boings were detected during three cetacean research sur-
veys, the 1997 Sperm Whale Abundance and Population
Structure Survey �SWAPS�, the 2002 HICEAS cruise, and
the 2003 Stenella Abundance Research Survey �STAR�.
These research cruises combined visual and acoustic line-
transect surveys of cetacean populations. Visual observation
of cetaceans were conducted during daylight hours and con-
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sisted of six experienced visual observers rotating between
two “big eye” binocular �25�150� stations and one station
observing with 7� binoculars and unaided eye. The acous-
tics team consisted of two to four rotating acoustic techni-
cians monitoring a hydrophone array aurally and visually
�from a real-time spectrogram display�.

The 1997 SWAPS survey,1 on the R/V McArthur, cov-
ered the waters of the N. Pacific Ocean from 20° –45°N,
from the west coast of the United States to 158°W. Empha-
sis was placed on detecting, locating, and recording sperm
whales. The hydrophone array used during this survey con-
sisted of a 60 m, five-element, solid array �made by Innova-
tive Transducers, Inc� which had a relatively flat frequency
response between 32 Hz and 8 kHz �±2 dB�. The array was
attached to a 120 kg depressor weight which was towed
600 m behind the vessel at a depth of 100 m. Signals from
two hydrophone elements were monitored day and night, and
recordings of sperm whales, boings, and other sounds of in-
terest were made using DAT recorders �Sony D-7,
48 k samples/s�. These recordings were recently reviewed
and boing vocalizations were analyzed for this report.

The 2002 HICEAS survey, aboard the R/V David Starr
Jordan, included the EEZ of the Hawaiian Island chain and
transit to and from San Diego, CA �Barlow et al., 2004�. The
STAR 2003 survey,2 aboard the R/V McArthur II, surveyed
the eastern tropical Pacific Ocean, from San Diego, Califor-
nia, south to Peru. During both of these cruises, a hydro-
phone array was towed 200 m behind the ship at an average
speed of 10 knots and an average depth of 6 m. The arrays
used during the HICEAS and STAR surveys were built in-
house and contained two elements, with 3 m spacing be-
tween elements. All hydrophones in both arrays had
an effective frequency response from 500 Hz to
25 kHz �±10 dB�. In addition, a small hydrophone array was
installed on the bow of the Jordan during the HICEAS sur-
vey; this unit consisted of three closely spaced hydrophones.
The bow hydrophones had a small range and were occasion-
ally monitored when animals were near the bow; output from
the bow hydrophones were recorded with the output from the
towed hydrophone array. Hydrophone output was passed
through a Mackie CR1604-VLZ sound mixer for equaliza-
tion and high-pass filtering of low-frequency noise. All re-
cordings were made using a Tascam DA-38 digital recorder,
sampling at 48k samples/s.

Recordings from all three cruises containing boing
sounds were reviewed visually using ISHMAEL software,
which uses time delay between two hydrophones �estimated
by cross correlation� to calculate a bearing to the sound
source �Mellinger, 2001�. Bearing angles were plotted rela-
tive to the ships’ bow using Whaltrak, a mapping and data-
logging program. The location of the sound source was de-
termined by the convergence of beamform angles. Left/right
ambiguity was addressed by making a 30° turn; angles con-
verge on the side of the sound source. One sample from each
acoustic detection of a boing series was examined for com-
parison of vocalizations between individuals. Measurements
of beginning and end frequency, pulse repetition rate, and
signal duration were taken from each sample vocalization
using SpectraPlus software.

The vocalizations recorded in the presence of the single
individual minke whale sighted during the HICEAS survey
�sighting number 267� were identified and localized using
bearing angles estimated with ISHMAEL software. Three
angles from different sections of each boing vocalization
were measured to determine the precision of beamform
angles. The average maximum difference in bearing angles
from different sections of the same boing sound was
2.8 degrees�n=99�. Vocalizations in which consistent angles
to the sound source could not be verified were not used to
provide location information. Boing vocalizations recorded
from sighting number 267 were measured to estimate the
variation in the call characteristics within a single individual,
as well as to examine the intercall interval. The mean swim-
ming speed and direction of travel was determined using the
updated visual and acoustic methods independently.

III. RESULTS

A. Account of acoustic localization linked to
B. acutorostrata sighting

At 11:32 local time on 7 November 2002, one author
�S.R.� detected a distinct series of boing sounds �Fig. 1�a��.

FIG. 1. �Color online� Diagram of ship movement along the trackline, with
visual and acoustic detection events. Axes are in decimal degrees of north
latitude and west longitude. Ship position and direction, with the associated
time, are shown at intervals along the trackline. Select bearing angles and
lettered points indicate events described in the text. Numbered circles indi-
cate acoustic position for sound source and/or visual location for minke
whale. Gray lines represent acoustic bearing angle to sound sources, gray
circles represent probable location of sound source based on continuous
acoustic tracking. For clarity of presentation, we do not show all acoustic
bearing angles.
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The convergence of successive angles suggested that the
sound source passed 2 km from the ship’s beam at 11:53
�Fig. 1�b��. The visual team did not detect any animals, de-
spite good observing conditions �Beaufort sea state 2�. The
ship was directed 30° left of the trackline to address the
left/right ambiguity of the bearing angles �Fig. 1�c��; a sub-
sequent 150° angle indicated that the animal had passed the
ship on the starboard side at the position 23° 10.0�N and
174° 30.0�W �Fig. 1-1�. A turn of 130° to the starboard was
made to approach the sound source. Boing vocalizations
were continuously detected during the turn; however, the in-
creased noise from cavitation interfered with our ability to
determine the angle to the sound source for 2.5 minutes. Af-
ter the completion of the turn, the boing vocalizations were
detected at 36° from the bow, coinciding with the expected
location of the sound source �Fig. 1�d��. Continuous detec-
tion of boing vocalizations allowed for tracking of the sound
source. The acoustics team provided the visual observers
with continuous updates on the estimated position of the call-
ing animal to assist them in visually detecting the source of
the boings.

The acoustics team continuously detected boings at pro-
gressively greater angles, and at 12:04 the acoustics team
obtained an updated position for the sound source at 30°
right and 3.7 km ahead of the ship �Fig. 1-2�. This position
was 1.2 km from the initial acoustic location determined at
11:53. At 12:09, computer records indicate an initial sighting
of a whale at 5° left and 1.16 km from the ship. The observ-
ers did not inform the acoustics team of this detection, and
this position was 1.9 km from the resighted location
2 minutes later. There were no further sightings in the vicin-
ity of this initial sighting, and it appears that this initial sight-
ing information was recorded in error. A turn of 30° to the
right was made at 12:09 to approach the sound source. Im-
mediately after the turn the acoustics team detected boings at
13° off of the bow �Fig. 1�e��, and notified the visual team of
the updated location �Fig. 1-3�. This position was 0.33 km
from the latest acoustic boing location made at 12:04. At
12:11 one observer briefly detected an animal 13° to the right
of the ship and identified it as a baleen whale. The dorsal fin
and part of the back were seen as the animal rolled, and the
animal was lost immediately. Three minutes later, the acous-
tics team detected seven extremely intense boings between
6° and 10° off the bow of the ship using the towed array
�Fig. 1�f��. For the first �and only� time, the sounds were
detected on the bow hydrophones. The boing vocalizations
ceased at 12:15 for a brief period. Less than 1 minute after
the boings stopped, the observers on the flying bridge re-
ported a baleen whale 100 m off the bow, at a position 43 m
from the estimated position obtained by the acoustic team
based on continuous tracking of the boing source �Fig. 1-4�.
The animal then breached 100 m off the starboard beam and
was positively identified as a minke whale.

Several turns were made to keep the animal within view
�Fig. 1�g��. Boing vocalizations resumed at 12:20, and at
12:23 the animal was resighted at 90° and 0.7 km to the left
of the ship �Fig. 1-5�. At 12:25 an estimated position of the
sound source using the hydrophone array was found to be
0.5 km from this resighted location �Fig. 1-6�. A decision

was made to launch the rigid-hulled inflatable boat �RHIB�
to obtain a biopsy. During the launch procedure the main
research vessel could not make course adjustments, so the
observers soon lost visual contact with the whale �Fig. 1�h��.
Cavitation caused by the slow vessel speed necessary for
RHIB launch made it impossible for the acoustic team to
detect boings during the launch. After the launch was com-
plete, the vessel turned towards the last known location of
the whale and regained speed for acoustic survey operation
�Fig. 1�i��.

At 12:46, boing vocalizations were again detected 16°
off of the bow �Fig. 1�j��. Calls were detected continuously,
and the visual observers were provided with updated estima-
tions of the bearing angles. At 13:05 the boing location was
determined to be at 64° and 2.1 km from the ship �Fig. 1�k��;
at this time the left/right ambiguity prevented us from deter-
mining the exact position to the sound source �for clarity in
the diagram, only the port angles and position are shown,
Fig. 1-7�. At 13:07 the visual team detected an animal at 70°
to the left of the ship �Fig. 1-l�. After the completion of the
turn, the visual observers detected the animal at the same
angle and within 0.3 km of the location of the boing source
as determined by the acoustic team �Fig. 1-8�. The turn also
allowed the acoustics team to address the left/right position
ambiguity; we had turned towards the direction of the sound
source. During the final approach at 13:12, the source of the
boing vocalizations was found to be 31° �Fig. 1�m��, which
coincided with the final updated visual location at 34° to the
left of the ship �Fig. 1-9�. Increased ship noise due to de-
creased ship speed and maneuvering precluded additional
acoustic detection for the remainder of the encounter. The
animal remained at the surface and at this point did not ap-
pear to react to the approach of the vessels. The RHIB ap-
proached the minke whale and obtained photographs and a
biopsy sample.

The mean swimming speed was determined by calculat-
ing the time interval between location updates. The mean
swimming speed of the sound source was found to be
5.6 km/h based on four acoustic locations. The swimming
speed of the minke whale was 5.7 km/h based on the five
visual resights. The average interval between calls was
28 seconds; based on a 5.6 km/h swimming speed, the ani-
mal would have moved approximately 45 m between calls.

B. Call characterization and geographic variation

Boing vocalizations consist of a brief pulse followed by
a long call that is both frequency modulated �FM� and am-
plitude modulated �AM� �Figs. 2 and 3�. Based on our mea-
surements of 128 boings, the calls can be grouped into two
distinct call types with nonoverlapping pulse repetition rates
�Fig. 4, Table I�. Those with pulse repetition rates of
91–93 s−1 were all detected east of 138°W and match
Wenz’s �1964� description of the San Diego boing �Fig. 5�.
Those with pulse repetition rates of 114–118 s−1 were all
detected west of 135°W and match Wenz’s description of the
Hawaii boing �Fig. 5�. The distribution of these boing types
clearly extend far from San Diego and Hawaii �Fig. 5�, so we
will refer to these as eastern and central boings, respectively.
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The eastern boing has a significantly longer duration �mean
=3.6 s, n=22� than the central boing �mean=2.6 s, n=106�
�t-test, p�0.001�. Within each call type, no significant
between-year differences were found for call duration �p
=0.61 and p=0.93 for eastern and central calls, respectively�
or for pulse repetition rate �p=0.06 and p=0.11 for eastern
and central calls, respectively�.

There were approximately 100 vocalizations made in the
location of the single minke whale seen on 7 November 2002
�sighting number 267�. Measurements of 84 high-quality bo-
ings from this individual indicated a variation in the pulse
repetition rate that is within the range noted for the central
boing �mean=114, SD=0.8, Table I�. The mean duration

FIG. 2. Spectrogram of the �a� central boing and �b� eastern boing �sampling rate 48 kHz, FFT 8192, 75% overlap, Hanning window�.

FIG. 3. �Color online� Waveform of the central minke whale boing vocalization. The pulse repetition rate can be seen clearly in the expanded waveform
�inset�.
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�2.0 s, SD=0.5� was also typical of the central boing. The
mean time interval between calls of this individual was
28.7 s �SD=14.1, n=100�.

IV. DISCUSSION

Boing sounds are seasonally common in the North Pa-
cific Ocean, yet sightings of minke whales are rare. We be-
lieve that the dearth of sightings can be explained by the
difficulty in visually detecting this species in rough sea con-
ditions. In over 326 000 km of survey search effort during
Southwest Fisheries Science Center �SWFSC� cruises since
1986, 42% of 21 minke whale sightings were in Beaufort sea
state 0 or 1, while only 4% of the effort was in these sea
states �SWFSC unpublished data�. Minke whales are the
smallest of baleen whales and are typically encountered in-
dividually or in small groups of two or three. They have
inconspicuous blows, and do not surface for extended peri-
ods of time. Additionally, the waters covered by these sur-
veys are dominated by high sea states associated with the
trade winds. Combined, these features reduce the probability
of sighting minke whales, and may explain the discrepancy
between the low visual detection of minke whales and the
high acoustic detection of boings.

One author �S.R.� participated in a survey off Kauai dur-
ing the peak boing season �February� on the R/V Dariabar.

On 21 February 2005, in Beaufort sea state 1 conditions, an
intense series of boing sounds were detected using a towed
hydrophone array as a minke whale surfaced next to the ship.
Bearing angles to the sound source agreed with those ob-
tained independently by the visual observers. The presence
of other species in the immediate area precluded confirma-
tion that the minke produced the boing vocalizations; how-
ever, this detection supports our findings. Additional effort
during the peak calling season should be made to confirm
these results.

The basic call characteristics of the boing vocalizations
measured in this study are similar to those described in ear-
lier research �Wenz, 1964; Thompson and Friedl, 1982�. Pre-
vious studies referred to these call types as the “Hawaiian”
and the “San Diego” boings �Wenz, 1964�. These names re-
flect recording stations rather than the distribution of call
types; to avoid confusion we have referred to them as the
“eastern boing” �previously the San Diego boing�, and the
“central boing” �previously the Hawaii boing�. An unpub-
lished paper by Turl �1980� identifies anecdotal recordings
off of Japan that suggest there may be an additional “western
boing” type.

Measurements from a total of 84 calls near the single
vocalizing minke whale �HICEAS sighting number 267� in-
dicate that the variation in duration and pulse repetition rate
within individual sources is similar to that seen among indi-
viduals for the same call type. This suggests that differences
in call characteristics found between detections is not neces-
sarily due to individual variation. Limitations of the fre-
quency response of the towed hydrophone array and ship
noise interference did not allow for measurement of peak
frequencies. Nonetheless, measurements based on the har-
monics were similar to previous reports that indicated a
variation in peak frequency between the eastern and central
boings �Wenz, 1964�. Peak frequency may have an
individual-specific component that should be examined in
future studies.

The swimming speed and direction of the minke whale
during this encounter �sighting number 267� was found to be
nearly identical based on the visual and acoustic detections
�5.7 km/h and 5.6 km/h, respectively�. This speed is reason-
able, but higher than that found by other researchers �Stern,
1992; Folkow and Blix, 1993; Heide-Jørgensen et al., 2001�.

Geographic variation in vocalizations has been found for
many cetacean species, including blue whales �Stafford et
al., 2001� and Bryde’s whales �Oleson et al., 2003�. The

FIG. 4. Frequency distribution for pulse repetition rates of 128 boing vo-
calizations measured for this study. Boing sounds with pulse repetition rates
of 91–93 s−1 are referred to as eastern boings, and those with pulse repeti-
tion rates of 114–118 s−1 are referred to as central boings.

TABLE I. Measurement of repetition rate and call duration for eastern and central boing vocalizations. One sample from each clear detection was measured
and divided into Eastern and Central boing types. Measurements of 84 boing vocalizations associated with sighting number 267, B. acutorostrata are presented
for comparison.

Count

Repetition Rate
�pulses/s�

Duration
�s�

Mean St. Dev. Minimum Maximum Mean St. Dev. Minimum Maximum

Eastern boing 22 91.8 0.5 91 93 3.6 0.5 2.4 4.3
Central boing

Overall 106 115.0 1.3 114 118 2.6 0.4 1.7 4.0
Sighting number 267 84 114.3 0.8 112 116 2.0 0.5 0.8 3.0
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distinct differences in pulse repetition rate and duration of
the central and eastern boing may indicate such geographic
variation in North Pacific minke whale populations. Future
research should include both acoustic and genetic sampling
of minke whales throughout the North Pacific to identify
different minke whale populations.
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FIG. 5. Map of the location of boing
sources from the SWAPS, HICEAS,
and STAR surveys. The central boings
are represented by open triangles, the
eastern boings are represented by open
squares, and the �’s indicate the loca-
tion of calls too faint for measurement
of the call characteristics. The dashed
arrow indicates the approximate geo-
graphic division between the eastern
and central boings.
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Target representation of naturalistic echolocation sequences
in single unit responses from the inferior colliculus
of big brown bats
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Echolocating big brown bats �Eptesicus fuscus� emit trains of frequency-modulated �FM� biosonar
signals whose duration, repetition rate, and sweep structure change systematically during
interception of prey. When stimulated with a 2.5-s sequence of 54 FM pulse-echo pairs that mimic
sounds received during search, approach, and terminal stages of pursuit, single neurons �N=116� in
the bat’s inferior colliculus �IC� register the occurrence of a pulse or echo with an average of �1
spike/sound. Individual IC neurons typically respond to only a segment of the search or approach
stage of pursuit, with fewer neurons persisting to respond in the terminal stage. Composite
peristimulus-time-histogram plots of responses assembled across the whole recorded population of
IC neurons depict the delay of echoes and, hence, the existence and distance of the simulated
biosonar target, entirely as on-response latencies distributed across time. Correlated changes in pulse
duration, repetition rate, and pulse or echo amplitude do modulate the strength of responses
�probability of the single spike actually occurring for each sound�, but registration of the target itself
remains confined exclusively to the latencies of single spikes across cells. Modeling of echo
processing in FM biosonar should emphasize spike-time algorithms to explain the content of
biosonar images. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2041227�

PACS number�s�: 43.80.Lb, 43.64.Bt, 43.64.Qh, 43.64.Tk �WWA� Pages: 3352–3361

I. INTRODUCTION

Echolocating big brown bats �Eptesicus fuscus� hunt for
flying insects by ensonifying the nearby environment with
trains of ultrasonic frequency-modulated �FM� signals and
listening for echoes �Kick and Simmons, 1984, Masters et
al., 1991; Surlykke and Moss, 2000�. During aerial intercep-
tion of targets, the broadcast sounds �emitted pulses� undergo
stereotyped changes in their duration, repetition rate, har-
monic structure, and intensity according to how far the inter-
ception maneuver has progressed—that is, according to the
remaining distance to the target �Griffin et al., 1960; Sim-
mons et al., 1979�. Three distinct stages of the aerial inter-
ception are recognizable in these adaptive changes of the
sounds �Griffin, 1958; Griffin et al., 1960; Kalko and Schnit-
zler, 1998; Schnitzler and Kalko, 1998; Simmons et al.,
1979�. First, when in open spaces, the bat hunts for and
initially detects objects in the search phase, then the bat lo-
cates and discriminates targets while moving nearer in the
approach phase, and finally the bat closes in to capture the
target in the terminal phase. While searching for insects in
the open, the requirements of detection are paramount, and
the big brown bat emits long duration �10–20 ms�, relatively
narrowband FM signals containing two especially prominent
harmonics in the range of 25–30 and 50–60 kHz at a low
rate of about 2–5 Hz. After the bat detects a target of inter-
est, the bat’s acoustic task focuses on determining the target’s
location and distinguishing characteristics, so the bat broad-
ens the bandwidth of its FM sweeps to cover all frequencies

from about 20 to 105 kHz in several overlapping harmonic
bands. At this stage, the bat turns towards the target and
begins to track the target with its head-aim while increasing
the repetition rate of its sounds progressively from 5–10 Hz
to about 30 Hz. The bat also progressively decreases the du-
ration of its sounds according to the declining delay of ech-
oes so that successive pulse durations are kept slightly
shorter than successively decreasing delays. These changes
in the broadcasts allow for increasingly rapid updating of
target information as well as more precise resolution of target
features as the maneuver progresses �Condon et al., 1994;
Dear et al., 1993; Moss and Zagaeski, 1994�. The terminal
phase, which occurs at the end of the maneuver and encom-
passes the final several hundred milliseconds before actual
capture, is characterized by very brief �0.5–1 ms� pulses
emitted at rates up to 100–150 Hz. This final burst of signals
is often called the “terminal buzz” for how it sounds when
monitored on a bat detector. In the case of big brown bats,
whose sonar operating range extends out to about 5 m �Kick,
1982�, the entire interception process typically lasts for no
more than 2–3 s for each target, and it occurs in repetitive
cycles as the bat encounters new insects �Griffin, 1958�.

The bat decodes the stream of acoustic information gath-
ered from successive pulse-echo pairs to infer the presence,
location, and identity of targets from the echoes they reflect
�Moss and Surlykke, 2001�. Consequently, it is of interest to
know not just how biosonar sounds but also how biosonar
targets are represented in the bat’s auditory system. Many
studies have analyzed how variations in different acoustic
parameters of sounds affect the responsiveness of neurons at
successive stages of auditory processing in FM bats �Casse-a�Electronic mail: james�simmons@brown.edu
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day and Covey, 1995; Casseday et al., 2002; Haplea et al.,
1994; O’Neill, 1995; Suga and Schlegel, 1973�. However,
there is a distinction between acoustic parameters, such as
duration, repetition rate, and amplitude, which the bat varies
in a correlated manner during interception, and the param-
eters of pulse-echo pairs, such as delay and relative ampli-
tude, that are directly affected by the location and nature of
the target itself, and which the bat uses to perceive targets
�Moss and Surlykke, 2001; Simmons et al., 1996�. Only a
few neurophysiological studies on FM bats have used natu-
ralistic stimuli that mimic pulse-echo pairs the bat actually
would receive during pursuit �e.g., Friend et al., 1966;
Moriyama et al., 1997�. The results of these studies have led
us to suspect that neural sensitivity to acoustic features such
as duration, repetition rate, sweep rate, or amplitude may not
be directly relevant to depiction of the objects themselves.
Here, we explore how auditory midbrain neurons in the big
brown bat’s inferior colliculus �IC� respond to complex
sound sequences that emulate stimuli received during aerial
interception. We chose the IC because it is the first site of
large-scale obligatory convergence for parallel auditory path-
ways where the characteristics of neural responses no longer
resemble merely sharpened repetitions of responses mani-
fested in earlier locations �Casseday and Covey, 1995;
Casseday et al., 2002; Haplea et al., 1994�, a condition that
has theoretical implications relevant to echolocation �Casse-
day and Covey, 1996�.

II. METHODS

A. Physiological procedures

Four big brown bats �Eptesicus fuscus; see Kurta and
Baker, 1990� collected in Rhode Island were used in this
study, which was carried out with a protocol approved by the
Institutional Animal Care and Use Committee of Brown Uni-
versity and supervised by University veterinary staff. A brief
description of the surgical procedure follows �described in
detail by Sanderson and Simmons, 2000�. Under isoflurane
anesthesia, a small patch of skin and muscle overlying the
bat’s skull in the region of auditory cortex and IC was re-
moved, and a stainless steel post was attached to the exposed
skull with cyanoacrylate cement. This post was 19 mm long
and 1.5 mm in diameter, with a 3-mm L-shaped end in con-
tact with the skull to increase the surface area for attachment.
Postoperative recovery of the bats was swift and not marred
by infections or persistent inflammation, perhaps because the
prolonged daily torpor of these bats in captivity, which low-
ers their body temperature, acts to facilitate healing. After
allowing at least 5 days for recovery after surgery, recording
was done by placing the bat in a sound-proof booth �Indus-
trial Acoustics Corp.� and restraining it in a Plexiglas™
holder with its head fixed by a clamp to the previously at-
tached post. Access to the IC was obtained by making a
small hole ��100–200 �m� in the skull with a sharpened
sewing needle while viewing the exposed bone through an
operating microscope �Jena, type 212�. The micro-
craniotomy and the subsequent recordings were carried out
without the use of neuroleptanalgesic or anesthetic agents;
this is necessary to avoid disrupting vital inhibitory inputs

from the brainstem which shape the normal responses of IC
neurons �Pollak et al., 1977; see also Casseday and Covey,
1995�. Making the hole for recording caused no apparent
discomfort to the bats, which rested quietly during this pro-
cedure. Single unit activity was recorded with 3 M NaCl
electrodes �2–10 M��, advanced by a hydraulic microdrive
�Trent-Wells�. The physiological signal from the electrode
was amplified �WPI damp, 1000��, and filtered �Rockland
Model 442 variable bandpass filter, 200–8000 Hz�. Putative
spike wave forms were thresholded, time-stamped �100 �s
resolution�, and saved to the hard disk of a PC using Data-
wave hardware and software. Event wave forms representing
putative spikes were cluster-cut offline using Datawave soft-
ware to remove any multiunit or evoked potential activity so
that single-unit spikes were segregated for subsequent single-
unit analysis. The indifferent electrode �tungsten, FHC� was
inserted into frontal cortex. During recording sessions, if the
bat showed any sign of distress that was not alleviated by an
offering of mealworms or water, the experiment was termi-
nated.

B. The pursuit sequence stimulus

A series of FM signal pairs were created in MATLAB and
arranged in a temporal sequence that emulated the emitted
pulses and reflected echoes from a stationary point-target be-
ing approached by a big brown bat moving at a flight veloc-
ity of �2.5 m/s �see Figs. 1�a�–1�f��. This sequence con-
sisted of 54 artificial FM pulse-echo pairs whose duration,
repetition rate, pulse-echo delay, FM harmonic structure, and
bandwidth changed to reflect observations derived from ul-
trasonic recordings of big brown bats pursuing insects in
open air �Griffin, 1958; Kick and Simmons, 1984; Masters et
al., 1991; Simmons et al., 1979; Surlykke and Moss, 2000�.
The simulated echoes were replicas of the corresponding
pulse signals, delayed and attenuated according to the de-
sired target range �Figs. 1�e� and 1�f��. No Doppler shift was
imposed on the echoes, only delay and attenuation. The re-
sulting sequence of pulses and echoes had a total duration of
2.5 s. It was stored as a single, long digital time-series file
�sampling rate 500 kHz� whose playback into sounds
through a digital-to-analog converter, amplifier, and loud-
speaker constituted one complete repetition of the stimulus
protocol. In most cases, a total of 32 such repetitions were
used to test any given neuron, with 16 or 64 repetitions used
in a few instances. A silent interval lasting 1.2 s intervened
between the end of one presentation of the sequence �from
the last echo, in pair 54, to the first pulse, in pair 1� and the
beginning of the next presentation. The total duration of each
presentation cycle thus was 3.7 s.

The individual sounds making up the pursuit sequence
were designed as described in Fig. 1. The timing of the num-
bered pulses and echoes is shown in Fig. 1�a�. They con-
sisted of two or three harmonic FM sweeps �see Fig. 1�d��
with different durations �Fig. 1�b��, instantaneous repetition-
rates �Fig. 1�c��, frequency structures �Fig. 1�d��, echo delays
�Fig. 1�e��, and pulse and echo amplitudes �Fig. 1�f��. The
characteristics of natural echolocation sequences can be quite
variable �Surlykke and Moss, 2000�, sometimes containing
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smooth transitions between the search, approach, and termi-
nal stages, and sometimes not. This stimulus sequence was
constructed so that changes in duration and repetition rate
were gradual �as in Figs. 1�b� and 1�c�� with progression
through each of the phases �as labeled in Fig. 1�a��. The use
of smooth changes in stimulus parameters from pulse 1 to
pulse 41 yielded a representative distribution of durations
and repetition rates observed in the field �Surlykke and
Moss, 2000�.

C. Stimuli for measuring frequency tuning and
latency

To measure frequency tuning and response latency for
each IC neuron, an auxiliary series of sounds of varying
frequency and amplitude were presented. Frequencies were
presented in an ascending order as tone-bursts with durations
of either 4 ms �0.44 ms linear rise/fall slopes� or 10 ms

�1 ms linear rise/fall slopes�. Tone-bursts in this auxiliary
stimulus sequence had a presentation rate of 20 Hz and con-
sisted of 59 frequencies spaced logarithmically from
10 to 100 kHz. As time permitted, additional tone-burst se-
quences were used to span a smaller frequency range around
each cell’s best frequency �BF� with linear frequency steps of
1 kHz at a fast �20 Hz� or slow �4 Hz� presentation rate. The
tone-burst sequences initially were presented at an amplitude
20 dB above the unit’s manually determined response thresh-
old, and then as time permitted, at one or two additional
amplitudes �e.g., +10, +40 dB� above threshold.

D. Stimulus generation

To generate acoustic stimuli, the digital file containing
the pulse-echo sequence was loaded onto a Tucker-Davis
Technologies Model QDA digital-to-analog converter board
in a PC-type computer and converted into a 2.5-s stream of
analog signals at a 500-kHz sampling clock rate. These sig-
nals were amplified and presented to the bat as sound
through a free-field loudspeaker �Panasonic ribbon tweeter�
located 38 cm from the bat, at 0° azimuth and 0° elevation in
front of the bat relative to the bat’s eye-nostril coordinates.
The bat, loudspeaker, physiological electrodes, and support-
ing holders were placed inside the Industrial Acoustics Corp.
sound-proof booth, which was lined inside with acoustic ab-
sorbing foam panels to minimize reverberation at ultrasonic
frequencies. Instead of the free-field loudspeaker, for 29
single units the pursuit stimuli were presented diotically
through a pair of Brüel and Kjaer model 4135 �“1/4 in.”�
condenser microphones driven as earphones. These “ear-
phones” were polarized at 200 VDC and placed inside the
bat’s left and right external ears, aligned to be flush with the
outer flange of each ear’s pinna. No obvious differences were
observed in the neural responses evoked by the pursuit
stimuli from the free-field and diotic modes of presentation,
so the results for the 29 diotically stimulated neurons are
grouped together with the free-field-stimulated neurons in
this report. �The aurality of responses in these neurons was
not tested by monaural or dichotic stimulation; for binaural
response properties in the IC of unanesthetized Eptesicus,
see Haresign et al., 1996.� The frequency responses for both
ultrasonic delivery systems were flat in amplitude between
10 and 80 kHz �±5 dB�, and frequencies above 80 kHz were
attenuated by about 0.3 dB/kHz in a gradual low-pass pat-
tern.

E. Physiological data analysis

All spike-timing data collected on-line during experi-
ments were exported from Datawave and analyzed off-line
with histogram and display routines written in MATLAB. For
free-field stimulation, the 1.1-ms acoustic travel time from
loudspeaker to bat was subtracted from all spike time-stamps
so that latency measurements would reflect only auditory
effects—middle-ear, inner-ear, and neural delays. The num-
ber of spikes evoked by successive presentations of each
pulse-echo pair �n=1–54 in Fig. 1� was calculated by count-
ing the number of spikes occurring in the time window from
the onset of pulse n to the onset of pulse n+1; that is, during

FIG. 1. Naturalistic biosonar signal sequence that simulates the acoustic
stimuli received by a big brown bat �Eptesicus fuscus� during search, ap-
proach, and terminal stages of interception. Several parameters of these FM
sounds covary to mimic the adaptive changes in biosonar sounds observed
in stereotyped Eptesicus behavior. �a� Oscillogram trace of the whole pursuit
sequence �plotted over 2.5 s total time� showing 54 numbered pairs of FM
pulses and corresponding delayed, weaker echoes. The individual signals
comprising the numbered simulated pulse-echo pairs �plotted against pair
number, 1–54� change in duration �b�, repetition-rate �c�, frequency sweep
organization �d�, echo delay �e�, and pulse and echo amplitude �f�. �Signals
based on Kick and Simmons, 1984.� Each echo is a delayed, attenuated
replica of the preceding pulse. In the spectrograms �d�, each FM harmonic is
a hyperbolic downward FM sweep. Loudspeaker characteristics effectively
limit the resulting acoustic stimulation of the bat’s ears to the 15–90 kHz
band.
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the epoch of time defined by the instantaneous pulse
repetition-rate in the sequence �Fig. 1�c��. Due to the rela-
tively long characteristic latency of many IC neurons
��15 ms� and the rapid repetition rate of the simulated
pulses in the later portion of the pursuit sequence, some
spikes evoked by stimulus n necessarily will fall into the
counting window for stimulus n+1. To avoid this ambiguity,
spike counts were not calculated separately for pulse-echo
pairs after pair 30 because, at this point in the stimulus se-
quence, the period of the simulated pulse repetition rate de-
creased below 16 ms. �This precaution proved to be neces-
sary because 70% of the IC neurons exhibited onset latencies
�16 ms to tone-bursts at BF; see Fig. 2.�

Time windows different from those described just for
counting spikes were necessary in order to estimate first-
spike latency. Simultaneous displays of peristimulus time
histograms �PSTHs, 1-ms bins� and dot raster plots were
used to select appropriate start and stop times of this analysis
window used for each of the first 30 pulses and echoes in the
sequence. �A similar approach was used by Heil and Irvine,
1998, to deal with an analogous problem.� These windows
excluded spikes falling outside the latency region most plau-
sibly related to each pulse or echo, most of which were pre-
sumed to be spontaneous rather than evoked activity. No
latency analysis was carried out on responses of units with
high spontaneous activity �spontaneous rate count
�1.0 spikes/s, as defined in the following�. Also, estimates
of first-spike latency based on less than 8 spikes across all 32
trials were discarded as being too sparse. The spike times
isolated from these windows were used to construct spike-
triggered average spectrograms of the effective stimuli, as
illustrated in Fig. 6. Because the first and second pulse-echo
pairs �Nos. 1 and 2� were identical in their spectral and du-
ration parameters �see Figs. 1�b� and 1�d��, we did not in-
clude the first pulse or echo in these average spectrograms.
Also, the first pulse-echo pair was delivered after the rela-
tively long 1.2-s silent interval between successive presenta-
tions of the stimulus sequence, which resulted in potentially
less response adaptation than for any other pairs.

Spontaneous activity was measured in two ways, one

based on spike counts and the other based on response prob-
ability from the PSTHs �by computing the probability of
response within individual 1-ms bins over repeated trials�.
For the spontaneous spike rate count, we counted the number
of spikes in a time window of silence after the conclusion of
the pursuit stimulus �from 2680 to 3080 ms in Fig. 2�b��. We
then normalized the spike counts by the size of this measure-
ment window �400 ms� to get an estimate of the spontaneous
rate count in spikes/s. This normalized value was used to
estimate the expected number of spontaneous spikes that
would occur in any given time window during the stimulus.
Spontaneous activity expressed as response probability was
estimated from the PSTHs using the maximum PSTH re-
sponse probability in any of the 1-ms bins within the silent
window from 2680 to 3080 ms �see Fig. 3�c��.

Each neuron’s potential for exhibiting response selectiv-
ity in any segment or region of the pursuit sequence was
tested by first locating the peak in the response probability
function across the 54 pulse-echo pairs. The region around

FIG. 2. Best frequency �BF� and characteristic latency for 56 IC neurons.
The distributions for BF �horizontal axis� and latency �vertical axis� are
projected as histograms at top and right, respectively. Error bars show 1 s.d.
for first-spike latency. Inset plot �top right�: standard deviation of first-spike
latency decreases for neurons that respond earlier �note use of logarithmic
scale for both axes�.

FIG. 3. Single-unit responses evoked by the pursuit sequence. �a� Spectro-
gram of pulses and echoes. Each pulse �thick line at left in each pair� is
composed of multiple harmonics and is followed by its echo �thin line at
right of each pair�. �b� Composite graph of dot raster plots showing re-
sponses to the first 33 stimulus trials for 9 different single units. The unit
number at the far right corresponds to the number out of 116 cells plotted in
Fig. 4�a�. �c� Dot rasters and corresponding peristimulus time histograms
�PSTHs� for responses to each pulse-echo pair from neuron 66. Response
probability shown as vertical axis of PSTHs was computed using 1 ms bins.
�d� �Circles� mean number of spikes evoked for each pulse-echo pair from 1
to 30. Spikes were counted within the time window from the start of the
pulse n to the start of pulse n+1�n=30�. �Triangles� maximum spike prob-
ability from 1-ms bin with largest probability value in PSTHs. Error bars for
spike counts indicate ±1 SE of mean.
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the peak response was identified as whichever neighboring
and adjacent pulse-echo pairs that evoked spike counts
�50% of the peak spike count. Using a criterion similar to
that in our earlier studies �Ferragamo et al., 1998; Sanderson
and Simmons, 2000�, the neuron’s response was deemed se-
lective if the spike counts of no other pulse-echo pair outside
of this region evoked activity above 50% of the peak spike
count.

III. RESULTS

A. Best frequencies and latencies

Spike data for responses to the pursuit stimuli were col-
lected from 116 IC units at recording depths from
150 to 2150 �m ventral to the dorsal surface of the IC. For
the majority of these single units, spontaneous activity was
low �median=0.53 spikes/s; 75th percentile=4.04 spikes/s�.
We measured best frequency �BF� and characteristic latency
for 56 of these neurons: median BF=31 kHz; interquartile
range=26–43 kHz; median latency=13.73 ms; interquartile
range=10.69–18.76 �Fig. 2�. Response thresholds at BF
ranged from 8 to 82 dB SPL peak-to-peak �mean
40 dB±20 dB SPL�. The distribution of BFs was similar to
that reported previously for awake big brown bats �Fer-
ragamo et al., 1998�. The inset for Fig. 2 shows that the
standard deviation of first-spike latency was correlated with
latency �Spearman correlation coefficient=0.57, p�0.05�.
Condon et al. �1994� showed similar results in the little
brown bat, Myotis lucifugus: shorter latency neurons tended
to have smaller “jitter” in their spike timing.

B. Responses to simulated pursuit sequence

Figure 3�b� shows example dot raster displays for re-
sponses to the 54 pulse-echo pairs in the pursuit sequence
evoked from nine different IC single units �individual cell
numbers given at right�. Some units discharged throughout
virtually the entire pursuit sequence �e.g., Nos. 81, 74 in Fig.
3�b��. Other units however, were active only during a re-
stricted region of the pursuit sequence �e.g., Nos. 10, 19, 93,
92, 15, 4 in Fig. 3�b��. Some units responded selectivity to
noncontiguous sections of the pursuit sequence �e.g., No. 62
in Fig. 3�b��. The following population analysis is based on
the two metrics of spike-count and maximum response prob-
ability in the peristimulus time histograms �PSTHs�. These
metrics are plotted in Fig. 3�d� for the responses of the same
representative single neuron �No. 66� shown in Fig. 3�c�.

A spike-count metric is commonly used in neurophysi-
ological studies of FM bats even though most stimuli evoke
only �1 spike per stimulus �Casseday et al., 1994, 1996;
Galazyuk et al., 2000�. However, a spike-count approach
usually incorporates a long analysis window for accumulat-
ing spikes and therefore disregards the degree of temporal
dispersion in the spike train. A neuron might discharge only
one spike in response to each FM sweep, but it can do so
with high or low temporal precision. The spikes sent from
the IC to higher stages of processing could have different
effects upon their target neurons depending upon their tem-
poral precision in relation to the integration time of the target
cells. To display the temporal organization of the spike trains

evoked by the stimulus sequence, we computed aggregate
PSTHs with 1 ms bins for the entire 3.7-s epoch of stimula-
tion �example in Fig. 3�c��. Usually, PSTHs measure neu-
ronal firing rate within short time windows. However, be-
cause of the low number of spikes evoked by any one FM
stimulus, typically less than one spike per trial, a probability
measure is more appropriate than a rate measure for these
responses. Thus, for Fig. 3�c�, if the neuron responded on
every trial with a spike that fell within the same 1 ms time
bin, the response probability would be at the maximum of
1.0 for that time bin.

The aggregate PSTHs assembled across all 54 pulse-
echo pairs for the entire population of 116 neurons are shown
in Fig. 4�a�. Across this population of single units, most neu-
rons discharged less than two spikes for any pulse-echo pair
in the pursuit sequence. The population median spike counts
for the first 30 pulse-echo pairs ranged from 1.45 �pulse-echo
pair 1� to 0.03 spikes per trial �pulse-echo pair 30; Fig. 4�b��.
For each of the first 30 pulse-echo pairs, we plotted the me-
dian of the maximum PSTH response probabilities in any
one 1-ms bin �Fig. 4�c��. This analysis extracts the greatest
response probability occurring within the time window for a
neuron’s response to each pulse-echo pair for each of the 116
PSTHs. The population median response probability de-
creased from 0.183 �pulse-echo pair 1� to 0.027 �pulse-echo
pair 30; Fig. 4�c��. This decrease in median response prob-
ability is primarily due to the fact that the available pool of
neurons activated by the pursuit stimuli decreases progres-
sively after pulse-echo pair 15 in the pursuit sequence �Fig.
4�d��. When the median response probabilities were plotted
only for neurons that are active at each stage of the stimulus,
the response probability in the approach phase was similar to
that in the search phase �Fig. 4�e��.

Using the approach described in Sec. II for assessing
selectivity to particular regions of the stimulus sequence,
most of the neurons that exhibited such selectivity could be
classified as either responding to a wide range of all the
lower repetition rates and longer durations �41/116, 35%�, or
responding to a more restricted range at different locations
within the sequence �42/116, 36%�. A few of these more
restricted neurons responded only during the terminal stage
�e.g., No. 15 in Fig. 3�b��. The responses for the remaining
33 neurons could not be categorized as simple filter functions
in this way because multiple peaks occurred in the response
functions �e.g., neuron 66, Fig. 3�d��.

C. Responses to individual pulse-echo pairs

Using specific time windows adapted to each of the 54
pieces of the stimulus sequence, we measured spike counts
and onset latencies for spikes evoked by each of the pulse-
echo pairs making up the sequence �Fig. 5�. For this analysis,
we replotted the dot raster displays from Fig. 4�a� in a
stacked fashion, with the starting time for each horizontal
slice fixed relative to the onset of each pulse in the pursuit
sequence. This reorganization of the data is better for dis-
playing the detailed temporal properties of each neuron’s re-
sponse to the pulse-echo pairs. For example, the dot rasters
for the neuron in Fig. 5�a� show that the pulse and echo
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stimuli separately evoked discrete responses throughout the
search and approach phases of the pursuit sequence �the cor-
responding spike counts are shown in Fig. 5�b��. When this
analysis was applied to each neuron in the population, we
found that over half �68/116, 59%� of the population re-
sponded to both the pulse and echo �e.g., Figs. 5�a�, 5�d��.
Less than a third �35/116, 30%� responded only to the pulse
�e.g., neuron 62 in Fig. 3�b��. Only 7% �8/116, e.g., neuron
92 in Fig. 3�b�� responded to the echo and not the pulse.

�Four of these 8 neurons were band-pass selective neurons.�
We could not categorize in this manner the responses for 5
neurons that only responded in the terminal buzz �after
pulse-echo pair 30; e.g., neuron 15 in Fig. 3�b�� because the
pulse interval is so short in the buzz that it is impossible to
assign a given spike to any one pulse-echo pair.

Latencies to the echo were usually slightly longer than
those observed for the pulse response �Fig. 5�c��, as would be
expected from amplitude-latency trading because the echo
always was weaker than the corresponding pulse �Figs. 1�a�,
1�f��. Variability of the mean first spike latency was mea-
sured for neurons that responded to the first 20 pulse-echo
pairs and that had spontaneous rates counts of
�1.0 spikes/s �N=50�. Standard deviation for first spike la-
tency ranged from 0.122 to 5.51 ms �median 0.49 ms�.
Overall, first spike latency to the onset of each pulse and
echo decreased throughout the pursuit sequence �e.g., Figs.
5�c�, 5�f��. This was expected because the pursuit sequence is
composed of descending FM signals. As sweep duration de-
creases, the time-of-occurrence of the putative effective fre-
quency in the sweep that drives the neuron �Bodenhamer and
Pollak, 1981� moves to an earlier time relative to sweep on-
set �Heil and Irvine, 1998�. Most often, the first spike laten-
cies did not decrease in a linear fashion with stimulus dura-
tion �e.g., Fig. 5�c��. This was due to the hyperbolic shape of
the downward FM sweeps �which is biologically more real-
istic than linear sweeps� and the complicated spectral param-
eters of the interleaved harmonics, which change in a non-
continuous manner from search-stage to approach-stage to

FIG. 4. Summary of all responses evoked in the entire population of 116
cells by the pursuit sequence stimulus in Fig. 1. The horizontal time axis
shows an epoch of 3.088 s for each stimulus presentation �2.5 s with sounds
plus 0.588 s of silence�. �a� Gray-scale surface plot of PSTHs from each
pulse-echo pair for each neuron �numbered from 1 to 116 at left�. Each
horizontal row plots a series of PSTHs for one of the 116 neurons. Z axis
�gray scale intensity� shows response probability computed using 1 ms bins.
The gray-scale map was clipped at p=0.5 in order to show activity for entire
population. Any given pulse-echo pair typically evokes �2 spikes on a
single trial. More than half of the neuronal population is active for pulse-
echo pairs representing the search and approach stages �Fig. 1�a��, but most
cells cease responding just before the terminal phase. �b� Median of the
average spike count �spikes per sound-pair presentation� evoked by the first
30 pulse-echo pairs over the whole pool of 116 neurons. Error bars denote
the interquartile range. �c� Median values for the maximum PSTH response
probabilities evoked by each pulse-echo pair over the neuronal population.
�d� The percentage of active neurons out of the population of 116 cells for
each pulse-echo pair, tallied by comparing spike count or response probabil-
ity data against spontaneous background activity. A neuron was considered
active if the neural activity was greater than the expected spontaneous ac-
tivity. For the first 20 pulse-echo pairs, more than half of the population
exhibits activity above spontaneous level. �e� Median values for spike count
and response probability recomputed for each pulse-echo pair including only
data from neurons that are active in �d�. Spontaneous activity was subtracted
from each neuron’s spike count �or response probability� for this plot. Each
data point in �b�–�e� is plotted on the x axis aligned to the onset of the time
window used to count spikes �i.e., the mean spike count for the first pulse-
echo pair is plotted at the onset of pulse 1�.

FIG. 5. �Color online� �a�, �d� Dot rasters for two cells �48 and 26� replotted
and stacked to show alignment of spikes to the onset time of the pulse in
each pulse-echo pair. This display allows qualitative separation of evoked
activity into “pulse” and “echo” responses. �a� The rasters for the first 33
pulse-echo pairs are shown with the horizontal bars below each raster indi-
cating pulse and echo duration. The vertical lines to the right of the hori-
zontal slices mark the start of the next pulse in the sequence �i.e., the point
in time when the trial in each raster “wraps around” to the next pulse-echo
pair below�. �b�–�f� Mean spike counts and latencies per pulse and per echo
for these two neurons derived from restacking the raster plots separately
with respect to pulse onset and echo onset.
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terminal buzz �see Fig. 1�d��. For example, the first 7 pulse-
echo pairs are narrowband search sweeps that have no en-
ergy between 50 and 35 kHz. Cells with a BF within this
frequency band �N=14� either did not respond �N=9� to
these early pulse-echo pairs or responded just with a constant
latency relative to stimulus onset �N=5�.

D. Responses to specific time-frequency points in FM
sweeps

To estimate characteristic latency and effective fre-
quency for each neuron with respect to the different FM
sounds, we constructed spike-triggered average spectrograms
of the stimuli preceding each spike. This method is similar to
a reverse correlation analysis to identify stimulus features
that drive the neuron except that we are able to take advan-
tage of the fact that all echolocation sounds of big brown
bats consist of downward FM sweeps with durations of
0.5–20 ms. The more usual, much wider range of all pos-
sible combinations of frequencies in wideband noise-like
stimuli does not have to be employed here because we are
not interested in the neuron’s generic time-frequency re-
sponse profile, only its selectivity to downward-sweeping
FM sounds. The average spectrogram for the spikes evoked
by the FM pulse stimuli in Fig. 5�a� is shown in Fig. 6�a�.
From the resulting two-dimensional average time-frequency
surface, we estimated the effective frequency and character-
istic latency �Bodenhamer and Pollak, 1981; Felsheim and
Ostwald, 1996�. The peak in Fig. 6�a� for the pulse spectro-
grams was located at 57.4 kHz with a latency of −11.8 ms
relative to spike onset time. The spike-triggered echo spec-
trogram had a peak at 55.8 kHz and a characteristic back-
ward latency of −12.7 ms �data not shown�. The BF and
characteristic latency measured with 4 ms pure tone bursts
were 54 kHz and −11.69 ms, respectively. An example from
another single unit, which had a peak in its spike-triggered
stimulus spectrogram at 28.7 kHz and −6.2 ms, is shown in
Fig. 6�b�. Pure tone data were not available for this neuron.
Most neurons with a clear peak in the spike-triggered spec-

trogram had an effective frequency which was an average of
1.49 kHz above the BF measured with tone-bursts �N=35;
SD=3.11 kHz�. However, less than half of the population
recorded from the bat’s IC �49/116=42% � had clear spike-
triggered spectrograms such as shown in Fig. 6. That is, for
slightly more than half of the cells, the effective frequency
and/or the characteristic response latency changed as a func-
tion of sweep duration and sweep rate, which jittered the
overlaying of sweeps from different stimuli to obscure the
emergence of any specific time-frequency point in those
sweeps as the putative “excitatory event” for evoking the
spikes. For rat IC neurons, Poon and Yu �2000� also found
that less than half �44%� had useful spike-triggered spectro-
grams when driven by random FM sounds.

IV. DISCUSSION

This study examined how neurons in the big brown bat’s
IC respond to pulse-echo stimuli simulating a bat’s pursuit
sequence, which only two other reports have discussed pre-
viously. A brief section in one previous report �Friend et al.,
1966� showed that, in little brown bats �Myotis lucifugus�, IC
neurons responded to a recorded pursuit sequence in a vari-
ety of ways that were similar to the response patterns shown
here in Fig. 3. Other than showing representative raster plots,
however, that report did not quantitatively analyze the neural
responses. A more recent study �Moriyama et al., 1997� pre-
sented big brown bats with a tape-recorded echolocation se-
quence of pulse emissions from a pursuit sequence and mea-
sured activity evoked in IC neurons. There were three
differences between the methods of that study and ours: �1�
the stimulus sequence consisted of the echolocation emis-
sions only, not pulses and echoes, �2� the recordings were
carried out under neuroleptic analgesia, which affects spon-
taneous activity and onset latency, while we studied awake
bats, and �3� the stimulus sequence was presented at a dif-
ferent overall amplitude relative to each neuron’s threshold,
which makes cross-neuronal population comparisons diffi-
cult. The focus was on whether IC neurons selectively re-

FIG. 6. Reverse-time spike-triggered average spectrograms showing a specific segment of the different FM sweeps in the stimulus sequence that is
time-locked to spikes. �a� The average spectrogram for the second harmonic, calculated from a window starting 30 ms before each spike for neuron 48, of
pulses 2–19 in Fig. 5�a� �based on 447 spikes�. The peak at the intersection of the rotating spectrograms indicates that the neuron spiked, on average, 11.8 ms
after the energy occurred at 57.4 kHz in the FM sweep. These values comprise the neuron’s characteristic latency and effective frequency for the pursuit
stimulus series. When tested with tone-bursts, this neuron’s BF was 54 kHz and characteristic latency was 11.69 ms. �b� Same analysis for neuron 26 from
spikes from the first harmonic of pulses 7–20 in Fig. 5�c� �based on 396 spikes�.
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sponded to one of the three phases in the echolocation
sequence—the search, approach, terminal buzz stages. Spike
counts were not normalized by the number of sounds within
a particular phase of the stimulus sequence, which compli-
cates making inferences about the observations. Neverthe-
less, at 20 dB above threshold, 59% of the neurons re-
sponded selectively to a particular phase of the sequence.
The remaining neurons responded to the stimuli more
broadly and did not show a large modulation in their spike
counts across the sequence. In spite of methodological dif-
ferences, this aspect of the results is comparable to what is
shown in Fig. 3�b�. A similar percentage of the neurons
�53%, 62/116� in Fig. 3�b� were selective for some region of
the pursuit sequence �spike count modulated by more than
50%, as defined in Sec. II�.

We recorded only a few neurons that responded to the
final portion of the pursuit sequence-the terminal buzz �see
Fig. 3�c� or Table I, terminal buzz II�. For those cells that did
respond, it does not appear that the pulse and echo evoked
separate volleys of spikes. Bats clearly make corrective
flight, head-aim, and postural movements based on echo in-
formation acquired during the terminal stage �Wilson and
Moss, 2002�, but perhaps only a small population of IC neu-
rons is needed to handle this task. It also could be that the
passive mode of our experimental paradigm �the bat does not
actually emit the pulses during the experiment, it just re-
ceives artificial pulses and echoes� does not engage the au-
ditory system sufficiently to activate neurons that would oth-
erwise respond in the terminal buzz �Schuller, 1979�. Or,
perhaps our model for terminal buzz pulse-echo amplitudes
�Fig. 1�f�� may be inappropriate due to the gain control ef-
fects in the vocalizing animal �Kick and Simmons, 1984�.

To approximate the acoustic stimuli that the big brown
bat commonly would encounter when closing in upon a
small flying insect, the stimuli used in the present study co-
varied along multiple feature dimensions �duration, repeti-
tion rate, duration, harmonic structure, delay; see Fig. 1�.
Most traditional physiological studies of the auditory system
employ much simpler stimuli that vary along just one of
these parameters at a time to evaluate potential response se-

lectivity. They also use long interstimulus intervals equiva-
lent to repetition-rates of only 1–4 sounds/s �slower even
than the lowest repetition rates of pulses and echoes that
appear early in our sequence�. Use of such long intervals
leads to more spikes per stimulus and thus more “data” to
pool together for more robust response profiles because re-
sponse adaptation is kept low. However, in natural tasks, the
big brown bat in fact is exposed to the more rapid sound
sequences we used here, not the slower rates used in most
physiological studies, so that its auditory system conse-
quently operates in what can best be described as a perpetu-
ally adapted state.

In experiments with acoustic stimuli that vary one pa-
rameter at a time, about 33% of the IC population in big
brown bats exhibits tuning to duration �Casseday et al.,
1994; Ehrlich et al., 1997; Pinheiro et al., 1991�. For repeti-
tion rate or pulse rate, about 50% of IC neurons are tuned to
specific rates �Jen and Schlegel 1982; Pinheiro et al., 1991�.
In contrast, the results in Fig. 4�a� and Table I show that most
IC neurons respond more broadly across the pursuit se-
quence when the duration and repetition rate of pulses and
echoes covary as they would naturally �see Fig. 4�a�; quan-
tified in Table I�. Another auditory single-unit study in the
big brown bat’s brainstem pontine nucleus showed that
repetition-rate tuning nearly disappeared when the repetition-
rate protocol was made more “naturalistic” �Wu and Jen,
1995�. When bats were presented with sound sequences that
coupled repetition rate with stimulus duration �short dura-
tions with high repetition rates and vice versa�, the percent-
age of repetition-rate tuned neurons decreased significantly
�from 27% to just 7%�. In Fig. 4�a�, much of the modulation
in response probability across the pursuit stimulus presum-
ably occurs due to individual neurons’ selectivity for dura-
tion and/or repetition, but the degree of selectivity is less
than has been reported from experiments with simpler
stimuli.

Figures 3�b� and 4�a� give support to the proposal that
one function of the IC may be to organize responses to
sounds for control of motor responses �Casseday and Covey,
1996�. The underlying premise is that neural responses des-
tined for control of motor events have to be made relatively
slow compared to the fast following rate of responses that
track rapid modulations of sounds in brainstem auditory
sites. A common observation in the auditory system is that
the upper limit for time-locking of responses to high stimulus
repetition rates drops precipitously when ascending from the
cochlear nucleus in the brainstem to the IC in the midbrain.
Langner �1992� has reviewed how a temporal code for tem-
poral events is replaced by an explicit rate �i.e., response
strength� code in the IC in the context of determining pitch.
Casseday and Covey �1996� argue that the transition from a
temporal to a rate �response-strength� code is necessary at
this stage in the auditory system in order to match the “rate
of output to a rate that is appropriate for initiating or control-
ling motor action.” In big brown bats, the brainstem phenom-
enon of trains of closely spaced spikes that register every
sound is tempered by having IC responses distributed as
single spikes across a population of neurons that respond
differentially to segments of the pursuit sequence �Boden-

TABLE I. Responses to the pursuit sequence separated into stages of search,
approach, and terminal buzz �I and II� according to duration, repetition rate,
and amplitude of the pulses and echoes. The terminal buzz is divided into
two sections �I and II; see Siemers and Schnitzler, 2000; Surlykke and Moss,
2000� based on the point in time where the duration and repetition rate of
the pulses become constant �Figs. 1�b� and 1�c��. From the PSTHs plotted in
Fig. 3, the number of neurons that responded to at least 75% of the pulse-
echo pairs in each of the four categories are shown. The “All” category
includes those neurons that responded to at least 8 of the search phase
stimuli, 15 of the approach phase stimuli, and at least 8 of the terminal buzz
I or 11 of the terminal buzz II sounds.

Response
category

PE pair
number

Active neurons
�N=116�

Search 1–10 84 �72%�
Approach 11–30 53 �46%�

Terminal Buzz I 31–40 25 �21%�
Terminal Buzz II 41–54 9 �8%�

“All” 1– �31 22 �19%�
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hamer and Pollak, 1981; Casseday and Covey, 1995; Pollak
et al., 1977�. The IC has massive projections to the pontine
gray �which, in turn, projects to the cerebellum�, in addition
to projecting to the superior colliculus �Schweizer, 1981�.
This allows for incoming echo information to rapidly modu-
late flight behavior. However, only a few midbrain studies in
FM bats have focused on so-called filter neurons using
stimuli whose properties actually relate to a target’s spatial
dimensions. Neurons sensitive to target azimuth �Valentine
and Moss, 1997�, elevation, size �Galazyuk et al., 2000�, and
range �Dear and Suga, 1995; Feng et al., 1978� would be
relevant for guiding subsequent motor behavior. It is difficult
to imagine how neurons sensitive chiefly to duration or rep-
etition rate would provide useful information for guiding the
bat’s flight behavior.

Using the pursuit sequence as a stimulus provides a
glimpse into how IC neurons participate in encoding bioso-
nar information across a broad but relevant acoustic feature
space. In spite of widely ranging signal parameters �duration,
repetition rate, sweep rate�, most IC neurons, if they respond
at all, confine themselves to registering the timing of a par-
ticular frequency near their BF �Fig. 6� with a single spike
�Fig. 4�. Figures 3�b� and 4�a� emphasize how the presence
of the sonar target is registered by the response latencies
instead of the response strengths. As in other cases, spike
timing information often is more robust and of higher fidelity
for reconstructing characteristics of stimuli than response
strength �e.g., Cariani and Delgutte, 1996�. The probability
of spiking may change dramatically across the pursuit se-
quence, but spike latency still conveys the existence and
range of the target by registering different effective frequen-
cies in the FM sweeps �Bodenhamer and Pollak, 1981; Pol-
lak et al., 1977�. Further consideration of this latency code is
essential to understand how the bat decodes target range,
elevation, and shape �Matsuo et al., 2001; Saillant et al.,
1993�.
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baffle, Seff=�a /2.”
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